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ABSTRACT: In this paper we present a next-to-next-to-leading order (NNLO) QCD calcu-
lation of the processes pp — (1™~ and pp — viry that we have implemented in MCFM.
Our calculation includes QCD corrections at NNLO both for the Standard Model (SM)
and additionally in the presence of Zyv and ZZ~ anomalous couplings. We compare our
implementation, obtained using the jettiness slicing approach, with a previous SM calcu-
lation and find broad agreement. Focusing on the sensitivity of our results to the slicing
parameter, we show that using our setup we are able to compute NNLO cross sections with
numerical uncertainties of about 0.1%, which is small compared to residual scale uncer-
tainties of a few percent. We study potential improvements using two different jettiness
definitions and the inclusion of power corrections. At /s = 13 TeV we present phenomeno-
logical results and consider Z~ as a background to H — Z~v production. We find that,
with typical cuts, the inclusion of NNLO corrections represents a small effect and loosens
the extraction of limits on anomalous couplings by about 10%.
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1 Introduction

The power of the Large Hadron Collider (LHC) is its ability both to search for new phe-
nomena at the highest energies and to accumulate a wealth of precise data on a broad
range of final states at lower energies. The former is enabled by the center of mass energy
of 13 TeV while the latter relies on both the immense amounts of data collected and the
technical capabilities of the detector, as well as the ingenuity of the experimental analyses.
One of the foremost targets for high-precision studies is the electroweak sector that can
be explored, for instance, through the multiple vector boson production channels. Among
these, the production rate for a Z-boson and a photon is one of the highest and, at least for
leptonic decays of the Z-boson, provides a final state whose particles can all be measured
with excellent precision [1-13]. It is important to perform a careful comparison with the
theoretical prediction of the SM since any deviation from it could indicate the presence
of anomalous Z~+y or ZZ~ couplings [14]. Beyond such tests, Z+ production provides
important backgrounds to many other searches. For instance, it is a crucial ingredient in
background estimations for the rare Z(— Il)y Higgs decay [12]. The kinematics of signal
and background are very challenging in this case and require precise predictions to ensure
an adequate understanding of both processes [15, 16]. The Zv process also represents
a leading background in searches for heavy resonances that decay into a Z-boson and a
photon [7, 12, 13], for example new singlet scalars with loop-induced decays [17]. Beyond
that, the channel in which the Z boson decays to neutrinos gives rise to events containing
a photon and missing energy. This is therefore of great interest to searches for dark matter
and more general BSM studies with similar signatures [18-21].



In order to provide the strongest point of comparison with the SM it is therefore
essential that the theoretical prediction for Z~+ production be available at the highest
possible accuracy. The first steps towards providing a reliable calculation of this cross
section, and related observables, were made by extending the initial LO calculations [22, 23]
to NLO QCD [24]. Further refinements were provided later on, to account for lepton
decays in the narrow width approximation and to account for the effects of anomalous
couplings [25, 26]. The calculation of one-loop helicity amplitudes for this process [27]
allowed the inclusion of such effects in a flexible Monte Carlo code [28] and in the general-
purpose code MCFM [29]. The one-loop gluon fusion contribution, gg — Z= formally
enters at NNLO QCD but can also be computed separately [30-32] and is important for
LHC phenomenology [33]. The effects of NLO electroweak (EW) corrections have also
been computed for an on-shell Z-boson [34-36] and have been recently included in a full
NLO QCD+EW prediction for this process [37]. Finally, the first predictions for Z~
production through NNLO QCD — providing robust theoretical precision for this cross
section and related quantities — have been computed recently [38, 39].

In this publication we provide an independent calculation of Zv production at NNLO
in QCD. Given the importance of this process, an independent verification such as the one
we provide here is invaluable.! We extend the previously available results to also include the
case of anomalous Z~v and ZZ~ couplings at NNLO. This allows them to be probed with
greater confidence and enables more accurate limits to be placed on their possible values.
Note that we use the label Z~ here and in the following as a shorthand for calculations that
represent the final states with charged leptons [/~ and neutrinos vy. In particular, in
the former case we include the effects of photon radiation in the Z boson decay and also
virtual photon contributions. To avoid infrared singularities arising from the emission of
photons from partons we use the Frixione smooth cone isolation criterion [43], which we
define and discuss in the following section.

Our calculation is based on matrix elements that, for numerical efficiency, have been
computed analytically and that are combined to provide a full NNLO calculation using
the jettiness phase space slicing method [44, 45]. This type of approach to the computation
of NNLO corrections is in common with the previous calculation [38, 39], that employed
a slicing method known as gr-subtraction [46]. These techniques rely on the choice of a
slicing parameter that is sufficiently small that either the associated power corrections are
negligible or they can be extrapolated away. We perform a detailed check of the jettiness
slicing procedure, which is especially important since the numerical uncertainties achieved
with slicing methods can be of a similar size as the scale uncertainty observed at NNLO.
Focusing on the technical aspects of our calculation is important to validate our results so
that they can be made publicly available in the next release of MCFM.

In section 2 we describe the ingredients of our calculation and how we obtain the results
presented in the rest of the paper. Section 3 provides a detailed comparison with the results
previously obtained in ref. [39]. With our method validated, we proceed to a discussion of

'For example in the case of NNLO ~v production the first published results [40] were not confirmed by
an independent calculation [41], but have since been updated [42].



SM phenomenology in section 4, discussing both Z-boson decays into neutrinos and into
charged leptons as an application for the Higgs production background. In section 5 we
assess the impact of NNLO corrections on the extraction of anomalous coupling limits.
Finally, our conclusions and outlook are given in section 6.

2 Calculation and setup

Computing Zv to NNLO accuracy requires the calculation and assembly of numerous con-
tributions that we list here. The existing O-jettiness slicing implementation in MCFM [47],
reviewed briefly below, is used to easily combine all the necessary amplitudes to produce
a full NNLO code.

We have taken the Z7y 0/1/2-loop amplitudes from ref. [48], using the function
tdhpl [49] to evaluate the two dimensional harmonic polylogarithms through which they
are expressed. The double radiation tree amplitudes and the one-loop single radiation am-
plitudes are based on the previous implementations in MCFM [50] (see also [51]), but are

2 For the charged lepton

completely rewritten for readability and run-time performance.
decay channel the radiation of a photon from the leptons is possible, which requires the
evaluation of the two-loop quark formfactor. We have taken it from ref. [52], where it is
given up to three loops, see also [53, 54]. Note that the two-loop result has previously
already been published in ref. [55].

We have checked that our tree level and one-loop matrix elements agree with results
obtained from OPENLOOPS [56]. Additionally, we found agreement with MADGRAPH
4.2.7 [57] for our one-loop real emission matrix elements. We work consistently in the five
flavor scheme with a zero bottom quark mass.

The current release version 8.0 of MCFM includes Z~ amplitudes with anomalous
couplings at NLO [28]. At NNLO one requires the double virtual corrections, easily
obtained from the two-loop quark form factor. We additionally implemented the double
real radiation anomalous coupling tree amplitudes using the vertices from ref. [58] (following
the convention with an additional factor of i as in ref. [59]). Specifically we contracted the
vertices with the four parton plus Z boson off-shell current [60, 61]% to obtain the complete
amplitudes. To obtain the real emission one-loop amplitudes we contracted the anomalous
coupling vertices with the V' — 3j loop amplitude current from ref. [63] and performed the
analytic continuations to 2 — 2 kinematics as outlined in ref. [64].

Jettiness subtractions. Since the assembly of our calculation relies on the method of
jettiness subtractions, which has been implemented in MCFM-8.0 for color singlet final
states [47], we give a brief overview of this method here. For a more complete review we
refer the reader to the referenced literature. The N-jettiness subtraction formalism is a
phase space slicing scheme for combining infrared singular matrix elements entering higher
order perturbative QCD calculations that contain N colored final state partons at Born

2We have fixed a bug affecting the radiation in decay amplitudes in the existing Zvj implementation in
MCFM [50].

3The hadronic Z current S(+;— : +; —)ip given in the appendix of ref. [60] for the ¢ggg case has a
typo. The current given in ref. [62] agrees with our own calculation.



level [44, 45]. Using the event shape variable N-jettiness [65] , 77V, the formalism allows
for handling processes with initial- and final-state infrared singularities and any number
of colored final state particles. The calculation of the cross section proceeds, not funda-
mentally different from classic NLO slicing schemes, through a separation of the infrared
and collinear singular phase space using a jettiness cutoff parameter 72¥,. The below-cut
part is predicted by soft collinear effective theory (SCET) in terms of a factorization the-
orem using the hard scattering matrix element and soft and beam functions.* Here, for
Z~ production, we can restrict ourselves to the case of N = 0 colored final state par-

N=0in the following. For a parton scattering event

tons at Born level and refer to 7 = 7
Qo +qp = X +p1+ ...+ py with parton momenta qq, qp, p1, - - -, Pas and color singlets X,

the event shape variable 0-jettiness is defined by

M
T = min 24ipk
i=a,b Qz ’

k=1

where ¢; define the beam and 0-jettiness axes and (); are in principle arbitrary normaliza-
tion factors. For example in MCFM we set ); = 2E; where FE; is the energy of an incident
parton, such that 7 itself is independent of E; and simply depends on the normalized beam
axes and p;.° For a NNLO cross section, by demanding 7 < 7ey the doubly unresolved
region can be isolated and the real emission matrix elements in that region can be inte-
grated over analytically in the soft/collinear approximation and finally added to the virtual
contributions. The part 7 > 7.y corresponds to the singly unresolved limit of the NLO
process with an additional jet. It can be handled by any NLO subtraction scheme, prefer-
ably using a fully local NLO subtraction scheme like Catani-Seymour subtractions [67, 68].
The sum of the two contributions yields a result that, in the limit that 7.y — 0, returns
the complete NNLO cross section.

Choice of parameters. Our electroweak couplings are derived from the input param-
eters myy = 80.385GeV, my = 91.1876 GeV and Gr = 1.6639 - 10~ °GeV~2; additionally
we have I'y = 2.4952 GeV [69]. We use MMHT 2014 PDFs [70] with «; values provided
by the PDF set at the corresponding loop orders.

All our cross sections use a common central renormalization and factorization scale
of po = y/mi + (p))?. For scale uncertainties we use a seven point variation in which
antipodal variations of pur and pup are excluded. Specifically, we take the maximum and
minimum values resulting from the use of scales in the set

(MRvNF) € {(17 1/2)7 (17 2)7 (1/27 1)’ (27 1)7 (1/27 1/2)7 (27 2)7 (17 1)} * Mo -

Unless specified otherwise for comparison reasons, we use the boosted jettiness defini-
tion [71] which is defined in the color singlet center of mass frame, rather than the hadronic

4We note that factorization theorems in SCET with respect to other variables also constitute a powerful
method for performing higher order calculations; for example top-quark decay has been calculated in such
a way at NNLO [66].

°In ref. [45] this choice of Q; is referred to as a “geometric measure”.



definition that is used in MCFM-8.0 and defined in the hadronic center of mass frame.
See refs. [45, 65, 72-74] for discussion.

To avoid infrared singularities arising from the emission of photons from partons we
use the Frixione smooth cone isolation criterion [43]. In this method one defines a cone of
radius R = 1/(An)? 4+ (A¢)? around the photon where An and A¢ are the pseudorapidity
and azimuthal angle difference between the photon and any parton. The total partonic
transverse energy inside a cone with radius R is then required to be smaller than

€.E7(1—605R>n,

1 —cos Ry

for all cones R < Ry, where E, is the transverse photon energy, and €, Ry and n are
parameters. When comparing with the results of ref. [39] we adopt their choice of the
photon isolation parameters, ¢ = 0.5, n = 1 and Ry = 0.4. For the other results in our
study we use the isolation parameters e = 0.1, n = 2 and Ry = 0.4 that for isolated prompt

photon production at NLO provide results similar to those obtained using fragmentation
functions and experimental cuts [41, 75].

Slicing cut-off parameter extrapolation. The leading behavior of the NLO and
NNLO cross section coefficients Aonro, Aonnro for 7eur — 0 is given by [45],

AU;SLygpt' = (AO’NLO +cp- Tout log Tcut> + ... (21)
Q Q
asympt. Teut 3 Tcut
Aoy = | Aonnwo +c3 - 0 log 0 +.... (2.2)

It is these forms that we will use for fitting. We will treat the scale @) as well as the coeffi-
cients ¢; as nuisance parameters that are fitted with the data but unused. See for example
ref. [71] for a more detailed discussion of the higher power corrections and their fitting.

In all cases we weight the data points in the non-linear fitting procedure with the
inverse square of their Monte Carlo integration numerical uncertainty. Our quoted uncer-
tainties for results that have been extrapolated in the limit 7.,t — 0, Aonro and AoNNLO,
correspond to a 95% confidence level. Including higher power corrections is equivalent to
a theoretical uncertainty in the fit model. To be of use for the prediction, these additional
nuisance parameters would require much smaller statistical uncertainties than we demand
for the phenomenology in this study. They would become important when their nominal
contribution becomes comparable with the statistical uncertainties in our predictions [71].
In any case we make sure that within our uncertainties the results are unchanged by ex-
cluding data points with our largest and smallest considered 7., values. We discuss the
extrapolation in more detail in section 3 using actual examples.

2.1 Improvements to jettiness slicing

Before we present our main results in the following sections, we first investigate potential
improvements to our implementation of jettiness slicing from two sources. Since these im-
provements are best studied in light of a cutoff independent calculation, we compare NLO



Leptons P > 25GeV, |nt| < 2.47

pt > 40GeV, |n7| < 2.37
Frixione isolation ey = 0.5, Ry = 0.4,n =1
Jets anti-kp, D = 0.4, pi* > 30 GeV, |5i*| < 4.5
Separation | my+;- > 40 GeV, AR(l,v) > 0.7, AR(l/~,jet) > 0.3

Photon

Table 1. Applied cuts for Z — ete™ decay at a center of mass energy /s = 8 TeV.

results to those obtained by Catani-Seymour subtractions. The first improvement may be
obtained by including the effects of subleading power corrections [71, 76] for Drell-Yan type
color-singlet production. The second improvement results from a boosted definition of the
jettiness slicing variable.

We consider the case of a Z-boson decaying into charged leptons at /s = 8 TeV using
the cuts shown in table 1. Figure 1 (left) shows the approach of the jettiness calculation of
the NLO coefficient to the result obtained using Catani-Seymour (C.-S.) subtraction [67,
68], both with and without the inclusion of the dominant subleading power corrections
for the hadronic jettiness definition used in MCFM-8.0. We see that the inclusion of the
subleading power corrections has almost no effect. We surmise that this is due to the fact
that, in contrast to the processes studied in refs. [71, 76], Z~ production contains ¢-channel
diagrams at Born level. To investigate this issue further, we repeat this analysis under
a set of cuts that decreases the importance of such diagrams relative to Drell-Yan type
s-channel contributions in which the photon is radiated from a charged lepton. This set of
cuts corresponds to those specified in table 1, with the replacements:

ph>20GeV, pl>10GeV, AR(l,v)>0.1. (2.3)

The results of this study are shown in figure 1 (right). Without power corrections the
approach to the correct result is similar to the approach when using our standard cuts
that is shown in the left panel. However, the inclusion of power corrections now makes a
much more marked effect and significantly increases the value of 7., that might be consid-
ered asymptotic. We therefore conclude that the effect of subleading power corrections is
process-specific and that the inclusion of the results of refs. [71, 76] provides no significant
benefit under the cuts considered here. Therefore, and for consistency, we do not include
them in any of our subsequent results.

We now compare the performance of the jettiness slicing procedure with two different
definitions of 7.,. These correspond to the version in the hadronic center of mass frame
employed for other color-singlet processes in MCFM-8.0 and the boosted one in the color
singlet center of mass frame. The results of this comparison are also shown in figure 1.
We see that the improvement when using the boosted definition is relatively small for the
standard cuts, due to the fact that our set of cuts demand the production of a Z~ system
that has a rather high virtuality and is quite central. Despite this, the small improvement
in the approach to the asymptotic value is the result of a trivial change in the code. We
therefore adopt the boosted definition for all the studies presented in this paper.
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Figure 1. Normalized NLO cross section coefficient for the charged lepton decay channel with
standard cuts given in table 1 and loose cut modifications in eq. (2.3). Shown is the dependence on
the jettiness slicing cutoff parameter 7cu¢. The results are obtained using the hadronic (MCFM-8.0)
jettiness definition with and without power corrections and additionally for the boosted definition.
For performance comparison, the cross section is normalized to the cutoff independent Catani-
Seymour result.

For a more refined comparison it is instructive to consider not just a total cross sec-
tion but a differential prediction. Figure 2 shows the pseudorapidity distributions of the
NLO coefficients computed using our loose cuts with Catani-Seymour subtraction and us-
ing jettiness slicing with 7., = 1.6 GeV for both boosted and hadronic definitions. For the
integrated cross section, as can be seen in figure 1, the difference between the boosted and
hadronic definition is about 2.5%. Nevertheless, the difference for rapidities greater than
about one already exceeds 2.5% and grows to about 10% for rapidities larger than two.
The difference of the integrated cross section between using C.-S. and boosted jettiness is
about two percent that manifests as a relatively constant difference throughout the whole
rapidity range. This clearly shows that when computing arbitrary differential distributions
one cannot generally rely on the smallness of the residual 7.y, dependence of the integrated
cross section, but one has to consider it differentially as well. For the differential distribu-
tions considered in our study we are not affected by this problem, as we show in section 4.
This is partly due to directly using the boosted definition, and additionally to just us-
ing asymptotically small enough 7.4 values where the numerical integration uncertainty

dominates over the residual 7., error.
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Figure 2. Normalized NLO coefficient pseudorapidity distribution for the charged lepton decay
channel with standard cuts given in table 1 and loose cut modifications in eq. (2.3). The distributions
are obtained with 7., = 1.6 GeV using the boosted and hadronic (MCFM-8.0) jettiness definitions,
normalized to the Catani-Seymour obtained result. The numerical uncertainties of the outermost
bins are large since the distribution has been generated on the fly for the integrated cross section.

3 Validation

The process of Z~v production has been considered previously at NNLO in refs. [38, 39] in
the ¢p subtraction formalism [46]. For comparison and mutual validation we check some
results of ref. [39] in this section. The 8 TeV cuts used in this comparison have already
been summarized in table 1 for the charged lepton decay channel; the counterparts for the
neutrino decay channel are shown in table 2.

Specifically we will compare our results with those provided in tables 3 and 5 of ref. [39],
for the 8 TeV jet inclusive case. Their stated conservatively-estimated NNLO numerical un-
certainty is between 0.5% and 0.6%. Note that the authors do not give a technical explana-
tion of how their extrapolation is performed and the uncertainty is estimated, but only state
that it is a combination of statistical Monte Carlo integration error and an extrapolation
procedure. As such, our results can evaluate whether their uncertainty estimation is robust.

In order to minimize the uncertainty resulting from the jettiness slicing method we com-
pute the NNLO cross section coefficient separately from the NLO cross section, which is ob-
tained by Catani-Seymour dipole subtractions. From the quoted NNLO results in ref. [39]
we subtract our NLO results obtained with NNLO PDFs in order to translate them into
an expectation for the NNLO coefficient. Since our NLO results mutually agree within
0.2%, we consider such a procedure for extracting the NNLO coefficients to be reasonable.

We begin with a comparison in the neutrino decay channel, where the authors of
ref. [39] report cross sections of 42.33 fb, 70.98 fb and 80.82fb at LO, NLO and NNLO,
respectively. Their stated uncertainty estimate is 0.5% for the NNLO result from inte-



Neutrinos P > 100 GeV
7> 130GeV, |n7] < 2.37
Photon Pr eV, Il
Frixione isolation ey = 0.5, Ry = 0.4,n =1
Jets anti-kr, D = 0.4, pj;t > 30GeV, || < 4.5
Separation AR(7,jet) > 0.3

Table 2. Applied cuts for Z — Dv decay at a center of mass energy /s = 8 TeV.
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Figure 3. 7., dependence of the Z(— vv)y NLO cross section coefficient with NLO PDFs and
cuts given in table 2. The horizontal blue solid and dashed lines represent the C.-S. obtained
result of 22.572(3) fb and its numerical uncertainty, respectively. The horizontal red dot-dashed
and dotted lines represent the fitted asymptotic value of 22.57(1) fb and its numerical uncertainty,
respectively, while the solid black line shows the fitted result.

gration error and finite gr cut, which translates to 0.4fb in absolute terms. We assume
that their uncertainty for the LO and NLO results corresponds to the stated number of
significant figures, translating to an uncertainty of 0.01 fb. Our LO cross section of 42.35 tb
is in good agreement to better than half a per-mille with their result.

To get a first estimate of how low 7., should be in order to reach asymptotic behavior
for the 7.wt — 0 extrapolation, we present in figure 3 the 7., dependence of the NLO
result computed with jettiness slicing. As before, the results are compared with the one
obtained by using Catani-Seymour dipole subtraction that has already been implemented
in MCFM. For the fitting to the asymptotic formula in eq. (2.1) we have used all data
points. We have also limited the fitting data to sets of 7.yt < 0.5 GeV and 7¢yy < 0.08 GeV.
In both cases the fitted value of Aonpo and its uncertainty stay the same, while of course
increasing the fit uncertainty of the nuisance parameters affecting the tail. It is also possible
to remove some of the smallest 7.+ data points without altering the asymptotic value and
uncertainty, to some extent. This makes us believe that the dominant behavior to extract
AonLo is captured around the region 7yt =~ 0.01 GeV.

Since our cross section uncertainties are not small enough to significantly fix the values
of the nuisance parameters ¢; and @ in eq. (2.1), we do not include higher order power



corrections. Including them deteriorates the fit quality of the nuisance parameters drasti-
cally. This follows the guidance in ref. [71]: in order to include additional terms in the fit,
the model uncertainty induced by missing higher order power corrections in the fit should
be comparable to the statistical uncertainties of the cross section values. For example the
nuisance parameters in figure 3 are still fitted with standard uncertainties of 50-60%.

Adding the LO contribution to the NLO coefficient, our result of 71.09(1) fb compares
well with the result from ref. [39] of 70.98fb. They agree within 0.2%, but leave open
the question of a possible tiny systematic difference in, for example, phase-space sampling.
Our code for the NLO cross section with default settings is stable to values of 7.y at
least as small as 1074 GeV, but at that point the numerical uncertainty using the same
computational runtime increases drastically, of course. Instead we are able to obtain high
precision results by sampling multiple larger values of 7., using the additional information
inferred from the asymptotic behavior in eq. (2.1). This also makes the result robust
against statistical noise, underestimated uncertainties, or a possibly biased Monte Carlo
grid, since our results for different values of 7. are statistically independent. Note that
even at 7.yt = 0.02 GeV the deviation of the NLO coefficient from its asymptotic value is
just about a percent. Using a value of 7yt < 0.02GeV for the calculation of the NNLO
coefficient is then sufficient for any phenomenological application considering its relative
contribution to the NLO cross section, as we will see.

We show the 7.t dependence of the NNLO cross section coefficient in figure 4.
The NNLO coefficient extracted from the asymptotic fit contributes 8.3(1)fb to the
full NNLO result of 80.7(1)fb. Our result is in excellent agreement with the result of
80.8(4) fb given in ref. [39]. We emphasize that the quoted uncertainty is purely statistical,
originating from the Monte Carlo integration uncertainty in the weighted non-linear fit
to the asymptotic 7.yt behavior. Before continuing we first comment on the stability of
our fit result, which we have rounded from 8.29(12) fb to 8.3(1). Removing the first and
last point does not change the fitted asymptotic value within the uncertainty, as one
obtains 8.25(16) fb. The uncertainty induced by the actual fitting model is subleading,
which is supported by the fact that adding for example a log? term does not change the
fitted value and only increases the uncertainty slightly to 0.13fb. Taking things to the
extreme and using the NLO coefficient fitting form for our NNLO coefficient here, gives
a result of 8.35(10)fb which again lies within our quoted uncertainty. The precision of
our data points is not sufficient to resolve the additional logarithmic power and nuisance
parameters, but instead relies on the general logarithmic shape.

For the charged lepton decay channel our LO result of 84.115(5) fb agrees with the
result of 84.09 fb in table 3 of ref. [39] within 0.03%. Our NLO coefficient obtained from
Teut — 0 extrapolation is 53.89(4) fb and agrees perfectly with the C.-S. result of 53.92(1) fb
within half a per-mille. This results in a total NLO cross section of 153.15(2) fb that
compares well with 153.1fb given in table 3 of [39]. Using the fitted NNLO coefficient
shown in figure 5 of 22.0(2) fb we obtain a total NNLO cross section of 178.2(2) fb, with a
relative uncertainty of about one per-mille. We compare this to the value of (180 + 1) fb in
ref. [39] and find only broad compatibility. We note that their uncertainty is considerably
larger than ours. This does not indicate a definite discrepancy but it is possible that

~10 -
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AGNNLO = 83fb+0.11b
10 reconstructed coeff. (GKR '15): 8.4 fb £ 0.4

Figure 4. 7. dependence of NNLO cross section coefficient in the neutrino decay channel with
given cuts in table 2 . The horizontal red solid and dashed lines represent the fitted asymptotic
value of 8.3(1)fb and its numerical uncertainty, respectively, while the solid black line shows the
fitted result. The blue dot-dashed and dotted lines show the reconstructed NNLO coefficient and
its numerical uncertainty, respectively, from the NNLO result given in ref. [39].

the choice of slicing parameter could lead to such a difference. We observe that if we had
instead chosen a larger value of 7.yt ~ 0.1 GeV then our results for both decay modes would
have been compatible with those of ref. [39], within their quoted uncertainties. We also find
similar behavior when comparing with the 7 TeV result. Our 7TeV NLO calculation agrees
within half per-mille with that reported in ref. [39]. The results of ref. [39] predict a 7 TeV
NNLO coefficient (using NNLO PDFs) of 19.6(9) fb. Our result for the same quantity is
18.3(2) fb and again only agrees marginally, suggesting a small systematic difference.

4 Standard Model phenomenology at 13 TeV

In order to present new phenomenological results and to study how the extrapolation
of eyt — 0 performs at a higher center of mass energy, we calculate cross sections and
kinematical distributions for the neutrino decay channel at /s = 13 TeV in the following
section 4.1. Note again that we use different photon isolation cuts here compared to the
8 TeV comparison results in section 3; specifically we set € = 0.1, n = 2 and Ry = 0.4 (see
paragraph 2). In section 4.2 we study the 13 TeV my, spectrum as a background to the

very rare H — Z(— 1)~y decay.

4.1 Decay to neutrinos

We expect that the cuts for the upcoming 13 TeV Zy ATLAS analysis will be very similar
to the ones that are summarized in table 3. Using these we investigate NNLO predictions
for the cross section and kinematical distributions, where in the latter case we discuss
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Figure 5. 7.y dependence of the NNLO cross section coefficient in the charged lepton decay
channel with cuts given in table 1. The horizontal red solid and dashed lines represent the fitted
asymptotic value of 22.0(2)fb and its numerical uncertainty, respectively, while the solid black
line shows the fitted result. The blue dot-dashed and dotted lines show the reconstructed NNLO
coefficient and its numerical uncertainty, respectively, from the NNLO result given in ref. [39].

Neutrinos P > 150 GeV
7> 140 GeV, |n7| < 2.37
Photon Pr !
Frixione isolation €, = 0.1, Ry = 0.4,n = 2
Jets anti-kt, D = 0.4, qu(ft > 30GeV, || < 4.5
Separation Ad(y,vv) > 0.6, AD(j,0v) > 0.5

Table 3. Applied cuts for the Z — v decay channel at a center of mass energy /s = 13 TeV.

the systematic uncertainty induced by using a finite value of 7.y instead of performing a
systematic extrapolation procedure.

We must first re-establish the appropriate range of 7.y values that represents asymp-
totic behavior for our new set of cuts with /s = 13TeV. As before, we compute the
Teut dependence of the NLO cross section coefficient and compare it to the C.-S. obtained
result. We find that the same range of 7.y leads to asymptotic behavior, and values
of Tyt >~ 0.1 GeV already lead to less than a percent difference from the extrapolated
value. Again, our fitted value of 20.45(1)is in perfect agreement with the C.-S. result
of 20.439(3) fb. We find a similar situation at NNLO, as illustrated in figure 6, which
shows the 7.t dependence of the NNLO coefficient. Using the fitted extrapolated value of
(2.24 +£0.12) fb allows us to calculate the total NNLO cross section as (86.09 &+ 0.12) fb.

Our results for the cross section under this set of cuts, at each order in QCD, are
shown in table 4. At each order we have also computed the corresponding scale uncer-

- 12 —



oro [pb] oNLO [pb] ONNLO [PD]
=+ scale var. | &£ scale var. | &£ scale var. = num.

Njet > 0 82.0+3% | 86.09 £ 1% +0.14%
53.4+ 1%

Niet =0 48.8 £4% | 46.42 + 2% + 0.26%

Table 4. 13TeV cross sections for the neutrino decay channel with cuts given in table 3. For
the NNLO result the additional numerical uncertainty corresponds to the 95% confidence level
uncertainty reported by the non-linear fit to the asymptotics in eq. (2.2). It implicitly includes the
statistical Monte Carlo integration certainty. Scale uncertainties are obtained by 7-point variation
rounded to a full percent.

4.0

AGNNLO = 224f+0.12fb

AGNNLO (Z - VV) [fb]

0.001 0.01 0.1 0.4 1
Tout [GeV]

Figure 6. 7., dependence of the NNLO cross section coefficient in the neutrino decay channel at
/s = 13 TeV with cuts given in table 3. The solid black line is a fit to the expected asymptotic
behavior in eq. (2.2). The solid red line shows the asymptotic value for 7., — 0 of AonnLo =
(2.24 £ 0.12) fb. The dashed red lines show the 95% uncertainty band of about 0.12 fb.

tainty, obtained using the 7-point variation discussed in paragraph 2. We see that these
scale uncertainties are reduced when going from NLO to NNLO but remain well above
the residual 95% confidence level uncertainty that results from performing the fit to the
Teut — 0 limit. We therefore conclude that the use of the jettiness slicing method, and our
extrapolation procedure, does not lead to any systematic effect of phenomenological rele-
vance. In table 4 we also indicate the expectation for the jet-vetoed cross section (Njet = 0),
although this prediction is susceptible to large logarithmic contributions that may require
resummation, see for example a recent treatment of such issues for W W™= production [77].

We now turn to a study of NNLO predictions for kinematical distributions. We begin
by considering a differential evaluation of the statistical and systematic numerical uncer-
tainties given by integration precision and finite 7., just as we have already done for the
total cross section. This is illustrated in figure 7, where we plot the ratio of the NNLO pJ.
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Figure 7. Normalized 13 TeV pJ. NNLO distribution for the neutrino decay channel with different
Teut Values in GeV and cuts given in table 3. The numerical integration uncertainty for the NNLO

cross section results are < 0.2%. Note that in this NNLO ratio plot the relative uncertainties have
to be added.

distribution with 7., values of 0.05 GeV, 0.018 GeV and 0.0067 GeV to the central value
of the 7cyy = 0.018 GeV distribution. For reference we present the scale uncertainty band
obtained for 7.yt = 0.018 GeV. The first observation from the plot is that the residual sys-
tematic uncertainty induced by a finite 7., is small compared to the remaining integration
uncertainty and the scale variation uncertainty. Additionally, the numerical integration
uncertainty is small compared to the scale variation uncertainty. Although the scale un-
certainty dominates the total, if it is imperative to obtain results with uncertainties of
0.1% then a more costly systematic extrapolation of 7yt — 0 can certainly be performed.
This could be performed in a manner similar to the total cross section studies presented
in table 4 and figure 6. For simplicity, since the systematic residual 7.4 dependence is
small compared to the scale uncertainty, henceforth all our studies of distributions will be
performed using 7yt = 0.018 GeV.

In figures 810 we show results for the jet inclusive and 0-jet exclusive photon trans-
verse momentum distributions, as well as the v~y transverse mass distribution, respectively.
Figure 8 shows the jet inclusive photon transverse momentum distribution at different per-
turbative orders as well as the k-factor relative to the NLO result. As anticipated in
the discussion above, the numerical uncertainty of the NNLO results of about 0.2% is
subleading with respect to the scale uncertainty band. The impact of the perturbative cor-
rections for the new set of 13 TeV cuts is much smaller than for the 7 TeV ATLAS analysis.
Whereas the corrections for the 7TeV cuts are between 10 and 20% for pJ. < 250 GeV [39],
the perturbative corrections for our set of cuts are between 4 —8% and are flat for large p...

In figure 9 we consider the photon transverse momentum distribution with a jet veto,
where the NNLO corrections increase the cross section by up to about 10% at p% ~ 1TeV.
Finally, we show the transverse mass distribution of the colorless final state particles in
figure 10. Again the NNLO corrections are flat and about 5-10% when sufficiently far
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Figure 8. 13TeV p7. distribution for the neutrino decay channel with the cuts in table 3. The
upper panel shows the differential jet inclusive cross section, while the lower panel shows the ratio
to the differential NLO distribution including a scale variation uncertainty band. The numerical
integration uncertainty is < 0.2% for the NNLO result.

away from the production threshold. For these distributions we have also checked again
that the systematic error due to a finite 7.yt is small compared to the other uncertainties.

4.2 Decay to charged leptons as background to a Higgs signal

A particularly interesting aspect of the decay channel to electrons (charged leptons) is its
importance as a background to Higgs production with subsequent decay to Zv. In this
subsection we consider this case using the cuts given in table 5, which are motivated by
the 8 TeV ATLAS H — Z~ search in ref. [78]. Our cuts resemble those for the search in
the eTe™ decay channel. For the muon decay channel the cuts in ref. [78] are altered.
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Figure 9. 13TeV p7. distribution for the neutrino decay channel with the cuts in table 3. The
upper panel shows the differential jet vetoed cross section, while the lower panel shows the ratio
to the differential NLO distribution including a scale variation uncertainty band. The numerical
integration uncertainty is about 0.2 to 0.5%.

Since the H — Z+ signal in the charged lepton plus photon invariant mass spectrum
myz, will be tiny compared to the direct Zv production background an understanding of
the my;, background shape will be essential.® This is despite the fact that experimental
analyses generally rely on polynomial sideband fits. Nevertheless, perturbative corrections
must be calculated to make sure that no unexpected shape corrections are introduced until
the theory uncertainties are under good control at NNLO and beyond. To study this,
we show the my;, spectrum in figure 11 and focus on the NNLO to NLO k-factor: the

5We note that there is also an important background contribution from misidentification of Z+jet events.
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Figure 10. 13TeV m!”7 distribution for the neutrino decay channel decay with cuts given in
table 3. The upper panel shows the differential cross section, while the lower panel shows the ratio
to the differential NLO distribution including a scale variation uncertainty band. The numerical
integration uncertainty is < 0.2% for the NNLO results.

perturbative NNLO corrections are fortunately relatively flat and about 8-14% relative
to NLO. Since the shape of the spectrum is stable as the perturbative order increases, it
may be beneficial to compare the data (and any resulting polynomial fits) to a theoretical
prediction such as this one. Deviations between the two could thus be used to constrain
experimental issues such as mis-tagged background events.

We have also computed the theoretical expectation for the signal process at NNLO
under the same set of cuts. Our predictions for the corresponding H — Z= signal cross
section in gluon fusion production in the infinite top-mass limit are given in table 6. As
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Leptons P > 10GeV, |n}| < 2.47
pt > 15GeV, |n7| < 1.37
Frixione isolation ey = 0.1, Ry = 0.4,n = 2
Jets anti-kr, D = 0.4, qu‘ft > 30GeV, || < 4.5
myp+;- > myz — 10GeV,
AR(l,y) > 0.3, A(l/v,jet) > 0.3

Photon

Separation

Table 5. Applied cuts for Z — eTe™ decay channel at a center of mass energy /s = 13TeV as a
background for H — Z=. The cuts are motivated by the 8 TeV analysis in ref. [78].

oLo [fb] onpLo [fb] onNLo [fb]

+ scale var. | & scale var. | & scale var.

signal 036725 | 0.6372% | 0.797%
+12% +3% +1%
background | 117.37 75/ 177575y 195.07 ¢

Table 6. Inclusive 13 TeV cross sections for H — Z~ in gluon fusion in the infinite top-mass limit
(signal) and Zv (background) with cuts for the H — Z+ search given in table 5 in the expected
signal region 120 GeV < my, < 130 GeV. For the signal cross section our central renormalization
and factorization scale is equal to our chosen Higgs mass of 125 GeV. The NNLO background cross
section has an additional numerical uncertainty of 0.2%.

is typical for gluon fusion Higgs production, the perturbative corrections are large and a
big scale uncertainty remains at NNLO. To check whether the signal to background ratio
changes noticeably when taking into account the NNLO corrections, we also include the
background cross section in table 6, which has been obtained by adding the bins in the range
120 GeV to 130 GeV from figure 11. Depending on the experimental analysis this range
might have to be increased, of course, further suppressing the S/B ratio. While the central
S/B ratio of about four per-mille increases slightly towards NNLO from about 3.5 per-mille
at NLO, the substantial scale uncertainties at NLO already account for such a change.

5 Anomalous couplings and probe for new physics
In this section we study anomalous ZZ~ and Z~vvy coupling contributions introduced by

field operators up to dimension 8, requiring Lorentz invariance and electromagnetic gauge
invariance [14, 28, 58, 59]. The effective ZvZ vertex is described by

Faﬁ,u o i(pz _Q%) hZ Moo o B
(0 @2,0) = =5 | 1 (9™ —a59™") +

hZ nZ
+ A%pa (p g2 9" — ghp® ) — hZehP gy, — A—‘ge“ﬂ ”"papuqza>

~ 18 —



" .=. L0 = = NLO —— NNLO t,,;=0.018 GeV lo=n=

AG (Z - &%€7)/AMgie- [f0/GeV]

115 120 125 130 135 140 145 150 155 160 165

1.20

1.05

ratio to NLO

L R e T T 1

0.95

0.90

115 120 125 130 135 140 145 150 155 160 165
me*e‘y[GeV]

Figure 11. Invariant mass distribution m.+.-., of the e™e™~y system for the electron decay channel
with cuts in table 5. In the upper panel the absolute distribution is shown, whereas in the lower
panel the ratio to the NLO result is displayed. The reported numerical integration uncertainty is
about 0.2% for the NNLO results.

where hZ

2,4 = 1,...,4 are the effective ZvZ coupling factors and A is conventionally

chosen to be the Z boson mass. For a different scale the coupling factors have to be
scaled accordingly [14]. The couplings for ¢ = 1,2 are CP-violating, whereas for i = 3,4
they preserve CP symmetry. The vertex for Zyv can be obtained by setting ¢? = 0 and
replacing hiZ by h]. Since the CP-conserving and CP-violating couplings do not interfere,
their sensitivities to anomalous couplings are nearly identical and usually only h}{ and h}(
are considered in analyses.

The couplings hiZ"y are zero at tree level in the SM and thus provide a unique oppor-
tunity to probe for new physics. We have implemented the vertices in our NNLO code
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to allow for a unified calculation of NNLO Zv production in the SM and in the presence
of anomalous couplings. Whereas previously in experimental analyses anomalous coupling
contributions were calculated at NLO using MCFM-8.0 and combined with a NNLO SM
calculation [9], this error prone combination is no longer necessary with the additional
benefit of having a consistent NNLO prediction.

In general the effect of anomalous couplings is to cause the matrix elements to grow
at high energies so that it is this region that has the highest sensitivity to their presence.
When comparing limits one has to be careful though, as limits obtained from different
kinematic regions can be based on different assumptions on the scale of new physics A [79].
To partially cure this problem and to avoid unitarity violation, a form factor that dampens
the anomalous coupling contribution at higher energies can be introduced. In our study
we do not apply any such form factor.

Measurements of Z+ production at the LHC that focus on probing anomalous cou-
plings have been performed by CMS and ATLAS at 7 and 8 TeV [1, 3-6, 8-10]. Previously
anomalous couplings have been constrained by CDF and DO at the Tevatron [80, 81]. In
their latest 8 TeV analysis the ATLAS collaboration derives limits both using a form fac-
tor with a scale of 4TeV and no form factor [9], while the CMS collaboration uses no
form factor [10]. In all cases the obtained limits are of the order 1073 on hY and 1075 on
hX. These results set the scale for the appropriate ranges of anomalous couplings that we
consider shortly.

For the current best limits from ATLAS and CMS, the ATLAS analyses use an exclu-
sive zero-jet selection with cuts of p;} > 250 GeV for the Z — 1l decay, and p?f > 400 GeV for
the Z — pv decay channel. The neutrino channel has the highest sensitivity to anomalous
couplings due to the larger branching fraction. ATLAS and CMS also give measured cross
sections, which currently show a huge downward fluctuation with respect to the SM. Such a
big negative contribution cannot be achieved or explained with the anomalous coupling con-
tributions because the couplings need to be small enough to produce a negative interference
with the SM that is not overwhelmed by the squared anomalous coupling term. Indeed,
the cross section dependence on the anomalous couplings is almost purely quadratic, which
explains the high symmetry of the experimental anomalous coupling limits about zero.

Since for the anomalous coupling extraction a jet veto and a high pr photon are
required, we want to stress a caveat of QCD fixed order calculations in this region. For
most precise predictions the jet veto requires resummation of its induced logarithmic terms,
while the high pp photon mandates the inclusion of EW corrections [34—-36]. Currently such
jet veto logarithms have not been resummed for Z~ diboson production, but for example
for WHW = production [77]. For color singlet Z production they have been studied [82]
and can require a more conservative estimation of perturbative uncertainty if left out [83].
Our results show the impact of fixed order NNLO QCD corrections, and for a comparison
with experimental data to extract limits on anomalous couplings it is important to take
into account these additional resummed and EW contributions.

We do not want to exhaustively cover all anomalous couplings here since their behavior
from a theoretical viewpoint is mostly similar. We thus give two representative examples
and, in each case, consider ranges of anomalous couplings that directly cover the current
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Figure 12. LO, NLO and NNLO cross sections in presence of a non-zero anomalous coupling
hZ for the neutrino decay channel with cuts given in table 3 and an additional jet-veto as well as
pt > 400 GeV. The horizontal lines in the upper panel represent the SM cross sections obtained
at h? =

limits discussed above. First we study the dependence of the cross section on just h32 as
a one-dimensional example of the impact of NNLO corrections on anomalous coupling
limits. Figure 12 shows the effect of hgz on the cross section in the neutrino decay channel
at 13 TeV. We apply the 13 TeV neutrino channel cuts given in table 3 with an additional
zero-jet veto and a photon transverse momentum requirement of pJ. > 400 GeV. The
change in the central prediction due to the NNLO corrections is relatively small, around
5-10% over the whole range of hZ, and negative. However, accounting for the effect of the
entire scale uncertainty band allows for negative corrections of up to 20-40%. Even more
interesting is to examine how these perturbative corrections translate into a change in the
estimated limit on h%.

To directly quantify the change in the estimated limit after accounting for the NNLO
corrections we use the following procedure. We fit a quadratic function to describe the
dependence of the cross section o on the anomalous coupling h, o(h) = oM + hginterf: 1
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Figure 13. The change in the limit on the anomalous coupling A% when going from NLO to
NNLO as explained in the text. The grey band is obtained by using the scale uncertainty in the
theoretical prediction.

h26°%%. Here oM is the SM cross section and the terms proportional to h and h? represent
the effects of interference with the anomalous coupling term and the anomalous coupling
squared term, respectively. Inverting the equation gives the value of the anomalous coupling
as a function of the cross section that is measured. We then plot the ratio of the NNLO
prediction of onnpo(h) to the NLO prediction onpo(h). This number represents the
amount the limit on an anomalous coupling is changed by the NNLO corrections. For
example, for h3Z this amounts to a loosening of the limit by 10-15% using our the central
scale choice, driven by the fact that the NNLO corrections are negative. We do the same
with the envelope given by the scale variation in order to derive an uncertainty band for the
effect on the limit. The result of this procedure is displayed in figure 13. Other anomalous
couplings show a similar behavior, with the NNLO corrections leading to a similar impact
on both the central value that can be extracted and the associated scale uncertainty.

Having outlined the procedure, we now turn to a two-dimensional analysis performed in
the h¥, hZ plane. In figure 14 we show a contour plot of o(hZ, h¥) at LO, NLO and NNLO
with contour lines assuming a cross section that is 1.1, 2 and 5 times the SM prediction at
the corresponding perturbative order. The axis limits are chosen to roughly match the cur-
rent 2D limits on h%, hZ; see figure 14 in ref. [9]. For the plot, we fit the calculated o(h%, h%)
cross section at interpolation points to the functional form ogy + clhg + Cth + 03h§ hf +
cshbh% + cshZhZ. The 2D plot essentially confirms the findings of the one-dimensional
analysis. The NNLO corrections to the cross section in the presence of anomalous cou-
plings are relatively small (for the used central scale), as in the SM, but nevertheless they
should be included in order to provide a consistent extraction of limits at NNLO.
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Figure 14. Two dimensional anomalous coupling contour plot in hf , hf. For each perturbative
order the contour for 1.1, 2 and 5 times the corresponding SM prediction is shown.

6 Conclusions and outlook

We have presented a calculation of Zv production at NNLO, fully including the neutrino
and charged lepton decays, and in the latter case also including the virtual photon con-
tribution. Since we are using the jettiness slicing method, the recent publication of power
corrections [71, 76] for Drell-Yan type color singlet processes motivated a study of their
impact on our calculation. For Zv production, in addition to the Drell-Yan s-channel type
of contribution, also a t-channel diagram contributes, where the photon is not radiated
from the final state charged leptons. Since the existing power corrections are calculated
solely for the Drell-Yan type contribution their inclusion does not dramatically improve the
Teut dependence, unless specific cuts are employed. We implemented the boosted definition
of the jettiness observable as the relevant slicing parameter and found the improvements to
be moderate for the cuts used in Z~ analyses with relatively central Z~ systems. Since the
improvement is consistent and comes essentially for free, we used this definition throughout
our study.
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For the validation of our ingredients and the implementation itself, we compared with
the NNLO results in ref. [39] and found good agreement in the neutrino decay channel but
only limited agreement in the charged lepton decay channel. Our matrix elements have
been checked with comparisons against other codes as described in the text. To obtain
reliable estimates for our cross section predictions we used an extrapolation procedure of
Teut — 0 determined by the form of the leading jettiness power corrections. We note that
if we had used a value of 7yt ~ 0.1 GeV, we would have found agreement with the existing
results for both channels, within uncertainties. The difference could be due to the value of
the slicing parameter in the previous calculation.

For 13 TeV SM phenomenology, we studied Z+~ in the neutrino decay channel in dif-
ferential distributions with cuts similar to an upcoming ATLAS analysis. We have shown
that by using a sufficiently low value of 7., the systematic error made is small compared
to the numerical integration uncertainty in phenomenological applications, which again is
small compared to the residual scale uncertainty. For the charged lepton decay channel we
envisioned our direct Zv production as a background to H — Z~ production. We studied
the invariant mass distribution of the Z~ system and have shown that NNLO effects are
relatively flat at about 8-14% between the Higgs mass and 165 GeV.

Finally, we presented results of our implementation of the Z~v~ and ZZ~ anomalous
couplings at NNLO. We considered a one-dimensional example and a two-dimensional
contour plot in the region of current experimental limits. The perturbative corrections for
the jet-vetoed set of cuts with pJ. > 400 GeV are about 5-10% and will allow for a more
precise extraction of anomalous coupling limits. Our implementation, which will be released
publicly in MCFM, will allow for a unified NNLO SM and anomalous couplings analysis.

Diboson production, and specifically Z~ production, belongs to a class of processes with
large perturbative corrections and severely underestimated scale uncertainties at NLO.
This is due to the fact that up to NNLO new partonic channels open up. One thus
hopes that for the first time with the inclusion of NNLO corrections the scale uncertainty
estimate is reliable, even though the new channels at NNLO are only in leading order in
their partonic sense. Including higher order effects, for example for the gg channel as has
been done in diphoton production [41], is possible since all ingredients are available. A full
N3LO calculation could give a definite answer and should be on theorists’ agenda anyway,
since the uncertainties of results from ATLAS and CMS are already competing with the
estimated NNLO theory precision.

Acknowledgments

We thank Roberto Mondini for calculating and providing optimized tree amplitudes. We
also thank Ian Moult and Al Goshaw for useful discussions regarding the power corrections
and experimental analysis respectively. Support provided by the Center for Computational
Research at the University at Buffalo. C.W. is supported by a National Science Foundation
CAREER award PHY-1652066. This manuscript has been authored by Fermi Research
Alliance, LLC under Contract No. DE-AC02-07CH11359 with the U.S. Department of En-
ergy, Office of Science, Office of High Energy Physics. The U.S. Government retains and the

— 24 —



publisher, by accepting the article for publication, acknowledges that the U.S. Government

retains a non-exclusive, paid-up, irrevocable, world-wide license to publish or reproduce the

published form of this manuscript, or allow others to do so, for U.S. Government purposes.

Open Access. This article is distributed under the terms of the Creative Commons

Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in

any medium, provided the original author(s) and source are credited.

References

1]

2]

CMS collaboration, Measurement of W~ and Z~ production in pp collisions at \/s =7 TeV,
Phys. Lett. B 701 (2011) 535 [arXiv:1105.2758] [INSPIRE].

ATLAS collaboration, Measurement of W~ and Z~ production in proton-proton collisions at
Vs =T TeV with the ATLAS detector, JHEP 09 (2011) 072 [arXiv:1106.1592] [INSPIRE].

ATLAS collaboration, Measurement of W~ and Z~ production cross sections in pp collisions
at /s =7 TeV and limits on anomalous triple gauge couplings with the ATLAS detector,
Phys. Lett. B 717 (2012) 49 [arXiv:1205.2531] [INSPIRE].

CMS collaboration, Measurement of the production cross section for Z~r — vvy in pp
collisions at /s =7 TeV and limits on ZZ~ and Z~v triple gauge boson couplings, JHEP 10
(2013) 164 [arXiv:1309.1117] [INSPIRE].

ATLAS collaboration, Measurements of W~ and Z~ production in pp collisions at
Vs =T TeV with the ATLAS detector at the LHC, Phys. Rev. D 87 (2013) 112003 [Erratum
ibid. D 91 (2015) 119901] [arXiv:1302.1283] [INSPIRE].

CMS collaboration, Measurement of the W~ and Zv inclusive cross sections in pp collisions
at /s =7 TeV and limits on anomalous triple gauge boson couplings, Phys. Rev. D 89
(2014) 092005 [arXiv:1308.6832] [INSPIRE].

ATLAS collaboration, Search for new resonances in W~ and Z~v final states in pp collisions
at /s = 8 TeV with the ATLAS detector, Phys. Lett. B 738 (2014) 428 [arXiv:1407.8150]
[INSPIRE].

CMS collaboration, Measurement of the Zv production cross section in pp collisions at
8 TeV and search for anomalous triple gauge boson couplings, JHEP 04 (2015) 164
[arXiv:1502.05664] [INSPIRE].

ATLAS collaboration, Measurements of Z~ and Z~vy production in pp collisions at
/s =8 TeV with the ATLAS detector, Phys. Rev. D 93 (2016) 112002 [arXiv:1604.05232]
[INSPIRE].

CMS collaboration, Measurement of the Z~vy — vy production cross section in pp collisions
at \/s = 8 TeV and limits on anomalous ZZ~ and Z~~ trilinear gauge boson couplings, Phys.
Lett. B 760 (2016) 448 [arXiv:1602.07152] [INSPIRE].

CMS collaboration, Measurement of the production cross section for pp — Z(vv)y at
Vs =13 TeV at CMS, CMS-PAS-SMP-16-004, CERN, Geneva Switzerland, (2016).

ATLAS collaboration, Searches for the Z~ decay mode of the Higgs boson and for new
high-mass resonances in pp collisions at /s = 13 TeV with the ATLAS detector, JHEP 10
(2017) 112 [arXiv:1708.00212] [INSPIRE].

— 95—


https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1016/j.physletb.2011.06.034
https://arxiv.org/abs/1105.2758
https://inspirehep.net/search?p=find+EPRINT+arXiv:1105.2758
https://doi.org/10.1007/JHEP09(2011)072
https://arxiv.org/abs/1106.1592
https://inspirehep.net/search?p=find+EPRINT+arXiv:1106.1592
https://doi.org/10.1016/j.physletb.2012.09.017
https://arxiv.org/abs/1205.2531
https://inspirehep.net/search?p=find+EPRINT+arXiv:1205.2531
https://doi.org/10.1007/JHEP10(2013)164
https://doi.org/10.1007/JHEP10(2013)164
https://arxiv.org/abs/1309.1117
https://inspirehep.net/search?p=find+EPRINT+arXiv:1309.1117
https://doi.org/10.1103/PhysRevD.87.112003
https://arxiv.org/abs/1302.1283
https://inspirehep.net/search?p=find+EPRINT+arXiv:1302.1283
https://doi.org/10.1103/PhysRevD.89.092005
https://doi.org/10.1103/PhysRevD.89.092005
https://arxiv.org/abs/1308.6832
https://inspirehep.net/search?p=find+EPRINT+arXiv:1308.6832
https://doi.org/10.1016/j.physletb.2014.10.002
https://arxiv.org/abs/1407.8150
https://inspirehep.net/search?p=find+EPRINT+arXiv:1407.8150
https://doi.org/10.1007/JHEP04(2015)164
https://arxiv.org/abs/1502.05664
https://inspirehep.net/search?p=find+EPRINT+arXiv:1502.05664
https://doi.org/10.1103/PhysRevD.93.112002
https://arxiv.org/abs/1604.05232
https://inspirehep.net/search?p=find+EPRINT+arXiv:1604.05232
https://doi.org/10.1016/j.physletb.2016.06.080
https://doi.org/10.1016/j.physletb.2016.06.080
https://arxiv.org/abs/1602.07152
https://inspirehep.net/search?p=find+EPRINT+arXiv:1602.07152
http://cds.cern.ch/record/2204922
https://doi.org/10.1007/JHEP10(2017)112
https://doi.org/10.1007/JHEP10(2017)112
https://arxiv.org/abs/1708.00212
https://inspirehep.net/search?p=find+EPRINT+arXiv:1708.00212

[13]

ATLAS collaboration, Search for heavy resonances decaying to a Z boson and a photon in
pp collisions at \/s = 13 TeV with the ATLAS detector, Phys. Lett. B 764 (2017) 11
[arXiv:1607.06363] [INSPIRE].

U. Baur and E.L. Berger, Probing the weak boson sector in Z~ production at hadron
colliders, Phys. Rev. D 47 (1993) 4889 [INSPIRE].

M. Spira, A. Djouadi, D. Graudenz and P.M. Zerwas, Higgs boson production at the LHC,
Nucl. Phys. B 453 (1995) 17 [hep-ph/9504378] [INSPIRE].

A. Djouadi, V. Driesen, W. Hollik and A. Kraft, The Higgs photon-Z boson coupling
revisited, Eur. Phys. J. C 1 (1998) 163 [hep-ph/9701342] [INSPIRE].

I. Low, J. Lykken and G. Shaughnessy, Singlet scalars as Higgs imposters at the Large
Hadron Collider, Phys. Rev. D 84 (2011) 035027 [arXiv:1105.4587] [INSPIRE].

P.J. Fox, R. Harnik, J. Kopp and Y. Tsai, Missing energy signatures of dark matter at the
LHC, Phys. Rev. D 85 (2012) 056011 [arXiv:1109.4398] INSPIRE].

G. Bélanger, M. Heikinheimo and V. Sanz, Model-independent bounds on squarks from
monophoton searches, JHEP 08 (2012) 151 [arXiv:1205.1463] InSPIRE].

E. Gabrielli, M. Heikinheimo, B. Mele and M. Raidal, Dark photons and resonant
monophoton signatures in Higgs boson decays at the LHC, Phys. Rev. D 90 (2014) 055032
[arXiv:1405.5196] INSPIRE].

F. Maltoni, A. Martini, K. Mawatari and B. Oexl, Signals of a superlight gravitino at the
LHC, JHEP 04 (2015) 021 [arXiv:1502.01637] [INSPIRE].

R.W. Brown, D. Sahdev and K.O. Mikaelian, W*Z° and W=~ pair production in ve, pp and
pp collisions, Phys. Rev. D 20 (1979) 1164 [INSPIRE].

F.M. Renard, Tests of neutral gauge boson selfcouplings with ete™ — vZ, Nucl. Phys. B 196
(1982) 93 [INSPIRE].

J. Ohnemus, Order o calculations of hadronic W*~ and Z~ production, Phys. Rev. D 47
(1993) 940 [1NSPIRE].

J. Ohnemus, Hadronic Z~ production with QCD corrections and leptonic decays, Phys. Rev.
D 51 (1995) 1068 [hep-ph/9407370] [INSPIRE].

U. Baur, T. Han and J. Ohnemus, QCD corrections and anomalous couplings in Z~y
production at hadron colliders, Phys. Rev. D 57 (1998) 2823 [hep-ph/9710416] [INSPIRE].

L.J. Dixon, Z. Kunszt and A. Signer, Helicity amplitudes for O(as) production of WTW ™,
W*Z, ZZ, WE~, or Z~v pairs at hadron colliders, Nucl. Phys. B 531 (1998) 3
[hep-ph/9803250] [INSPIRE].

D. De Florian and A. Signer, W~ and Z~ production at hadron colliders, Eur. Phys. J. C 16
(2000) 105 [hep-ph/0002138] [INSPIRE].

J.M. Campbell and R.K. Ellis, An update on vector boson pair production at hadron
colliders, Phys. Rev. D 60 (1999) 113006 [hep-ph/9905386] [INSPIRE].

L. Ametller, E. Gava, N. Paver and D. Treleani, Role of the QCD induced gluon-gluon
coupling to gauge boson pairs in the multi-TeV region, Phys. Rev. D 32 (1985) 1699
[INSPIRE].

J.J. van der Bij and E.W.N. Glover, Photon Z boson pair production via gluon fusion, Phys.
Lett. B 206 (1988) 701 [InSPIRE].

— 96 —


https://doi.org/10.1016/j.physletb.2016.11.005
https://arxiv.org/abs/1607.06363
https://inspirehep.net/search?p=find+EPRINT+arXiv:1607.06363
https://doi.org/10.1103/PhysRevD.47.4889
https://inspirehep.net/search?p=find+J+%22Phys.Rev.,D47,4889%22
https://doi.org/10.1016/0550-3213(95)00379-7
https://arxiv.org/abs/hep-ph/9504378
https://inspirehep.net/search?p=find+EPRINT+hep-ph/9504378
https://doi.org/10.1007/BF01245806
https://arxiv.org/abs/hep-ph/9701342
https://inspirehep.net/search?p=find+EPRINT+hep-ph/9701342
https://doi.org/10.1103/PhysRevD.84.035027
https://arxiv.org/abs/1105.4587
https://inspirehep.net/search?p=find+EPRINT+arXiv:1105.4587
https://doi.org/10.1103/PhysRevD.85.056011
https://arxiv.org/abs/1109.4398
https://inspirehep.net/search?p=find+EPRINT+arXiv:1109.4398
https://doi.org/10.1007/JHEP08(2012)151
https://arxiv.org/abs/1205.1463
https://inspirehep.net/search?p=find+EPRINT+arXiv:1205.1463
https://doi.org/10.1103/PhysRevD.90.055032
https://arxiv.org/abs/1405.5196
https://inspirehep.net/search?p=find+EPRINT+arXiv:1405.5196
https://doi.org/10.1007/JHEP04(2015)021
https://arxiv.org/abs/1502.01637
https://inspirehep.net/search?p=find+EPRINT+arXiv:1502.01637
https://doi.org/10.1103/PhysRevD.20.1164
https://inspirehep.net/search?p=find+J+%22Phys.Rev.,D20,1164%22
https://doi.org/10.1016/0550-3213(82)90304-2
https://doi.org/10.1016/0550-3213(82)90304-2
https://inspirehep.net/search?p=find+J+%22Nucl.Phys.,B196,93%22
https://doi.org/10.1103/PhysRevD.47.940
https://doi.org/10.1103/PhysRevD.47.940
https://inspirehep.net/search?p=find+J+%22Phys.Rev.,D47,940%22
https://doi.org/10.1103/PhysRevD.51.1068
https://doi.org/10.1103/PhysRevD.51.1068
https://arxiv.org/abs/hep-ph/9407370
https://inspirehep.net/search?p=find+EPRINT+hep-ph/9407370
https://doi.org/10.1103/PhysRevD.57.2823
https://arxiv.org/abs/hep-ph/9710416
https://inspirehep.net/search?p=find+EPRINT+hep-ph/9710416
https://doi.org/10.1016/S0550-3213(98)00421-0
https://arxiv.org/abs/hep-ph/9803250
https://inspirehep.net/search?p=find+EPRINT+hep-ph/9803250
https://doi.org/10.1007/s100520050007
https://doi.org/10.1007/s100520050007
https://arxiv.org/abs/hep-ph/0002138
https://inspirehep.net/search?p=find+EPRINT+hep-ph/0002138
https://doi.org/10.1103/PhysRevD.60.113006
https://arxiv.org/abs/hep-ph/9905386
https://inspirehep.net/search?p=find+EPRINT+hep-ph/9905386
https://doi.org/10.1103/PhysRevD.32.1699
https://inspirehep.net/search?p=find+J+%22Phys.Rev.,D32,1699%22
https://doi.org/10.1016/0370-2693(88)90722-8
https://doi.org/10.1016/0370-2693(88)90722-8
https://inspirehep.net/search?p=find+J+%22Phys.Lett.,B206,701%22

[32]

[33]

[34]

[35]

[36]

[37]

[43]

[44]

K.L. Adamson, D. de Florian and A. Signer, Gluon induced contributions to Z~ production
at hadron colliders, Phys. Rev. D 67 (2003) 034016 [hep-ph/0211295] [INSPIRE].

J.M. Campbell, R.K. Ellis and C. Williams, Vector boson pair production at the LHC, JHEP
07 (2011) 018 [arXiv:1105.0020] [INSPIRE].

W. Hollik and C. Meier, FElectroweak corrections to vZ production at hadron colliders, Phys.
Lett. B 590 (2004) 69 [hep-ph/0402281] [INSPIRE].

E. Accomando, A. Denner and S. Pozzorini, Electroweak correction effects in gauge boson pair
production at the CERN LHC, Phys. Rev. D 65 (2002) 073003 [hep-ph/0110114] [InSPIRE].

E. Accomando, A. Denner and C. Meier, Electroweak corrections to W~ and Z~ production
at the LHC, Fur. Phys. J. C 47 (2006) 125 [hep-ph/0509234] [INSPIRE].

A. Denner, S. Dittmaier, M. Hecht and C. Pasold, NLO QCD and electroweak corrections to
Z + v production with leptonic Z-boson decays, JHEP 02 (2016) 057 [arXiv:1510.08742]
[INSPIRE].

M. Grazzini, S. Kallweit, D. Rathlev and A. Torre, Z~ production at hadron colliders in
NNLO QCD, Phys. Lett. B 731 (2014) 204 [arXiv:1309.7000] [iNSPIRE].

M. Grazzini, S. Kallweit and D. Rathlev, W~ and Zv production at the LHC in NNLO
QCD, JHEP 07 (2015) 085 [arXiv:1504.01330] [INSPIRE].

S. Catani, L. Cieri, D. de Florian, G. Ferrera and M. Grazzini, Diphoton production at
hadron colliders: a fully-differential QCD calculation at NNLO, Phys. Rev. Lett. 108 (2012)
072001 [arXiv:1110.2375] [INSPIRE].

J.M. Campbell, R.K. Ellis, Y. Li and C. Williams, Predictions for diphoton production at the
LHC through NNLO in QCD, JHEP 07 (2016) 148 [arXiv:1603.02663] [INSPIRE].

S. Catani, L. Cieri, D. de Florian, G. Ferrera and M. Grazzini, Erratum: Diphoton
production at hadron colliders: a fully-differential QCD calculation at NNLO, Phys. Rewv.
Lett. 117 (2016) 089901 [arXiv:1110.2375v2].

S. Frixione, Isolated photons in perturbative QCD, Phys. Lett. B 429 (1998) 369
[hep-ph/9801442] [iNSPIRE].

R. Boughezal, C. Focke, X. Liu and F. Petriello, W-boson production in association with a
jet at next-to-next-to-leading order in perturbative QCD, Phys. Rev. Lett. 115 (2015) 062002
[arXiv:1504.02131] [INSPIRE].

J. Gaunt, M. Stahlhofen, F.J. Tackmann and J.R. Walsh, N -jettiness subtractions for NNLO
QCD calculations, JHEP 09 (2015) 058 [arXiv:1505.04794] [INSPIRE].

S. Catani and M. Grazzini, An NNLO subtraction formalism in hadron collisions and its
application to Higgs boson production at the LHC, Phys. Rev. Lett. 98 (2007) 222002
[hep-ph/0703012] [INSPIRE].

R. Boughezal et al., Color singlet production at NNLO in MCFM, Eur. Phys. J. C 77 (2017)
7 [arXiv:1605.08011] [iNSPIRE].

T. Gehrmann and L. Tancredi, Two-loop QCD helicity amplitudes for q§ — W+~ and
qG — Z%y, JHEP 02 (2012) 004 [arXiv:1112.1531] [INSPIRE].

T. Gehrmann and E. Remiddi, Numerical evaluation of two-dimensional harmonic
polylogarithms, Comput. Phys. Commun. 144 (2002) 200 [hep-ph/0111255] [INSPIRE].

— 97 -


https://doi.org/10.1103/PhysRevD.67.034016
https://arxiv.org/abs/hep-ph/0211295
https://inspirehep.net/search?p=find+EPRINT+hep-ph/0211295
https://doi.org/10.1007/JHEP07(2011)018
https://doi.org/10.1007/JHEP07(2011)018
https://arxiv.org/abs/1105.0020
https://inspirehep.net/search?p=find+EPRINT+arXiv:1105.0020
https://doi.org/10.1016/j.physletb.2004.03.067
https://doi.org/10.1016/j.physletb.2004.03.067
https://arxiv.org/abs/hep-ph/0402281
https://inspirehep.net/search?p=find+EPRINT+hep-ph/0402281
https://doi.org/10.1103/PhysRevD.65.073003
https://arxiv.org/abs/hep-ph/0110114
https://inspirehep.net/search?p=find+EPRINT+hep-ph/0110114
https://doi.org/10.1140/epjc/s2006-02521-y
https://arxiv.org/abs/hep-ph/0509234
https://inspirehep.net/search?p=find+EPRINT+hep-ph/0509234
https://doi.org/10.1007/JHEP02(2016)057
https://arxiv.org/abs/1510.08742
https://inspirehep.net/search?p=find+EPRINT+arXiv:1510.08742
https://doi.org/10.1016/j.physletb.2014.02.037
https://arxiv.org/abs/1309.7000
https://inspirehep.net/search?p=find+EPRINT+arXiv:1309.7000
https://doi.org/10.1007/JHEP07(2015)085
https://arxiv.org/abs/1504.01330
https://inspirehep.net/search?p=find+EPRINT+arXiv:1504.01330
https://doi.org/10.1103/PhysRevLett.108.072001
https://doi.org/10.1103/PhysRevLett.108.072001
https://arxiv.org/abs/1110.2375
https://inspirehep.net/search?p=find+EPRINT+arXiv:1110.2375
https://doi.org/10.1007/JHEP07(2016)148
https://arxiv.org/abs/1603.02663
https://inspirehep.net/search?p=find+EPRINT+arXiv:1603.02663
https://doi.org/10.1103/PhysRevLett.117.089901
https://doi.org/10.1103/PhysRevLett.117.089901
https://arxiv.org/abs/1110.2375v2
https://doi.org/10.1016/S0370-2693(98)00454-7
https://arxiv.org/abs/hep-ph/9801442
https://inspirehep.net/search?p=find+EPRINT+hep-ph/9801442
https://doi.org/10.1103/PhysRevLett.115.062002
https://arxiv.org/abs/1504.02131
https://inspirehep.net/search?p=find+EPRINT+arXiv:1504.02131
https://doi.org/10.1007/JHEP09(2015)058
https://arxiv.org/abs/1505.04794
https://inspirehep.net/search?p=find+EPRINT+arXiv:1505.04794
https://doi.org/10.1103/PhysRevLett.98.222002
https://arxiv.org/abs/hep-ph/0703012
https://inspirehep.net/search?p=find+EPRINT+hep-ph/0703012
https://doi.org/10.1140/epjc/s10052-016-4558-y
https://doi.org/10.1140/epjc/s10052-016-4558-y
https://arxiv.org/abs/1605.08011
https://inspirehep.net/search?p=find+EPRINT+arXiv:1605.08011
https://doi.org/10.1007/JHEP02(2012)004
https://arxiv.org/abs/1112.1531
https://inspirehep.net/search?p=find+EPRINT+arXiv:1112.1531
https://doi.org/10.1016/S0010-4655(02)00139-X
https://arxiv.org/abs/hep-ph/0111255
https://inspirehep.net/search?p=find+EPRINT+hep-ph/0111255

[50]

[51]

[52]

[64]

[65]

[66]

J.M. Campbell, H.B. Hartanto and C. Williams, Next-to-leading order predictions for Z~+jet
and Z~7y final states at the LHC, JHEP 11 (2012) 162 [arXiv:1208.0566] [INSPIRE].

Z. Bern, L.J. Dixon and D.A. Kosower, One loop amplitudes for ete™ to four partons, Nucl.
Phys. B 513 (1998) 3 [hep-ph/9708239] [IxSPIRE].

T. Gehrmann, E.W.N. Glover, T. Huber, N. Ikizlerli and C. Studerus, Calculation of the
quark and gluon form factors to three loops in QCD, JHEP 06 (2010) 094
[arXiv:1004.3653] [INSPIRE].

P.A. Baikov, K.G. Chetyrkin, A.V. Smirnov, V.A. Smirnov and M. Steinhauser, Quark and
gluon form factors to three loops, Phys. Rev. Lett. 102 (2009) 212002 [arXiv:0902.3519]
[INSPIRE].

R.N. Lee, A.V. Smirnov and V.A. Smirnov, Analytic results for massless three-loop form
factors, JHEP 04 (2010) 020 [arXiv:1001.2887] INSPIRE].

T. Matsuura, S.C. van der Marck and W.L. van Neerven, The calculation of the second order
soft and virtual contributions to the Drell-Yan cross-section, Nucl. Phys. B 319 (1989) 570
[INSPIRE].

F. Cascioli, P. Maierhofer and S. Pozzorini, Scattering amplitudes with open loops, Phys. Rewv.
Lett. 108 (2012) 111601 [arXiv:1111.5206] [INSPIRE].

J. Alwall et al., MadGraph/MadEvent v4: the new web generation, JHEP 09 (2007) 028
[arXiv:0706.2334] [INSPIRE].

K. Hagiwara, R.D. Peccei, D. Zeppenfeld and K. Hikasa, Probing the weak boson sector in
ete™ — WTW~, Nucl. Phys. B 282 (1987) 253 [INSPIRE].

G.J. Gounaris, J. Layssac and F.M. Renard, Signatures of the anomalous Z~vy and ZZ
production at the lepton and hadron colliders, Phys. Rev. D 61 (2000) 073013
[hep-ph/9910395] [INSPIRE].

F.A. Berends, W.T. Giele and H. Kuijf, Ezact expressions for processes involving a vector
boson and up to five partons, Nucl. Phys. B 321 (1989) 39 [inSPIRE].

Z. Bern, D. Forde, D.A. Kosower and P. Mastrolia, Twistor-inspired construction of
electroweak vector boson currents, Phys. Rev. D 72 (2005) 025006 [hep-ph/0412167]
[INSPIRE].

W.T. Giele and E.W.N. Glover, Higher order corrections to jet cross-sections in ete™
annihilation, Phys. Rev. D 46 (1992) 1980 [inSPIRE].

L.W. Garland, T. Gehrmann, E.-W.N. Glover, A. Koukoutsakis and E. Remiddi, Two loop
QCD helicity amplitudes for et e~ — 3 jets, Nucl. Phys. B 642 (2002) 227 [hep-ph/0206067]
[INSPIRE].

T. Gehrmann and E. Remiddi, Analytic continuation of massless two loop four point
functions, Nucl. Phys. B 640 (2002) 379 [hep-ph/0207020] [iINSPIRE].

IL.W. Stewart, F.J. Tackmann and W.J. Waalewijn, N -jettiness: an inclusive event shape to
veto jets, Phys. Rev. Lett. 105 (2010) 092002 [arXiv:1004.2489] [nSPIRE].

J. Gao, C.S. Li and H.X. Zhu, Top quark decay at next-to-nezt-to leading order in QCD,
Phys. Rev. Lett. 110 (2013) 042001 [arXiv:1210.2808] [INSPIRE].

~ 98 —


https://doi.org/10.1007/JHEP11(2012)162
https://arxiv.org/abs/1208.0566
https://inspirehep.net/search?p=find+EPRINT+arXiv:1208.0566
https://doi.org/10.1016/S0550-3213(97)00703-7
https://doi.org/10.1016/S0550-3213(97)00703-7
https://arxiv.org/abs/hep-ph/9708239
https://inspirehep.net/search?p=find+EPRINT+hep-ph/9708239
https://doi.org/10.1007/JHEP06(2010)094
https://arxiv.org/abs/1004.3653
https://inspirehep.net/search?p=find+EPRINT+arXiv:1004.3653
https://doi.org/10.1103/PhysRevLett.102.212002
https://arxiv.org/abs/0902.3519
https://inspirehep.net/search?p=find+EPRINT+arXiv:0902.3519
https://doi.org/10.1007/JHEP04(2010)020
https://arxiv.org/abs/1001.2887
https://inspirehep.net/search?p=find+EPRINT+arXiv:1001.2887
https://doi.org/10.1016/0550-3213(89)90620-2
https://inspirehep.net/search?p=find+J+%22Nucl.Phys.,B319,570%22
https://doi.org/10.1103/PhysRevLett.108.111601
https://doi.org/10.1103/PhysRevLett.108.111601
https://arxiv.org/abs/1111.5206
https://inspirehep.net/search?p=find+EPRINT+arXiv:1111.5206
https://doi.org/10.1088/1126-6708/2007/09/028
https://arxiv.org/abs/0706.2334
https://inspirehep.net/search?p=find+EPRINT+arXiv:0706.2334
https://doi.org/10.1016/0550-3213(87)90685-7
https://inspirehep.net/search?p=find+J+%22Nucl.Phys.,B282,253%22
https://doi.org/10.1103/PhysRevD.61.073013
https://arxiv.org/abs/hep-ph/9910395
https://inspirehep.net/search?p=find+EPRINT+hep-ph/9910395
https://doi.org/10.1016/0550-3213(89)90242-3
https://inspirehep.net/search?p=find+J+%22Nucl.Phys.,B321,39%22
https://doi.org/10.1103/PhysRevD.72.025006
https://arxiv.org/abs/hep-ph/0412167
https://inspirehep.net/search?p=find+EPRINT+hep-ph/0412167
https://doi.org/10.1103/PhysRevD.46.1980
https://inspirehep.net/search?p=find+J+%22Phys.Rev.,D46,1980%22
https://doi.org/10.1016/S0550-3213(02)00627-2
https://arxiv.org/abs/hep-ph/0206067
https://inspirehep.net/search?p=find+EPRINT+hep-ph/0206067
https://doi.org/10.1016/S0550-3213(02)00569-2
https://arxiv.org/abs/hep-ph/0207020
https://inspirehep.net/search?p=find+EPRINT+hep-ph/0207020
https://doi.org/10.1103/PhysRevLett.105.092002
https://arxiv.org/abs/1004.2489
https://inspirehep.net/search?p=find+EPRINT+arXiv:1004.2489
https://doi.org/10.1103/PhysRevLett.110.042001
https://arxiv.org/abs/1210.2808
https://inspirehep.net/search?p=find+EPRINT+arXiv:1210.2808

[67]

[68]

[82]

[83]

S. Catani and M.H. Seymour, A general algorithm for calculating jet cross-sections in NLO
QCD, Nucl. Phys. B 485 (1997) 291 [Erratum ibid. B 510 (1998) 503] [hep-ph/9605323]
[INSPIRE].

S. Catani and M.H. Seymour, The dipole formalism for the calculation of QCD jet
cross-sections at next-to-leading order, Phys. Lett. B 378 (1996) 287 [hep-ph/9602277]
[INSPIRE].

PARTICLE DATA GROUP collaboration, C. Patrignani et al., Review of particle physics, Chin.
Phys. C 40 (2016) 100001 [NSPIRE].

L.A. Harland-Lang, A.D. Martin, P. Motylinski and R.S. Thorne, Parton distributions in the
LHC era: MMHT 2014 PDFs, Eur. Phys. J. C 75 (2015) 204 [arXiv:1412.3989] [INSPIRE].

I. Moult, L. Rothen, I.W. Stewart, F.J. Tackmann and H.X. Zhu, Subleading power
corrections for N-jettiness subtractions, Phys. Rev. D 95 (2017) 074023 [arXiv:1612.00450]
[INSPIRE].

L.W. Stewart, F.J. Tackmann and W.J. Waalewijn, Factorization at the LHC: from PDF's to
initial state jets, Phys. Rev. D 81 (2010) 094035 [arXiv:0910.0467] [INSPIRE].

LW. Stewart, F.J. Tackmann and W.J. Waalewijn, The beam thrust cross section for
Drell-Yan at NNLL order, Phys. Rev. Lett. 106 (2011) 032001 [arXiv:1005.4060] [INSPIRE].

C.F. Berger, C. Marcantonini, . W. Stewart, F.J. Tackmann and W.J. Waalewijn, Higgs
production with a central jet veto at NNLL+NNLO, JHEP 04 (2011) 092 [arXiv:1012.4480]
[INSPIRE].

J.M. Campbell, R.K. Ellis and C. Williams, Direct photon production at
next-to-next-to-leading order, Phys. Rev. Lett. 118 (2017) 222001 [arXiv:1612.04333]
[INSPIRE].

R. Boughezal, X. Liu and F. Petriello, Power corrections in the N -jettiness subtraction
scheme, JHEP 03 (2017) 160 [arXiv:1612.02911] NSPIRE].

S. Dawson, P. Jaiswal, Y. Li, H. Ramani and M. Zeng, Resummation of jet veto logarithms
at N°LL, + NNLO for WHW~ production at the LHC, Phys. Rev. D 94 (2016) 114014
[arXiv:1606.01034] [INSPIRE].

ATLAS collaboration, Search for Higgs boson decays to a photon and a Z boson in pp
collisions at \/s =7 and 8 TeV with the ATLAS detector, Phys. Lett. B 732 (2014) 8
[arXiv:1402.3051] [iNSPIRE].

D.R. Green, P. Meade and M.-A. Pleier, Multiboson interactions at the LHC, Rev. Mod.
Phys. 89 (2017) 035008 [arXiv:1610.07572] INSPIRE].

CDF collaboration, T. Aaltonen et al., Limits on anomalous trilinear gauge couplings in Z~y
events from pp collisions at /s = 1.96 TeV, Phys. Rev. Lett. 107 (2011) 051802
[arXiv:1103.2990] [INSPIRE].

DO collaboration, V.M. Abazov et al., Z~v production and limits on anomalous ZZ~ and
Z~~y couplings in pp collisions at /s = 1.96 TeV, Phys. Rev. D 85 (2012) 052001
[arXiv:1111.3684] [INSPIRE].

A. Banfi, P.F. Monni, G.P. Salam and G. Zanderighi, Higgs and Z-boson production with a
jet veto, Phys. Rev. Lett. 109 (2012) 202001 [arXiv:1206.4998] [INSPIRE].

IL.W. Stewart and F.J. Tackmann, Theory uncertainties for Higgs and other searches using jet
bins, Phys. Rev. D 85 (2012) 034011 [arXiv:1107.2117] [INSPIRE].

~ 99 —


https://doi.org/10.1016/S0550-3213(96)00589-5
https://arxiv.org/abs/hep-ph/9605323
https://inspirehep.net/search?p=find+EPRINT+hep-ph/9605323
https://doi.org/10.1016/0370-2693(96)00425-X
https://arxiv.org/abs/hep-ph/9602277
https://inspirehep.net/search?p=find+EPRINT+hep-ph/9602277
https://doi.org/10.1088/1674-1137/40/10/100001
https://doi.org/10.1088/1674-1137/40/10/100001
https://inspirehep.net/search?p=find+J+%22Chin.Phys.,C40,100001%22
https://doi.org/10.1140/epjc/s10052-015-3397-6
https://arxiv.org/abs/1412.3989
https://inspirehep.net/search?p=find+EPRINT+arXiv:1412.3989
https://doi.org/10.1103/PhysRevD.95.074023
https://arxiv.org/abs/1612.00450
https://inspirehep.net/search?p=find+EPRINT+arXiv:1612.00450
https://doi.org/10.1103/PhysRevD.81.094035
https://arxiv.org/abs/0910.0467
https://inspirehep.net/search?p=find+EPRINT+arXiv:0910.0467
https://doi.org/10.1103/PhysRevLett.106.032001
https://arxiv.org/abs/1005.4060
https://inspirehep.net/search?p=find+EPRINT+arXiv:1005.4060
https://doi.org/10.1007/JHEP04(2011)092
https://arxiv.org/abs/1012.4480
https://inspirehep.net/search?p=find+EPRINT+arXiv:1012.4480
https://doi.org/10.1103/PhysRevLett.118.222001
https://arxiv.org/abs/1612.04333
https://inspirehep.net/search?p=find+EPRINT+arXiv:1612.04333
https://doi.org/10.1007/JHEP03(2017)160
https://arxiv.org/abs/1612.02911
https://inspirehep.net/search?p=find+EPRINT+arXiv:1612.02911
https://doi.org/10.1103/PhysRevD.94.114014
https://arxiv.org/abs/1606.01034
https://inspirehep.net/search?p=find+EPRINT+arXiv:1606.01034
https://doi.org/10.1016/j.physletb.2014.03.015
https://arxiv.org/abs/1402.3051
https://inspirehep.net/search?p=find+EPRINT+arXiv:1402.3051
https://doi.org/10.1103/RevModPhys.89.035008
https://doi.org/10.1103/RevModPhys.89.035008
https://arxiv.org/abs/1610.07572
https://inspirehep.net/search?p=find+EPRINT+arXiv:1610.07572
https://doi.org/10.1103/PhysRevLett.107.051802
https://arxiv.org/abs/1103.2990
https://inspirehep.net/search?p=find+EPRINT+arXiv:1103.2990
https://doi.org/10.1103/PhysRevD.85.052001
https://arxiv.org/abs/1111.3684
https://inspirehep.net/search?p=find+EPRINT+arXiv:1111.3684
https://doi.org/10.1103/PhysRevLett.109.202001
https://arxiv.org/abs/1206.4998
https://inspirehep.net/search?p=find+EPRINT+arXiv:1206.4998
https://doi.org/10.1103/PhysRevD.85.034011
https://arxiv.org/abs/1107.2117
https://inspirehep.net/search?p=find+EPRINT+arXiv:1107.2117

	Introduction
	Calculation and setup
	Improvements to jettiness slicing

	Validation
	Standard Model phenomenology at 13 TeV
	Decay to neutrinos
	Decay to charged leptons as background to a Higgs signal

	Anomalous couplings and probe for new physics
	Conclusions and outlook

