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For magnetite spherical nanoparticles, the orientation of the dipole
moment in the crystal does not affect the morphology of either
zero field or field induced structures. For non-spherical particles
however, an interplay between particle shape and direction of the
magnetic moment can give rise to unusual behaviors, in particular
when the moment is not aligned along a particle symmetry axis.
Here we disclose for the first time the unique magnetic properties
of hematite cubic particles and show the exact orientation of
the cubes’ dipole moment. Using a combination of experiments
and computer simulations, we show that dipolar hematite cubes
self-organize into dipolar chains with morphologies remarkably
different from those of spheres, and demonstrate that the emer-
gence of these structures is driven by competing anisotropic inter-
actions caused by the particles’ shape anisotropy and their fixed
dipole moment. Furthermore, we have analytically identified a
specific interplay between energy, and entropy at the microscopic
level and found that an unorthodox entropic contribution mediates
the organization of particles into the kinked nature of the dipolar
chains.
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Understanding the fundamental interactions between colloidal
particles is a crucial aspect for the development of novel
functional materials via self-assembly or in external field.'™
For magnetic colloids, this is especially important as their
magnetic properties can be directly linked to the geometric
properties of their assemblies.*® Here we use hematite micron-
sized colloids with a cubic shape to show how specific direc-
tional dipolar interactions compete with the intrinsic particle
shape anisotropy to form unconventional dipolar structures.
Hematite colloids represent a unique model system to study
this phenomenon: they can be synthesized in different shapes®’
and they maintain a permanent dipole moment even at large
particle size. The peculiar magnetic properties of hematite arise
from parasitic ferromagnetism due to canting of the magnetic
spins, in an otherwise antiferromagnetic arrangement, and
possible defect moments of its lattice. The spontaneous magne-
tization of hematite (M pem = 2.2 x 10* Am™") is much smaller
than that of other magnetic materials such as magnetite
(Msmag ~ 4.8 x 10° A m™'). However, its domain size
(a material specific volume that sets a size limit above which
particles become paramagnetic®®) is on the order of 15 um,
much larger than the typical domain size (<100 nm) of other
common iron oxides like magnetite.'® The consequence of this
distinctive magnetism is that micron-sized hematite colloids
display a fixed and permanent magnetic dipole moment that is
strong enough to allow for the formation of dipolar chains,
even in the absence of an external magnetic field.

Here, we focus on the magnetic properties of hematite
superballs (see Fig. 1), particles whose cubic shape can be
described by: (x/a)™ + (y/a)™ + (z/a)™ = 1, where L = 2a is the
particle’s edge length and m is a parameter that characterizes
the roundness of the corners; the higher m the more cubic
is the superball. From the magnetism of bulk hematite, we
expect the dipole moment of hematite cubes to lay on the plane
perpendicular to the c-axis’™? (see Fig. 1c). To determine its
exact orientation, we have studied the structure of bulk cubic
crystals formed under a homogenous magnetic field. Hematite
cubes with edge length L = 533 nm coated with a 59 nm thick
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Fig.1 Colloidal model system. Transmission (a) and scanning (b) electron microscope images of bare (a) and silica coated (b) hematite cubes.
(c) Schematic illustration of the c-axis and c-plane (perpendicular to the c-axis) for a superball with shape parameter m = 4.

shell of amorphous silica and with shape parameter m = 3.1
were dispersed in ethanol and allowed to sediment in an
applied magnetic field of 25 mT. After 24 hours we observed
the formation of a thick crystalline sediment showing Bragg
reflections as shown in Fig. 2(a). The crystal structure was
investigated in situ using small angle X-ray scattering with
microradian resolution (urad-SAXS) (Fig. 2(b))."* The total
measured scattering pattern I(§) oc P(¢)S(¢) shown in
Fig. 2(c), is a product of the structure factor S(¢) of the crystal
lattice (a body centered monoclinic (BCM) crystal™®) and the
form factor P(g) originating from the cubic shape of the
particles.'® We analyzed 2D prad-SAXS patterns obtained at

magnets gl

d | BCM-lattice

different rotation angles w, where w = 0° corresponds to the
magnetic field perpendicular to the X-ray beam, and found that
at o = 47° the peaks are most strongly enhanced by the form
factor and are observed up to the 5th order in the horizontal
and vertical directions and the 10th order in all diagonal
directions (see Movie 1, ESIf). Given the contribution from
the form factor (Fig. 2(d) in blue) we deduce that the cubes are
organized with their faces perpendicular to the X-ray beam and
tilted 45° with respect to the horizontal plane as shown in the
model of Fig. 2(d). Fig. 2(d) also shows the calculated contribu-
tions of the crystal lattice (in red) and particle form factor
(in blue) to the final scattering pattern, which is consistent with

Fig. 2 Small angle X-ray scattering measurements. (a) Photograph of a glass capillary filled with suspension of silica coated hematite cubes in ethanol
after 24 hours of sedimentation. The crystals formation is indicated by the strong Bragg reflections of green light that provide a stark contrast against the
red hematite suspension. (b) Schematic representation of the Small Angle X-ray Scattering measurement setup with microradian resolution (prad-SAXS)
composed of compound refractive lenses and the specialized magnetic field setup. (c) Experimental 2D prad-SAXS pattern obtained at o = 47°.
(d) Calculated contributions of the Body Centered Monoclinic (BCM) lattice (in red) and of the particle form factor (in blue), and the combined SAXS
pattern (red peaks: BCM lattice; blue pattern: form factor). (e) Schematic illustration of the spacial orientation of the magnetic dipole moment (black
arrow) for a superball with m = 4. The dipole moment is situated at an angle o = 12° into the cube face with respect to the 111-direction (dashed line). The
angle of 47° indicates the alignment of the cube’s dipole moment with the applied magnetic field and 35° is the angle that the [1 1 1] diagonal forms with
the base of the cube.
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the experimental pattern of panel (c) in the same figure.
Assuming that the particle orientation in the crystal is deter-
mined by the applied magnetic field, we find that the dipole
moment in the hematite cubes is situated at an angle o = 12°
into the cube’s face with respect to its 111-direction as
illustrated in Fig. 2(e). This angle is 7° smaller than the angle
one finds assuming a dipole moment located in the plane
perpendicular to the c-axis. Implications of this angle discre-
pancy on the cubes self-assembly behavior are discussed later
in the text.

Having found the orientation of the magnetic dipole, we
now examine the interaction behavior of colloidal cubes with
and without an applied magnetic field (their estimated total
interaction potential is described in Section S2, ESIt). Cubes
with edge length L ~ 1135 nm coated with a 100 nm thick layer
of silica and shape parameter m = 4 are confined inside flat
glass capillaries where they form a quasi-2D system due to their
short gravitational height in water. The capillaries are mounted
at the center of a magnetic set-up consisting of three sets of
orthogonally oriented Helmholtz coils arranged around the
focal point of an inverted microscope. Each pair of coils is
controlled by an independent power supply, which allows us to
tune magnitude and orientation of the applied magnetic field.
A constant background field is applied to cancel the Earth’s

View Article Online
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magnetic field and generate an effective zero-field environment
throughout the experiments (see Section S3, ESIt).

Typical optical microscopy images taken in zero-field are
shown in Fig. 3(a and d). The formation of colloidal rings and
chains is consistent with the expected dipolar structures observed
in dispersions of magnetic nanoparticles."”” However, the cubic
shape of the particles has a clear effect on both shape and
dynamics of the ring-like structures which are observed to fluctuate
between circular and rectangular loops, as visible in Movie 2 (ESIt).
The effect of the particles shape becomes particularly evident when
an external field is applied (Fig. 3(b, ¢ and e-g)). The external field
causes the closed-loops structures to open up into linear chains
which quickly buckle as the magnitude of the field increases. To
precisely understand this behavior we performed computer
simulations on computational analogs of the experimental sys-
tem. The simulations explored systems with a magnetic coupling
parameter of A* = 10, at surface densities of pg* = (0.01, 0.05),
where the field strength was quantified in terms of the Langevin
parameter o * = (0, 6, 41). The rational was to match the relative,
rather than absolute, energy scales of the simulations to those
present in experiment. A detailed explanation of this procedure
is provided in the Experimental section.

In the zero-field regime, when comparing the experimental
and simulation images in Fig. 3(a and d), a remarkable
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Fig. 3 Hematite cube assemblies. (a—g) Experimental observations of silica-coated hematite cubes in water (left), and computer simulations of cubes
(right) with the empirical dipole orientation (see Fig. 2(e)). (a) Typical dipolar zero field structures are observed when the Earth’s field is cancelled. (b) For
weak fields (~ Earth’s field), straight chains form and align parallel to the field direction. (c) At high fields (~three times Earth's field) the chains rearrange
to form kinked structures whose average alignment is parallel to the field direction. Visualizing dipoles in the simulated structures elucidates their specific
configurations. (d) Flux-closure rings and zig-zag chains are observed at zero field. (e) Weak fields are sufficient to orient the total dipole moment of
structures, but insufficient for the alignment of individual cube dipoles. (f) High fields facilitate the complete alignment of cube dipoles, this causes a
characteristic rotation of the cubes within assembled structures and the emergence of kinks. This is a vivid illustration of the active competition between
shape, dipole and field-induced interactions. (g) Over long time-scales (or at high particle concentration) chains assemble into bundles, and at high field
still retain visibly kinked features. (h) Angular distributions of chain alignment at high field from experiment (red) and simulation (blue). Scale bars: 10 um
for (@a—c), 20 um for (g). Simulation parameters: temperature, T* = 1 for (a—h); surface density, ps* = 0.05 for (a—c and g) and ps* = 0.01 for (h); Langevin
parameters, o * = O for (a and d), . * = 6 for (b and e) and «, * = 41 for (c and f—h); snapshots recorded at propagation time, t* = 5 x 10%At* for (a—f) and
t* = 2 x 106At* for (g).
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similarity between the structure of the formed clusters can be
observed: equivalent rectangular rings, chains, and other com-
pact structures materialize (see Movie 3, ESIf). Moreover,
branching points are a notable feature in both images, where
a single cube can support connections to more than two ‘chain-
like’ neighbors. By visualizing the dipoles in single-cluster
snapshots (Fig. 3(d)), we see that dipoles within the ring
structure form a flux-close circle, while a zig-zag configuration
is found in linear chains (Fig. 3(d)). When a weak external
magnetic field (or the Earth’s field) is applied, we again see a
strong correspondence between the experimental and simu-
lated behavior. In Fig. 3(e), we find the field is sufficiently
strong to align the total dipole moment of the cluster, whereas
the individual dipoles still have a relative amount of freedom
and are not perfectly aligned. Increasing the magnetic field-
strength induces further alignment of the dipoles with the
external field, causing chains to evolve into kinked structures
with a well-defined angle (Fig. 3(c and f)). The overall chain
direction is in line with the field, but the segments next to a
kink are aligned with a specific angle 0 as shown in Fig. 3(f).
These structures are reversible and when the external field is
removed, particles rearrange back into zero-field structures.

To quantify the chain orientations within the field we
calculated 0 between two neighboring particles in a chain
(see Section 4, ESIf). Connectivity networks were used to
analyze cluster configurations to facilitate this calculation
(see Methods). Fig. 3(h) compares the probability density func-
tion, f(0), of the experimental (red) and simulated (blue)
structures at the highest field strengths, with 0 = 0° being the
direction of the field. The distribution histograms were binned
according to the Freedman-Diaconis rule. A clear bimodal
distribution is observed for both f(0) with very good agreement
between the peak positions. The difference in peak intensity
between experiment and simulation is attributed to the low
field of view in the microscope. By fitting the distributions to a
bimodal normal distribution (see eqn (S6), ESIt), we find that 0
possesses mean values of approximately (—16.4°, +13.9°) in
experiment and +16.3° in simulation, evidently in very good
agreement. Consequently, the dipole moment alignment com-
bined with the cubic particle shape has induced a specific kink
angle of ¢uink = © — 20 = 149.7°/147.3°, from experiment/
simulation respectively.

If the particle concentration increases, the chains start to
interact with each other and assemble into bundles"” (Fig. 3(g))
where it is still possible to recognize the kinked arrangement of
the chains. We can also see from Fig. 3(c) how crystal seeds
begin to form, where crystalline regions are connected via
kinked chains suggesting that kinks provided nucleation sites
for further growth.

To verify the empirical dipolar tilt angle o = 12°, we exploit
our ability, in simulation, to re-orient the dipole within the
cube (Section S5, ESIT). In Fig. S8 (ESIT), we provide snapshots
from simulations, with two further orientations of the dipole: a
[111] orientation and an orientation with « = —12° from [111]
towards the particle edge. For these orientations and others
considered in previous investigations,'®>' the assembled
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structures do not exhibit the same pronounced kinking beha-
vior, as shown also by a bond angle analysis (Section S4, ESI}),
confirming that the tilt towards the cube face has a crucial
influence on the particle assembly. In addition, we compared
the strong field kinking found at the empirical o« = 12° with a tilt
o = 19° in the same direction (Section S5, ESIt). This angle was
calculated based on the assumption that the dipole moment of
bulk hematite lies in the plane perpendicular to the c-axis™*™?
(Fig. Si(a), ESIt). For o = 19°, kinks in the chains are still
observed, but are less prevalent than for o = 12°. The difference
in the assembly behavior found between cubes with a dipole
moment tilt of o = 12° and « = 19° suggests that the kinking
behavior is governed by specific tilt angles. This observation
further corroborates the accuracy of the experimental angle
o = 12° based on the kink angle comparison in Fig. 3(h).

From simulations, we quantified the relationship between
chain length and kink formation and mapped the various
populations of a small sub-set of chain lengths n < 15
(for reliable statistics) in terms of their corresponding number
of kinks, n;, shown in Fig. 4(a). Kinked clusters were identified
from connectivity networks according to the criterion discussed
in Section S4 (ESIt). We find that the tendency for multi-kinked
chains is extremely low and grows only marginally with increas-
ing n, thus the majority of kinked chains form only a single
kink. Nevertheless, the maximum number of kinks observed for
each value of n scales in a visibly sub-linear fashion, implying
that the maximum kink number is a monotonic, slowly increas-
ing, function of n. This monotonic increase can be attributed to
a combination of the growing configurational phase space
available to kinks with increasing n, as well as the relative
reduction in the cost of subsequent kink formation, ie. the
energetic cost of the first kink is higher than that of the second,
as we shall see next.

To understand the origin of the kink formation, we ran a
second set of simulations on single clusters to probe their low
temperature configurations. Fig. 4(b) shows a diagram of the
dipolar energy levels for a chain with n = 8 and n; = 0, 1, 2. To
enable a logarithmic scaling of the energy, all cluster and bond
energies are plotted as the modulus of the intensive variable i.e.
the energy per particle, |u*|. It follows that larger values of |u*|
indicate a more energetically favorable configuration. The
upper portion of the diagram reflects the energy of the entire
cluster (n = 8). As the number of kinks increases the energy
decreases, proving that linear, and not kinked chains constitute
the structural ground state. We have classified the bonds in
each cluster according to their energy, each bond-type is
labelled numerically (1-8). Each cluster snapshot is annotated
with one instance of the corresponding bond types. The central
set of energy levels correspond to all nearest-neighbor (n = 2)
interactions in the cluster. The splitting of the dipolar bond
energies shows that the formation of kinks, at the level of
nearest-neighbors, destabilizes the chain through a partial
lifting of the bond degeneracy. This destabilization is caused
by the unfavorable orientation of the cube that connects
the two sides of the chain (bond 3). The energies of all next-
nearest-neighbor (n = 2) interactions appear at the bottom of

Soft Matter, 2018, 14, 1080-1087 | 1083
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Fig. 4 Unconventional dipolar energy-entropy interplay. (a) Number of kinks n, versus chain length n. Each state point of the n — ny plane is normalized
by the total number of chains of the given length. The percentage of configurations at each state point is encoded according to the overhead color-bar.
State points colored grey correspond to a chain percentage of identically zero. (b) Dipolar bond energy diagram of kinked/unkinked chain configurations
(n = 8), plotted using a logarithmic energy scaling. The cluster energies are displayed alongside the individual nearest-neighbor and next-nearest-
neighbor bond energies. The data points for the straight chain (red), single-kinked chain (blue) and double-kinked chain (green) depict the fluctuations of
the respective energy quantity during the final propagation period of the simulations. The various bond-types are labelled numerically (1-8) and the
cluster snapshots are annotated with a single instance of each. The splitting of the energy levels is illustrated with black lines. (c) Each quantity, for high
(red) and low (blue) temperature, is as plotted as function of n, with n < 16 in the upper panel and n < 50 in the lower panel. Any data appearing as
circular symbols is derived from simulation, whereas all lines are derived from the analytical model (Section S6, ESIt). Upper panel: The probability of a
chain having at least one kink pk- o(n). Upper panel inset: The variation of w;. Lower panel: The intensive cluster entropy s*(n) for straight (k = 0, dashed-

line) and kinked (k > 0, solid-line) cluster types. Lower panel inset: The intensive excess free energy ffi~o*(n).

the diagram. Here, a splitting of the bond energy levels and a
reduction in degeneracy again occurs. For the next-nearest-
neighbor interaction preceding the kink, (bond 5), the bond
energy decreases, while for a next-nearest-neighbor across the
kink (bond 4), the bond energy increases due to the closer
proximity and collinear arrangement of the other dipole.
Thus, at the level of next-nearest-neighbors we find an overall
favorable contribution, stabilizing kinked configurations. The
addition of a secondary kink unfavourably perturbs the values
of the existing levels (bonds 6-8). In each of the clusters bonds
1 and 2 reside in portions of the clusters that are truly linear
and are sufficiently far from the site of the kink to remain
essentially unperturbed. Whereas bond 5 for example, although
visually similar to bond 2, is a next-nearest-neighbor bond that
incorporates the kink. There is an orientational offset between
the particles due to the presence of the kink. This is what
differentiates bond 2 from bond 5, and of course means they
have different energies.

Having estimated the energetics of kink formation, we turn
to an assessment of the entropy contribution using both the

1084 | Soft Matter, 2018, 14, 1080-1087

bulk and single-cluster simulations that were conducted at
high and low temperature respectively. An analytical model
for kink formation was devised (Sections S6.1 and $6.2, ESIt) to
provide further insight. The upper panel of Fig. 4(c) shows the
probability of a chain having at least one kink as a function of
chain length, pi-o(n), calculated from simulation (symbols)
and theory (lines), for both low (blue) and high temperature
(red). The effect of temperature on the variation of py_g( is
clear: at low temperature, 7* = 0.001, we have sigmoidal
behavior where the probability of kinking at small cluster sizes
is extremely low and increases rapidly with n until it reaches a
plateau. In contrast, at high temperature 7* = 1.0, there is a
distinctly non-zero probability for small cluster sizes. Our
analytical model states that pi-o(n) = 1 — (1 + ws)®>™™, where
ws = e U is the Boltzmann factor of the energy cost asso-
ciated with a single kink, U*. When comparing this expression
to simulation, f*3U* was treated as a fitting function allowing
for an implicit scaling of the varying energy contributions from
one temperature regime to the other. Based on insight from
simulation, the energetic penalty of kink formation at low

This journal is © The Royal Society of Chemistry 2018
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temperature was assumed to be n dependent and we fit a
function of the following form f*3U* = ae”™. However, at high
temperature the energetic penalty is treated as n independent
and we use *3U* = a. The lines shown in the upper panel of
Fig. 4(c) are the results of this fitting procedure, with the following
numerical values - a =2.102 and a = 1.487, b = 4.974 - for high and
low temperature respectively. The variation of w; at each tempera-
ture is plotted in the inset, highlighting the distinct difference in
the n dependence at each temperature, and directly correlating
with the appearance of kinks. We can gain a relative estimate for
the value of U at T* = 1.0, namely f*6U* = —Inw; = 2.1, which
when corrected to account for the simulation scaling would
correspond to a kink energy penalty on the order of dU = 10kT
in experiment.

This analysis has provided further evidence that kinking is
energetically unfavorable, highlighting explicitly that the role of
entropy must be significant. Using our analytical model we
estimated the intensive cluster entropy s*(n) = S*(n)/n. Expres-
sions for the entropic contribution of straight chain configura-
tions (k = 0) and the excess contribution associated with kinked
configurations (k > 0) were derived (Section S$6.3, ESIT).
The lower panel of Fig. 4(c) shows the entropic contribution
of the straight (dashed lines) and kinked (solid lines) chain
configurations at low (blue) and high temperature (red), where
the appropriate form of w; was used accordingly. The curves are
plotted up to n = 50 to provide an idea of the asymptotic
behavior. What is immediately evident, is the large contribu-
tion of the kinked chain configuration to the total entropy at
both temperatures. More importantly, the initial rate at which
the entropy increases with n depends strongly on temperature;
s*(n) grows faster at high temperature. A consequence of this
fact is propagated in the inset of this panel, where we find
estimates of the intensive kink-induced free energy excess
B*fre=0*(1) = f*Fr~ o*(n)/n (Section S6.4, ESIT). We see analogous
behavior in the rate of decrease of the free energy, whereby for
small cluster sizes this is faster at ambient temperatures.
Hence, we conclude that at low temperature the formation of
kinks is driven by the entropy gain associated with increasing n,
while at high temperature thermal fluctuations equalize the
energetic cost of a kink, consequently the appearance of kink-
ing for small n is driven by the entropy gain associated with the
increased thermodynamic weight of the kink. Clearly, the
entropic contribution to the free energy drives the emergence
of the kinked structures at both temperatures, attributing kink
formation to be predominately, an entropically driven process.

To conclude, we have shown that the shape and dipole
orientation of micron-sized hematite cubes influence the
assembled structure in a complex manner. prad-SAXS measure-
ment of bulk crystals demonstrated that the magnetic dipole
moment within the hematite cube is oriented at an angle of 12°
into the cube face with respect to the cube’s 111-direction. We
investigate the cube assemblies in zero and applied magnetic
fields experimentally and with computer simulations. In zero-
field environment we find flux-close rings and zig-zag oriented
chains. Applying a weak external magnetic field transforms
the structures into straight chains where the cube shape is

This journal is © The Royal Society of Chemistry 2018
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dominant, while at high field strengths the dipole moment is
fully aligned and kinked structures are formed as a conse-
quence of the dipole moment orientation within the cubes. The
competing anisotropic interactions between the cube shape and
dipole moment orientation are crucial for the formation of
these specific dipolar structures. Knowing the properties of the
hematite cubes will certainly boost their applications not only
because it provides a handhold for new simulation studies to
predict novel structures, but also in terms of the variety of
applications that hematite cubes find, for instance, in catalysis
and active matter. Furthermore the general combination of
particle shape and specific directional dipolar interactions can
be further employed to design specific building blocks to
assemble novel materials with unique programmable structures.

Experimental section
Preparation of silica-coated hematite cubes

Hematite cubes were prepared from condensed ferric hydroxide
gel employing a procedure based on ref. 22. Details on the
preparation procedure of hematite colloids and silica coating
procedure can be found in a previous work by some of the
authors.”® See Section S1 (ESIt) for additional properties of
hematite cubes.

Small angle X-ray scattering with microradian resolution

prad-SAXS measurements were performed at beam-line BM26B
DUBBLE?**® at the ESRF in Grenoble using a setup employing
compound refractive lenses (CRL)'*?” as described in ref. 15
and 16. In short, the 13 keV X-ray beam was focused on a CCD
X-ray detector (9 x 9 um (Photonic Science)), protected by a
wedge shaped beam stop, 7.17 m behind the sample. Samples
were prepared of dispersions of silica coated hematite cubes in
ethanol (5 wt%) in flame sealed capillaries (0.2 X 4 x 100 mm
W3520 Vitrocom). A homogeneous horizontal magnetic field of
25 mT was provided by a magnetic field setup consisting of six
permanent magnets with a spacing of 9.1 cm. A completely
dispersed sample was placed in the field for a period of
24 hours until a fluid-solid boundary was observed. Next,
measurements were performed at this boundary and full struc-
tural information was obtained by rotating the sample around
its vertical axis over a range of w = £70°, with @ = 0° the starting
orientation. Dark-current and background corrections were
performed on the patterns before analysis. The structure was
found to consist of an aligned Body Centered Monoclinic
crystal, for analysis details see ref. 15.

Microscopy

Electron microscopy. Particle size and shape were studied
by transmission (TEM, Philips TECNAI12) and scanning
(SEM, MERLIN (Carl Zeiss) field emission) electron microscopy.
TEM samples were prepared by drying drops of diluted particle
dispersions on polymer coated copper grids. SEM samples were
prepared in the same way and sputter-coated with a few
nanometers of platinum prior to imaging.
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Optical microscopy. Magnetic cube dispersions were imaged
with a Nikon TE-2000U inverted optical microscope, equipped
with a 100x Nikon oil objective and a Lumenera INFINITYX
camera. Aqueous dispersions (pH =~ 9) were placed in flat
borosilicate glass capillaries (VitroCom 0.1 mm x 2 mm x 4 cm),
sealed to a microscopy slide with epoxy glue.

Computer Simulation

Particle model. The full details of the model used in this
work can be found in ref. 20. The superball geometry (m = 4) of
the cubic particles is represented using forty-six spherical sub-
units arranged to form the particle surface. The total inter-
action potential between two particles is the sum of repulsive
contributions (Weeks-Chandler-Anderson potentials) from
each spherical sub-unit, approximating the effect of the cubes’
silica coating. In this manner, the cubic particles can be treated
as nearly hard particles of the prescribed size, 7 = L + 2t.
The peculiar domain-size scaling behavior of hematite already
discussed is highly conducive to the use of the dipolar approxi-
mation. As such, a single dipole was placed at the centre-
of-mass of each cube and oriented as desired, where the
interaction between cubes was characterized by the potential
in eqn (S2) (ESIY).

Bulk quasi-2D systems. Langevin molecular dynamics was
used to study the cube self-assembly in quasi-2D confinement
(rotations in 3D, translations in 2D) under the influence of an
external magnetic field. The simulation methodology employed
here follows that discussed in ref. 20 and the required exten-
sion to bulk systems considered in ref. 21. The only additional
dimensionless quantities required here are the external magnetic
field, (H*)* = H*(4muoh®/e) and reduced surface density, ps* = ph”.
The base units, mass, energy and length are, M* =1, &* = 100,
and h* = 1 respectively. The magnetic coupling parameter is

defined as A* = )Uf / 2=F(u)? / 2T*. The two-particle ground

state energy of the chosen dipolar orientation is denoted Uf,
where F is the associated numerical pre-factor. The Langevin
parameter, o * = u*H*/T* relates the applied magnetic field to the
thermal energy. The simulation protocol consisted of the random
distribution, in both position and orientation, of N = 256 cubes
over a square plane at p¢*, in the centre of a cubic simulation box.
The equations of motion were propagated for a total of 2 x 10°Az*,
with a time-step of At* = 1.5 x 107> The concept of pre-
equilibration in this context is moot, as the experimental
systems themselves are not at equilibrium; the self-assembly
mechanisms do not result in perfectly equilibrated clusters. A
dipole layer correction was introduced, in combination with
the dipolar P°M algorithm, to compute the magnetic contri-
butions in quasi-2D periodicity.”®° The evolution of aggrega-
tion processes was observed and recorded: observables
(energy etc.) every 1 x 10 >At* and particle configurations
every 1 x 10°A¢*. An experimental value of 1 was calculated,
assuming T = 25 °C, as 4= Fuu,’/8n(L + 2)*kT = 49.24,

F = (5+cos((2[x+cos71(v6/3)])) /4 ~ 1.2303
the experimental dipole orientation of « = 12°. Similarly, for

where for
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o, = potpH/KT = ppB/kT with field values B = (0, 0.045, 0.13, 0.3) mT,
we calculated o, = (0, 32.94, 88.43, 204.06). To achieve conditions
in simulation representative of those in experiment, we selected a
simulation value of 2* = 10.0; a more practical choice from a
computational perspective, but still significantly inside the strong
aggregation regime for dipolar particles. Hence, the oy, were scaled
as ap* = ¥y /A = (0, 6, 18, 41) to determine the correct relative
magnetic fields. The values of the particle magnetic moment and
the magnetic field strength were calculated for each set of
parameters according to, y* = 27*2*/F and H* = o*T*/p*. These
dipole and field values were systematically investigated at particle
surface densities of ps = (0.01, 0.02, 0.05) and at a reduced
temperature, 7% = 1.

Single-cluster quasi-2D systems

Single cluster simulations were performed to gain a better
understanding of the energetics of the observed kinking
phenomena. Specifically, to elucidate the low-temperature beha-
vior of hematite cube clusters (z < 15) in the strong-field regime
(«* = 41). The simulation methodology closely follows that
described in the previous section with the following modifica-
tions. Clusters are treated as isolated and therefore in a non-
periodic system, thus the dipolar interaction is calculated simply
by direct summation. To explore the low-temperature states we
fix m* = 1, as a way to systematically vary temperature. This
facilitated the use of a heuristic technique called simulated
annealing to help navigate the complex free energy surfaces that
arise as temperature reduces. The implementation of the tech-
nique is equivalent to that documented in ref. 20, all of the
necessary details can be found therein. A typical run consisted of
N replicas of an n-particle cluster propagated, with time-step
At* =1 x 107, to a temperature T* = 0.001. At which point the
topologies of each replica were analyzed and the prevalence of
kinking assessed. All simulations, bulk and single-cluster, were
performed using ESPResSo 3.3.0.*°

Connectivity network analysis

To extract quantitative information from both experiment (tracked
according to Section S3.2, ESIf) and simulation, we calculated
connectivity networks from system configurations as they evolved.
The algorithm as applied to magnetic cubes is discussed in ref. 21,
the same procedure is applied here. Only a single bonding criterion
was used, namely distance, where bonds required an inter-particle
separation of r < v/2(L + 21). Constructing connectivity networks
identified and followed the evolution of clusters in the system,
allowing properties of the kinking phenomenon to be derived.
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