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Abstract—With the prevalence of smartphones, pedestrians
and joggers today often walk or run while listening to music.
Since they are deprived of their auditory senses that would have
provided important cues to dangers, they are at a much greater
risk of being hit by cars or other vehicles. In this paper, we
build a wearable system that uses multi-channel audio sensors
embedded in a headset to help detect and locate cars from
their honks, engine and tire noises, and warn pedestrians of
imminent dangers of approaching cars. We demonstrate that
using a segmented architecture and implementation consisting
of headset-mounted audio sensors, a front-end hardware that
performs signal processing and feature extraction, and machine
learning based classification on a smartphone, we are able to
provide early danger detection in real-time, from up to 60m
distance, near 100% precision on the vehicle detection and alert
the user with low latency.

I. INTRODUCTION

Smartphones have transformed our lifestyles dramatically,

mostly for the better. Unfortunately, listening to music while

walking has also become a serious safety problem for many

people in urban areas around the world. Pedestrians listening

to music, texting, talking or otherwise absorbed in their phones

are making themselves more vulnerable by tuning out the

traffic around them [30], as reported by the Washington Post.

Since a pedestrian is deprived of auditory input that would

have provided important cues to dangers such as honks or

noises from approaching cars, he or she is at a much greater

risk of being involved in a traffic accident. We have seen a

sharp increase in injuries and deaths from such incidents in

recent years. According to a study by Injury Prevention and

CNN, the number of serious injuries and deaths occurring to

pedestrians who were walking with headphones has tripled

in the last seven years in the United States [25]. This phe-

nomenon affects cities globally, and is an important societal

problem that we want to address by introducing advanced

sensing techniques and intelligent wearable systems.

We tackle these challenges in PAWS, a Pedestrian Audio

Wearable System aimed for urban safety. PAWS is a low-

cost headset-based wearable platform that combines four

MEMS microphones, signal processing and feature extraction

electronics, and machine learning classifiers running on a
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smartphone to help detect and locate imminent dangers, such

as approaching cars, and warn pedestrians in real-time.

With newer smartphones equipped with multiple built-in

microphones, it may be tempting to re-purpose those micro-

phones in software to localize cars based on time difference

of arrival (TDoA) or other localization techniques. However,

these approaches require the user to hold constantly hold their

phones steady and to not block the built-in microphone while

walking [20] [31], in addition, most built-in microphones are

designed for voice and are often band-limited. These two lim-

itations prevent the smartphone from capturing useful features

produced by approaching cars in realistic urban environments.

This is a challenging problem as the battery-powered wear-

able platform needs to detect, identify, and localize approach-

ing cars in real-time, process and compute large amounts

of data in an energy and resource constrained system, and

produce accurate results with minimal false positives and false

negatives. For example, if a user’s reaction-time is 500ms,

the system has 360ms to detect a 25mph car and alert the

user when it is 10m away from him. This problem is further

compounded by high levels of mixed noise, typical of realistic

street conditions in metropolitan areas.

To tackle these challenges, we develop a segmented ar-

chitecture and data processing pipeline that partitions com-

putation into processing modules across a front-end hard-

ware platform and a smartphone. Four channels of audio are

collected by a microcontroller-based front-end platform from

four MEMS microphones that are strategically positioned on

a headset. Temporal-spatial features such as relative delay,

relative power, and zero-crossing rate are computed inside the

front-end platform using the 4 channels and transmitted wire-

lessly to a smartphone. A fifth standard headset microphone

is also connected to the audio input of the smartphone, and

together with the data sent from the front-end platform, clas-

sifiers are trained and used to detect an approaching car and

estimate its azimuth and distance from the user. We evaluate

PAWS using both controlled experiments inside parking lots

as well as real-world deployments on urban streets.

We make the following contributions in this paper:

• We create an end-to-end, low-cost, wearable system and

smartphone application that provide real-time alerts to

pedestrians in noisy urban environments with good ac-

curacies. We demonstrate that inattentive pedestrians can

immediately benefit from our system.























these handles the possibility of the pedestrian listening to

music or talking using headphones.

VII. CONCLUSION

This paper presents PAWS, a wearable system that uses mul-

tiple audio sensors to protect pedestrians by identifying and

localizing approaching vehicles. PAWS is carefully designed

to recognize honks and noises of an approaching vehicle.

Using machine learning algorithms, PAWS is able to identify

honks and tire/engine sounds with near 100% precision across

all tested environments. It further provides feedback on the

direction of the sound source with 80% − 98.5% accuracy

and predicts the distance from the user with 62% − 78%

accuracy. As technology evolves and new distractions and

dangers surround modern cities, innovative safety systems

must and will arise as solutions to balance the common-citizen

welfare.
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