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ABSTRACT: Real-time time-dependent density functional
theory (RT-TDDFT) provides a practical algorithm for
propagating a many-electron system driven by external laser
fields. The fields are included nonperturbatively in the
propagation, and the molecular reduced single-electron density
operator and various spectroscopic and diffraction signals can
be computed directly, avoiding the expensive calculation of
many-body states. Nonlinear optical signals contain contribu-
tions of multiple pathways. A phase cycling protocol is
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implemented in order to separate these pathways. Simulations of XUV four-wave mixing signals in the CO molecule are

compared with ab initio sum-over-states calculations.

Multidimensional nonlinear spectroscopy has become an
indispensable tool for probing molecular structure, structural/
electronic dynamics, energy transfer, and chemical reactions.' ™
Useful information on the couplings between molecular
degrees of freedom (spin, vibrational, or electronic) can be
obtained by disentangling a congested one-dimensional
spectrum into n-dimensions by scanning the interpulse delays.
Spreading the linear absorption spectrum in multidimensions
allows one to monitor and unravel the dynamics of, e.g,
intermolecular energy transfer processes in molecular aggre-
gates. Intense ultrashort pulses are needed to monitor
subfemtosecond electronic processes. Recently developed
XUV and X-ray light sources can monitor electronic dynamics
in real time with attosecond temporal resolution.

Nonlinear signals are given by sums over Liouville pathways,
each representing a distinct history of the molecular density
matrix. Phase matching is a conventional tool for distinguishing
various pathways.'” This scheme uses a noncollinear pulse
configuration, and signals corresponding to different groups of
pathways are then emitted in different directions that can be
detected separately. Desired signals can be extracted by the
direction of the signal field, which for third order techniques is
k, = +k; + k, + k;, where k;, k;, and k; are the wave vectors of
the incoming fields.

Phase cycling is an alternative way to separate various
pathways by employing collinear pulses with different
phases.”''~'° Measurements are repeated for a finite set of
phase differences between the incoming pulses ¢, = +¢, + ¢,
+ ¢, where ¢}, ¢,, and ¢; are the phases of the incoming
fields. The contributions of different groups of pathways can be
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singled out from the total polarization by proper summations
over signals with different polarization configurations.

Multidimensional signals are commonly simulated by the
sum-over-states (SOS) technique, in which the signal is
calculated from electronic eigenstates and the coupling to
electric fields, which is treated perturbatively under the dipole
approximation. Nonlinear signals are calculated from corre-
sponding matter quantities: transition dipoles, transition
energies, and dephasing rates.

An alternative approach for computing multidimensional
signals is to simulate the electronic dynamics by propagating
the reduced one-electron density matrix driven by multiple
electric fields,'” avoiding the explicit calculation of many-
electron eigenstates. Nonlinear effects induced by intense
external fields can be described because the incoming fields are
treated nonperturbatively. Numerous methods such as time-
dependent Hartree—Fock,'® time-dependent density functional
theory (TDDFT),"” coupled cluster,”® and multiconfigurational
self-consistent field calculations” have been developed for
calculating excited states. In this Letter, we use real-time time-
dependent density functional theory (RT-TDDFT).'”**~**
This technique has been broadly applied to compute
absorption spectra of large molecules,” core ionization
dynamics,”® charge transfer,””*® light absorption of photo-
catalysts,29 molecular conductance,’® and ultrafast charge
migration following ionization in a peptide.”’ We further
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implement the phase cycling protocol to extract desired
nonlinear signals from a finite set of RT-TDDFT simulations
for multiple incoming fields with variable phases.

We present the phase cycling scheme for four-wave mixing
(FWM) signals. The RT-TDDFT simulations are carried out to
compute XUV and X-ray nonlinear signals for the CO
molecule. The results are compared with complete active
space self-consistent field SOS (CASSCF-SOS) calculations.

Phase Cycling Protocol for Four-Wave Mixing Signals. In third-
order nonlinear FWM spectroscopy,”*” the system interacts
with three electric pulses E,(t), where i € {1, 2, 3} indicates the
order of arrival of the pulses, and is finally detected by the local
oscillator field E,(¢) that interferes with the emitted signal to
result in heterodyne detection. Figure 1 shows (a) the pulse
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Figure 1. (a) Pulse sequence for FWM. All fields are x-polarized.
Relevant (b) XUV and (c) X-ray level schemes for CO calculated at
LR-TDDFT/PBE0/6-31+G* and 3-21G, respectively; ground state |
g), valence states 1), and carbon K-edge states 1) (superscript s
indicates the energy levels calculated with 3-21G basis set.). The
electronic transitions triggered by the incoming electric fields E,, E,,
and E; are indicated by arrows with bandwidths. See Figure S1 for
corresponding Liouville pathway diagrams.

scheme, time delays, and relevant levels covered by the (b)
XUV and (c) X-ray pulse bandwidths for FWM spectroscopy of
CO. The reduced single-electron density matrix p(t) dynamics
is obtained by solving the TDDFT equations of motion'”

_dp(t)

LY = (k) (0] "
(in au), where F(t) is the time-dependent Fock matrix in which
the interaction between the system and the optical field in the
dipole approximation is described.”> The resulting single-
electron density matrix then allows one to calculate the
expectation value of all single-body operators such as the dipole
(u(t)) and the charge density (o(r, t)). The heterodyne
detected signal is then given by

S=S f dt (u(t))-EX(t) )

In the RT-TDDFT protocol, eq 1 is integrated numerically
nonperturbatively in the field, and the signal in eq 2 contains
contributions from all interaction pathways to all orders in the

fields.

We next show how the third-order contribution and desired
pathways can be singled out from the total RT-TDDFT signal.
The third-order signal S s given by

SOty ty, 1) = f dt dt, dt, dt, RO, t,, t,)

X E,()E;(t — B)Ey(t — t; — H)E(t — 5 — , — 1)
(©)
The third-order response function R®(t;, t, #) can be
expanded in Liouville pathways (see Supporting Information
Figure S1 for diagrams)
6
Rty 1, 1) = D R (ty, 1y, 1) + cc.
n=1 (4)
Pathways 1, 2, and 3 represent the photon echo signal (k; =
—k, + k, + k;) with phase ¢, = —¢p, + ¢, + ¢p; — ¢b,, while 4, S,
and 6 represent nonrephasing signals (k; = k; — k, + k;) with
phase ¢y = ¢, — ¢, + ¢35 — ¢4 The double quantum coherence
signals (kyy = ky + k; — ky) with phase ¢y = ¢ + ¢, — 3 — by
are not considered in this Letter because they involve doubly
excited states, which cannot be adequately described by
TDDEFT.
The entire third-order signal can be recast as

6
SOUp,, by, by @) = 3, EhEbEl ) f dt dt, dt, dt, R,(t, t,, )

n=1

X B (Ey(t — H)E(t — t; — B)E(t — t; — 1, — 1)

6
= Z ey by by B)S, )

where n is an index for the third-order response functions
representing the different Liouville pathway

S, =S / dt dt; dt, dt, R, (t;, t,, t)E,()E;(t — £;)

X Ez(f —t;— tz)El(t —ty =ty — tl) ©
and
(g, by by, ) = e ChTIAI)
Dy by by @) = I o

The photon echo diagrams, R, R,, and Rs, share the same
overall phase ¢ = —¢p, + ¢, + 3 — ¢, and then ¢, = ¢, = ¢5,
whereas the nonrephasing diagrams, Ry, Rs, and R4, have the
phase ¢y = +¢p; — ¢, + 3 — ¢, and then ¢, = ¢5 = ¢ The
photon echo R; and nonrephasing Ry response functions are

given by
Ri=R +R,+ Ry Ry =R, + R+ Rq¢ (8)

For third-order response functions, a four-step phase cycling
protocol is sufficient to separate R; and Ry'°

s)%g x +RR; + RR, (9)
S)((SQX x —JR; + IRy (10)
S, « +RR, — RR, (11)
SG) « +SR, + SRy (12)

where Sq(fl?,/)z,d,z is a third-order signal with phases ¢, ¢,, and ¢;,
and X =0, Y = 7/2, and Z = 7. We then have
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Figure 2. 2D Fourier transform (¥7°) of dipole moment Sx¢y (T, T, = 0, T5) (left panel) gives the 2D correlation spectrum Sxyy (Q;, T, = 0, Q;)
(right panel) for XUV excitations of CO calculated at the PBE0/6-31+G* level.

e S0 + S5 — 185 — SO -
Ry o S8y — SG + i{STh + SO (14)

This protocol, however, does not eliminate lower-order signals
(from first RV and second R order response functions), and
a phase cycling with additional phase combinations is needed.
We have used a nine-step phase cycling protocol with ¢, = X,
$, €{X Y, Z}, ¢ € {X, Y, Z}, and ¢, = X. By solving a set of
linear equations of the signals listed in Supporting Information
Table S1 with a set of phase combinations, we can distinguish
the photon echo k; and nonrephasing ky; signals from lower-
order signals.'' The real and imaginary parts of photon echo Ry
and nonrephasing Ry response functions can be obtained by
relating the phase cycling coeflicients matrix and total signals
with a different set of phase combinations S, , s (see

Supporting Information eq S1).

RT-TDDFT Simulation of Four-Wave Mixing Signals. We have
employed RT-TDDFT as implemented in NWChem®>** to
simulate FWM signals resonant with the valence and/or carbon
K-edge coherence in the CO molecule. The PBE0™” exchange—
correlation functional was used in the closed-shell calculations.
The 1D time-dependent dipole moment (Figure S3) and
absorption spectra (Figure S4) were calculated with various
basis sets to test the basis set effect: 3-21G, 6-31G*, 6-31+G¥,
6-311+G*, and aug-cc-pVDZ (aVDZ). We found that the
inclusion of diffuse functions is critical to describe both valence
and core excitations of CO by comparing the 6-31G* and 6-
31+G*. The 6-31+G* and 3-21G basis sets were used for XUV
FWM spectroscopy, while 3-21G was used for X-ray FWM
spectroscopy due to the high computational cost for simulating
the ultrafast X-ray coherences. The total simulation times for
the real-time propagation are 1500 au = 36.3 fs and 1000 au =
24.2 fs for XUV and X-ray FWM spectroscopies, respectively. A
At = 0.1 au (2.42 as) time step was used to simulate the XUV
FWM signals, and a shorter At = 0.02 au (0.48 as) time step
was used to simulate X-ray FWM signals in order to capture the
coherences created by X-ray pulses. Linear-response TDDFT
(LR-TDDFT) calculations employing the PBEO functional
were performed to provide energy levels of valence excited
states of CO (Figure 1b). Restricted excitation window
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TDDFT (REW-TDDFT)® employing PBEO functional
calculations provided the energy levels of carbon K-edge states
of CO (Figure 1c). Complete active space self-consistent field
SOS (CASSCE-SOS) calculations with the 3-21G basis set and
full valence active space were performed with MOLPRO®” for
XUV FWM signals in order to confirm the phase cycling results
obtained from RT-TDDFT.

XUV Signals. We have simulated XUV FWM signals
generated by four XUV pulses. Figure 1b shows the relevant
valence levels of CO covered by the XUV pulse bandwidths:
ground lg) and valence lv,) states. The first two pulses (E; and
E,) are resonant with lv;o) (I15) for 3-21G), i.e, w; = ®, = 20.3
eV and o, = 0, = 0.2 fs (fwhm of 8.8 eV) (see eq 15). The third
pulse (E;) was set resonant with ), i.e, @, = 8.6 eV with ¢, =
0.2 fs (fwhm of 8.8 eV). The local oscillator field (E,) was taken
as a delta function in time and was not included explicitly in the
simulation. Heterodyne detection records the signals selected
by the convolution with the local oscillator field. The 2D FWM
signals were obtained by scanning the delays T and T}, keeping
T, = 0. T, was varied from 2.2 to 17 fs with 10 as increments to
cover the 200 eV spectral region in £, with 0.28 eV spectral
resolution. T; was scanned between 1.0 and 18 fs with 2.4 as
the time step to yield a 0.24 eV spectral resolution and 850 eV
spectral range in ;. The 2D correlation spectrum (S(€,, T, =
0, Q;)) in the frequency domain is calculated by 2D FT of the
2D dipole moment (S(T;, T, = 0, T;)) with respect to the T}
and T, delays. We assumed a Gaussian electric field envelope

t) + @) exp[—(t — £)*/(267)]
(15)

with an electric field strength of A = 0.01 au = 3.51 X 104w/
cm? for all incoming fields, central time t, central frequency w,
pulse duration 6, and phase ¢;. Time delays between pulses are
given by T; = t,,; — t,. All fields are x-polarized (see Figure 1 for
the axes’ definition).

Figure 2 shows the total signal Skyy, which contains all
orders in the incoming fields (see Supporting Information
Figure S7 for different phase combinations). Intense linear
absorption from coherences between ground and valence states
(lv,){gl) created by k; = k; interaction show up along the
diagonal (i). Weaker second-order (k, = k; — k; or k, = k; —

E(t) = A sin(w,(t —
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Figure 3. Absolute value (top), real (middle), and imaginary (bottom) parts of (left panel) photon echo R; =
R, + Rs + R4 response functions for XUV excitations of CO calculated at the PBE0/6-31+G* level, obtained by the nine-step
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phase cycling protocol.
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R, + R, + Ry and (right panel)

k;) and third-order nonrephasing signals ky are off-diagonal in
the (+€2,,+€;) quadrant (ii). The other second- (k, = —k; + k,
or k, = —k; + k;) and third-order photon echo k; signals are off-
diagonal in the (—Q,+Q;) quadrant (iii) (the complex
conjugate value is shown in the Figure 2). These are located
@, =20.3 eV and w; = 8.6
eV. The phase cycling protocol was employed to select the
desired k; and ky signal out of the total signals. The phase

in a similar spectral region for w, =

cycling protocol is required to disentangle (1) the FWM signal
from lower-order signals and (2) the photon echo k; and
nonrephasing ky; signals. The first-order signals do not depend
on the phase differences among the three incoming fields due
to the fixed phase of the E; (¢,

(Supporting Information Figure S7). The second- and third-

= X) for all phase combinations

order signals, on the other hand, vary according to the phase
differences. We exploit these variations in the phase cycling
protocol.

1075

Figure 3 shows the absolute value and the real and the
imaginary parts of third-order response functions, photon echo
R; and nonrephasing Ry, obtained by the nine-point phase
cycling protocol (eq S1). Cross-peak intensities reflect
correlations among the valence excited states. The FWM
signals are assigned as correlations among lv;)—lv),). Strong
correlations were found between lvg)/Ivy)/Iv o) and Iv;,)/Ivs)/
lvy) and lvj,) and lv;). This may indicate that significant
ultrafast charge migration from the former to the latter could
take place within the time scale of ~36 fs. The peak positions
exactly match the linear response TDDFT results.

Comparison between CASSCF-SOS/3-21G and RT-
TDDFT/PBE0/3-21G shown in Figures SS and S6 in the
Supporting Information confirms the RT-TDDFT results,
except for the double excitations of lv,) appearing in the €,
= +17-18 eV range in the CASSCF-SOS result. This
discrepancy may be due to the well-known inability of
TDDFT to describe a multideterminant wave function or the

DOI: 10.1021/acs.jpclett.8b0006 1
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X-ray excitations of CO calculated at the PBE0/3-21G level.

small basis set 3-21G. Further study is required to address this
issue. The XUV FWM signals reveal the coherences between
valence excited states and the ultrafast charge migration.

Mixed X-ray/XUV Signals. We have further simulated the
FWM signals generated by two X-ray and two XUV pulses. The
first two pulses (E, and E,) are resonant with Ic}), i.e, @, = w,
= 275.9 eV with a 6, = 6, = 11 as pulse duration (fwhm of 26
as) (eq 15). The third pulse (E;) is resonant with the I14)
absorption, i.e., @w; = 20.3 eV with a 0; = 0.2 fs pulse duration
(fwhm of 8.8 eV). T, was scanned from 0.8 to 10 fs in 4 as
increments to yield the 500 eV spectral region in £, with
spectral resolution of 0.45 eV. T was scanned between 1 and
13 fs with 0.48 as increments to yield a 0.32 eV spectral
resolution and 4000 eV spectral range in €2;. The energy levels
of C K-edge states are underestimated by ~10 eV (Figure 1c)
from the experiment (fundamental band at 287 eV), and the
lh—1le peak is missing due to the small 3-21G basis set (see
Figure S4 for the effect of the basis sets).”® However, it is
common to shift the computed C K-edge excitation energy by
about 10 eV in order to match the experimental value within
the TDDFT framework.>® Moreover, mixed X-ray/XUV FWM
signals presented here provide the insight on the correlations
between C K-edge and valence states of CO.

Figure 4 depicts the total signals SYyy containing the
contributions to all orders. The total signals with different
phase combinations are presented in the Supporting
Information Figure S8. The first-order (linear absorption)
signals generate strongest peaks along the diagonal line. The
first X-ray pulse (E;) excites the 275 and 290 eV carbon K-edge
(C 1s core) states (i in Figure 4, right panel). The E; pulse also
excites the system to the valence states regime (ii in Figure 4)
due to broad excitation pulse bandwidths (fwhm of 140 eV).
Second-order signals are also shown with a much weaker
intensity than the first-order signals. Second-order cross-peaks
between the two core states Ic}) and Ic}) are masked by intense
linear absorption from the core states (i in Figure 4).
Correlation peaks in the valence regime are distinguishable
from the linear absorption (ii). The third-order photon echo k;
and nonrephasing k;; signals are marked iv and iii, respectively,
in the figure. These are masked by the intense carbon K-edge
linear absorption. The FWM signals are assigned by the
correlation between Ic}) and Ic}) for the E; excitation and I25),
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[5), and I1}) for the simultaneous de-excitation of carbon K-
edge states by E, and excitation of valence states by E; pulses.

Figure S depicts the third-order response functions, photon
echo R; and nonrephasing Ry, obtained by the nine-step phase
cycling protocol (eq S1). FWM signals are generated by Ig){c;
(or Ic;){gl) coherence during T; and I5){gl or I )y}l
coherences during T;. Significant correlation peaks between |
cy)/Ics and Ib5)/IL5)/Ivy) indicate ultrafast charge migration
from the core to valence states and ultimately trigger the
subsequent charge transfer or nuclear dynamics. Simulations of
a similar X-ray FWM signal with a larger basis such as 6-31+G*
could resolve the correlations between the core and valence
states in detail with higher accuracy. The signals from the
[5){gl coherences are much stronger than those from |1}, )(v}].
Mixed X-ray/XUV FWM signals reveal the coherences between
core and valence excited states and ultimately how the ultrafast
charge migration takes place from the core to valence states.
This information could be used to understand how the charge
migration initiated by X-ray pulses triggers the subsequent
charge transfer or nuclear fragmentation dynamics involving the
XUV excited states.

We have employed the phase cycling protocol to simulate
third-order optical signals, photon echo and nonrephasing,
from lower-order signals obtained by the total signal from a
finite set of RT-TDDFT simulations under multiple incoming
fields with different phase combinations. The 2D correlation
spectra were obtained by 2D FT of the time-evolving dipole
moments calculated by RT-TDDFT. A nine-step phase cycling
protocol was used to separate photon echo and nonrephasing
response functions from lower-order signals. Correlations
between relevant electronic excited states created by the
incoming fields can be extracted from the 2D spectra. Peak
positions calculated by RT-TDDFT simulation exactly match
linear response TDDFT results. Comparison with CASSCEF-
SOS calculations confirms the RT-TDDFT results, except for
the double excitations. This may due to the inability of TDDFT
to describe a multideterminant wave function or the use of a
small basis set. Real-time propagation of the reduced single-
electron density matrix driven by the incoming fields allows one
to simulate multidimensional nonlinear signals in a non-
perturbative manner, in contrast to a conventional perturbative
SOS method based on the response functions.
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