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On Nonconvex Decentralized Gradient Descent

Jinshan Zeng

Abstract—Consensus optimization has received considerable at-
tention in recent years. A number of decentralized algorithms have
been proposed for convex consensus optimization. However, to the
behaviors or consensus nonconvex optimization, our understand-
ing is more limited. When we lose convexity, we cannot hope that
our algorithms always return global solutions though they some-
times still do. Somewhat surprisingly, the decentralized consensus
algorithms, DGD and Prox-DGD, retain most other properties that
are known in the convex setting. In particular, when diminishing
(or constant) step sizes are used, we can prove convergence to a
(or a neighborhood of) consensus stationary solution under some
regular assumptions. It is worth noting that Prox-DGD can handle
nonconvex nonsmooth functions if their proximal operators can
be computed. Such functions include SCAD, MCP, and ¢, quasi-
norms, g € [0, 1). Similarly, Prox-DGD can take the constraint to
a nonconvex set with an easy projection. To establish these proper-
ties, we have to introduce a completely different line of analysis, as
well as modify existing proofs that were used in the convex setting.

Index Terms—Nonconvex dencentralized computing, consen-
sus optimization, decentralized gradient descent method, proximal
decentralized gradient descent.

I. INTRODUCTION

E CONSIDER an undirected, connected network of n
W agents and the following consensus optimization prob-
lem defined on the network:

minimize f(z) £ z”: fi(z), (H
i1

zeRP

where f; is a differentiable function only known to the agent
7. We also consider the consensus optimization problem in the
following differentiable+proximable* form:

n

minimize s(x) = Z(fb(l‘) +7i(2)),

eRr
. i=1

@)
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*We call a function proximable if its proximal operator prox, f(y)

argmin, {af(z) + 1|z —y||?} is easy to compute.

and Wotao Yin

where f;, r; are differentiable and proximable functions, respec-
tively, only known to the agent 7. Each function r; is possibly
non-differentiable or nonconvex, or both.

The models (1) and (2) find applications in decentralized
averaging, learning, estimation, and control. Some typical ap-
plications include: (i) the distributed compressed sensing prob-
lems [14], [30], [39], [45], [49]; (ii) distributed consensus [9],
[29], [55], [58], [61], [69]; (iii) distributed and parallel machine
learning [15], [21], [33], [43], [55]. More specifically, in these
applications, each f; can be: 1) the data-fidelity term (possibly
nonconvex) in statistical learning and machine learning [15],
[62]; 2) nonconvex utility functions used in applications such
as resource allocation [6], [20]; 3) empirical risk of deep neural
networks with nonlinear activation functions [3]. The proximal
function 7; can be taken as: 1) convex penalties such as nons-
mooth #1-norm or smooth #5-norm; 2) the indicator function for
a closed convex set (or a nonconvex set with an easy projection)
[4], that is, 7; () = 0 if « satisfies the constraint and co other-
wise; 3) nonconvex penalties such as £, quasi-norm (0 < ¢ < 1)
[11], [49], smoothly clipped absolute deviation (SCAD) penalty
[16] and the minimax concave penalty (MCP) [68].

When f;’s are convex, the existing algorithms include the
(sub)gradient methods [8], [10], [24], [37], [40], [46], [59],
[65], and the primal-dual domain methods such as the decen-
tralized alternating direction method of multipliers (DADMM)
[9], [51], [52], DLM [31], and EXTRA [53], [54]. When f;’s
are nonconvex, some existing results include [4], [5], [18], [27],
[35], [36], [56], [57], [60], [62], [69]. In spite of the algorithms
and their analysis in these works, the convergence of the simple
algorithm Decentralized Gradient Descent (DGD) [40] under
nonconvex f;’s is still unknown. Furthermore, although DGD is
slower than DADMM, DLM and EXTRA on convex problems,
DGD is simpler and thus easier to extend to a variety of settings
such as [23], [38], [47], [64], where online processing and delay
tolerance are considered. Therefore, we expect our results to
motivate future adoptions of nonconvex DGD.

This paper studies the convergence of two algorithms: DGD
for solving problem (1) and Prox-DGD for problem (2). In each
DGD iteration, every agent locally computes a gradient and then
updates its variable by combining the average of its neighbors’
with the negative gradient step. In each Prox-DGD iteration,
every agent locally computes a gradient of f; and a proximal
map of ;, as well as exchanges information with its neighbors.
Both algorithms can use either a fixed step size or a sequence of
decreasing step sizes.

When the problem is convex and a fixed step size is used,
DGD does not converge to a solution of the original problem
(1) but a point in its neighborhood [65]. This motivates the
use of decreasing step sizes such as in [10], [24]. Assuming
fi’s are convex and have Lipschitz continuous and bounded
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TABLE I

COMPARISONS ON DIFFERENT ALGORITHMS FOR CONSENSUS SMOOTH OPTIMIZATION PROBLEM (1)
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Fixed step size Decreasing step sizes
algorithm DGD [65] DGD (this paper) D-NG [24] DGD (this paper)
fi convex only (non)convex convex only (non)convex
Vfi Lipschitz Lipschitz, bounded
1 1
step size O<O¢<M . 0(%) (k )
Ly with Nesterov acc. € (0,1]
consensus error O(a) O(%) (i)
minj <y, [|x7 T — 7|2 o(3) no rate O(W)
Convex”: O(EY (¢ =1/2 R
O(L) until error Convex: O(%) until ( )( /2)
global objective error O(ki) error O(ﬁ); O(lx;k) 055 k)(e = 1)
1=¢ Nonconvex: no rate o kmm{f I—<} )(other e);
Nonconvex: no rate

PThe objective error rates of DGD and Prox-DGD obtained in this paper and those in convex DProx-Grad [10] are ergodic or running best rates.

gradients, [10] shows that decreasing step sizes o = ﬁ lead

to a convergence rate O(lnk ) of the running best of objec-

tive errors. [24] uses nested loops and shows an outer-loop
convergence rate O(k%) of objective errors, utilizing Nesterov’s
acceleration, provided that the inner loop performs substantial
consensus computation. Without a substantial inner loop, their
single-loop algorithm using the decreasing step sizes o, =

has a reduced rate O('2%).

The objective of this paper is two-fold: (a) we aim to show,
other than losing global optimality, most existing convergence
results of DGD and Prox-DGD that are known in the convex
setting remain valid in the nonconvex setting, and (b) to achieve
(a), we illustrate how to tailor nonconvex analysis tools for
decentralized optimization. In particular, our asymptotic exact
and inexact consensus results require new treatments because
they are special to decentralized algorithms.

The analytic results of this paper can be summarized as
follows.

a) When a fixed step size « is used and properly bounded, the
DGD iterates converge to a stationary point of a Lyapunov
function. The difference between each local estimate of x
and the global average of all local estimates is bounded,
and the bound is proportional to «.

b) When a decreasing step size a, = O(1/(k + 1)) is used,
where 0 < € < 1 and k is the iteration number, the ob-
jective sequence converges, and the iterates of DGD are
asymptotically consensual (i.e., become equal one an-
other), and they achieve this at the rate of O(1/(k + 1)°).
Moreover, we show the convergence of DGD to a station-
ary point of the original problem, and derive the conver-
gence rates of DGD with different e for objective functions
that are convex.

¢) The convergence analysis of DGD can be extended to the
algorithm Prox-DGD for solving problem (2). However,
when the proximable functions r;’s are nonconvex, the
mixing matrix is required to be positive definite and a
smaller step size is also required. (Otherwise, the mixing
matrix can be non-definite.)

The detailed comparisons between our results and the existing

results on DGD and Prox-DGD are presented in Tables I and
II. The global objective error rate in these two tables refers

1
k1/3

to the rate of {f(z FY — f(zopt)} or {s(z%) — s(wopt)}, where
zh=L150 x(; is the average of the kth iterate and ¢ is a
global solutlon The comparisons beyond DGD and Prox-DGD
are presented in Section IV and Table III.

New proof techniques are introduced in this paper, par-
ticularly, in the analysis of convergence of DGD and Prox-
DGD with decreasing step sizes. Specifically, the convergence
of objective sequence and convergence to a stationary point
of the original problem with decreasing step sizes are justi-
fied via taking a Lyapunov function and several new lemmas
(cf. Lemmas 9, 12, and the proof of Theorem 2). Moreover,
we estimate the consensus rate by introducing an auxiliary se-
quence and then showing both sequences have the same rates
(cf. the proof of Proposition 3). All these proof techniques are
new and distinguish our paper from the existing works such as
[4], [10], [18], [24], [35], [40], [57], [62]. It should be men-
tioned that during the revision of this paper, we found some
recent, related but independent work on the convergence of
nonconvex decentralized algorithms including [19], [21], [22],
[33]. We will give detailed comparisons with these work lat-
ter. Some numerical results can be found in [67] due to page
limit.

The rest of this paper is organized as follows. Section II de-
scribes the problem setup and reviews the algorithms. Section I11
presents our assumptions and main results. Section IV discusses
related works. Section V presents the proofs of our main results.
We conclude this paper in Section V1.

Notation: Let I denote the identity matrix of the size n X n,
and 1 € R” denote the vector of all 1’s. For the matrix X, X7
denotes its transpose, X;; denotes its (4, j)th component, and

X[ £ /(X,X) = />, ; X} is its Frobenius norm, which

simplifies to the Euclidean norm when X is a vector. Given
a symmetric, positive semidefinite matrix G € R"*", we let
| X]|2 £ (X, GX) be the induced semi-norm. Given a function
h, dom(f) denotes its domain.

II. PROBLEM SETUP AND ALGORITHM REVIEW

Consider a connected undirected network G = {V, £}, where
V is a set of n nodes and & is the edge set. Any edge (i,j) € £
represents a communication link between nodes ¢ and j. Let
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TABLE II
COMPARISONS ON DIFFERENT ALGORITHMS FOR CONSENSUS COMPOSITE OPTIMIZATION PROBLEM (2)

Fixed step size Decreasing step sizes
algorithm AccDProx-Grad [8] ‘ DProx-Grad [10] Prox-DGD (this paper) DProx-Grad [10] Prox-DGD (this paper)
fisri convex only (non)convex convex only (non)convex
Vi Lipschitz, bounded Lipschitz Lipschitz, bounded
ar; bounded - bounded
0<a< 1+AL7,,(W)
1
) . 1 (convex 7;); 1 O( Rt 1D)e )
sep size O<as N 0<a< L}fw) O(W) ee(0,1]
(nonconvex 7;, An (W) > 0)
consensus O(Fk?),0<y <1 error O(a) O(ﬁ) O(k%)
min;<y, |[x7 1 — x7||? no rate no rate 0(%) no rate o(kl%)
: Convext: O(E) (e = 1/2),
Form fConvc;().3 . o Vl X ( Vk )(e /2)
global objective error O(%) D1 | pya, orm =% + Dya, O(%)i (m)(f =1),
151, Dy > 0 D3, Dy > 0; O(mmper=cy ) (other ),
’ Nonconvex: no rate Nonconvex: no rate

TABLE III
COMPARISONS ON SCENARIOS APPLIED FOR DIFFERENT NONCONVEX DECENTRALIZED ALGORITHMS”

fi nonsmooth 7; step size network (W) algorithm type fusion scheme
algorithm smooth | cvx nevx fixed | diminish static dynamic determin | stochastic | ATC CTA
DGD (this paper) V4 vV Vv 4/ (doubly) —_ Vv - - N
Perturbed Push-sum [57] Vv —— N4 —— +/ (column) Vv N4 —— Vv
ZENITH [18] N vV | —— |V (doubly — Y N —
Prox-DGD (this paper) Vv Vv Na N Vv 4/ (doubly) —_ v - - Vv
NEXT [35] v V| — | == v - V/ (doubly) v - V| —
DeFW [62] V V| — [ v [ J@owly | — N — /[ —
Proj SGD [4] v v - —— v —— Y/ (row) —— v v —

? In this table, the full names of these abbreviations are list as follows: cvx (convex), ncvx (nonconvex), diminish (diminishing), determin (deterministic),
ATC (adaptive-then-combine), CTA (combine-then-adaptive), doubly (doubly stochastic), column (column stochastic), row (row stochastic), where vocabularies
in the brackets are the full names. A row, or column, or double stochastic W means that: W1 = 1, or W71 = 1, or both hold.

x(;) € R? denote the local copy of x at node i. We reformulate
the consensus problem (1) into the equivalent problem:

minixmize 17f(x) £ Z fi(xiy),

i=1
subject to x(;y = X(j, V(4,]) € &, 3)
where x € R"*P, f(x) € R™ with
- x?}) - fi(xq))
o F T Cf) 2 f2(>‘<(2))
- x(,) - fo (X))
In addition, the gradient of f(x) is
- Vfl(x(u); -
Vi 2 | Vf2(>.<(2>) ol @

- Vi, (;((n))T -

The ith rows of the matrices x and Vf(x), and vector f(x),
correspond to agent ¢. The analysis in this paper applies to any

integer p > 1. For simplicity, one can let p = 1 and treat x
and Vf(x) as vectors (rather than matrices).
The algorithm DGD [40] for (3) is described as follows:
Pick an arbitrary x°. For k = 0,1, ..., compute

XML WP — o, VE(xF),

®)

where W is a mixing matrix and o, > 0 1is a step-size parameter.
Similarly, we can reformulate the composite problem (2) as
the following equivalent form:

minixmize Z(f‘ (X(z)) + 7 (X(i)))a

i=1
(6)

Let 7(x) = Y, r;(x(;)). The algorithm Prox-DGD can be
applied to the above problem (6):

subject to x(;) = X(;), V(4,7) € £.

Prox-DGD: Take an arbitrary x°. For k = 0, 1, ..., perform
x" ! — prox, ,(Wx" — a; VE(x")), (7
where the proximal operator is
a . [[u —x|*
prox,, ,(x) = argmin § g r(u) + ———¢.  (8)
e Rnx» 2
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III. ASSUMPTIONS AND MAIN RESULTS

This section presents all of our main results.

A. Definitions and Assumptions

Definition I (Lipschitz differentiability): A function h is
called Lipschitz differentiable if h is differentiable and its gra-
dient Vh is Lipschitz continuous, i.e., ||Vh(u) — Vh(v)| <
L|lu — v||,Vu,v € dom(h), where L >0 is its Lipschitz
constant.

Definition 2 (Coercivity): A function h is called coercive if
||u|| — +oc implies h(u) — +oo.

The next definition is a property that many functions have
(see [63, Sec. 2.2] for examples) and can help obtain whole
sequence convergence' from subsequence convergence.

Definition 3 (Kurdyka-Lojasiewicz (KL) property [2], [7],
[34]): A function h : R? — R U {400} has the KL property at
x* € dom(0h) if there exist n € (0, +0o0], a neighborhood U
of z*, and a continuous concave function ¢ : [0,7) — R such
that:

i) ¢(0) = 0 and ¢ is differentiable on (0, 7n);

ii) forall s € (0,7m), ¢'(s) > 0;

iii) for all = in U N {z: h(z*) < h(z) < h(z

KL inequality holds

¢ (h(z) — h(z")) - dist (0, Oh(z)) > 1. 9)

*) 4+ n}, the

Proper lower semi-continuous functions that satisfy the KL
inequality at each point of dom(0h) are called KE functions.

Assumption 1 (Objective): The objective functions f; :
R? — R U {400}, i=1,...,n, satisfy the following:

1) f; is Lipschitz differentiable with constant Ly, > 0.

2) f; is proper (i.e., not everywhere infinite) and coercive.

The sum Y " | fi(x(;)) is Ly-Lipschitz differentiable with
Ly £ max; Ly, (this can be easily verified via the definition of
V{(x) as shown in (4)). In addition, each f; is lower bounded
following Part (2) of the above assumption.

Assumption 2 (Mixing matrix): The mixing matrix W =
[w;;] € R"*" has the following properties:

1) (Graph) If ¢ # j and (4, 7) ¢ &, then w;; = 0, otherwise,

Wij > 0.

2) (Symmetry) W = W7,

3) (Null space property) null{ — W} = span{1}.

4) (Spectral property) I = W > —1.

By Assumption 2, a solution X, to problem (3) satisfies
(I = W)Xopy = 0. Due to the symmetric assumption of W,
its eigenvalues are real and can be sorted in the nonincreasing
order. Let \; (W) denote the ith largest eigenvalue of V. Then
by Assumption 2,

MOV) =13 X(W) > > A (W) > —1.

Let ¢ be the second largest magnitude eigenvalue of W. Then
¢ = max{[ A (W), [An (W)]}- (10)

fWhole sequence convergence from any starting point is referred to as “global
convergence” in the literature. Its limit is not necessarily a global solution.
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B. Convergence Results of DGD

We consider the convergence of DGD with both a fixed step
size and a sequence of decreasing step sizes.

1) Convergence Results of DGD With a Fixed Step Size: The
convergence result of DGD with a fixed step size (i.e., o = @)
is established based on the Lyapunov function [65]:

Lo (x) 2 17f(x) + (an

7HXH§7W'
2cv

It is worth reminding that convexity is not assumed.
Theorem 1 (Global convergence): Let {x"} be the sequence

generated by DGD (5) with the step size 0 < o < M

Let Assumptions 1 and 2 hold. Then {x*} has at Teast
one accumulation point x*, and any such point is a sta-
tionary point of L, (x). Furthermore, the running best ratest
of the sequences§ {||xk+1 x" |2}, and {||VL, (x*)|*}, and
{|[£17 V£ (x*)||*} are o(+). The convergence rate of the se-
quence { £ S0 [ 117 VE(x)[2} is O(2).

In addition, if £, satisfies the KE property at an accumulation
point x*, then {x"} globally converges to x*.

Remark I: Let x* be a stationary point of £, (x), and thus

0= VFfx)+a (I -W)x* (12)

Since 1T(I — W) =0, (12) yields 0 = 17 Vf(x*), indicating
that x* is also a stationary point to the separable function
Y1 fi(%(;))- Since the rows of x* are not necessarily iden-
tical, we cannot say x* is a stationary point to Problem (3).
However, the differences between the rows of x* are bounded,
following our next result below adapted from [65]:

Proposition 1 ( Consensual bound on x*): For each iteration
k, define 7 £ - 377 | x{;,. Then, it holds for each node i that

i & aD
() — 2| < 0 (13)
where D is a universal bound of |Vf(xX)|| defined in

Lemma 6 (Section V.A), ( is the second largest magnitude
eigenvalue of W specified in (10). As k — oo, (13) yields the
consensual bound

. [ < aD
||X(i) - < ﬁ7
ED D X(;y-
Take x” = 0 for proof simplicity. This proposition can be
proved by applying Lemma 7 (Section V.C) to

-zt —QZ(Wk == 11T> VE(x)).

j=0

— A
where T* =
0

In Proposition 1, the consensual bound is proportional to the
step size o and inversely proportional to the gap between the
largest and the second largest magnitude eigenvalues of .
Let us compare the DGD iteration with the iteration of cen-
tralized gradient descent (15) for f(z). Averaging the rows of

tGiven a nonnegative sequence aj, its running best sequence is b =
min{a; : i < k}. We say aj, has arunning best rate of o(1/k) if by, = o(1/k).
§These quantities naturally appear in the analysis, so we keep the squares.
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(5) yields the following comparison:
1 n
o <n >V (x’@ﬂ) . (14)
i=1
1< :
o <n > Vﬁ(:#)) . (15)
i=1

Apparently, DGD approximates centralized gradient descent by
evaluating V f(;) at local variables x’("i) instead of the global
average. We can estimate the error of this approximation as

DGD averaged: #F"! —

Centralized: zF ™! «— z*

1 — 1 —
i= =1
1 — DL
< Iy - VA < T
=1

Unlike the convex analysis in [65], it is impossible to bound
the difference between the sequences of (14) and (15) without
convexity because the two sequences may converge to different
stationary points of L, .

Remark 2: The KE assumption on £, in Theorem 1 can be
satisfied if each f; is a sub-analytic function. Since ||x||7_;; is
obviously sub-analytic and the sum of two sub-analytic func-
tions remains sub-analytic, £, is sub-analytic if each f; is so.
See [63, Sec. 2.2] for more details and examples.

Proposition 2 (KL convergence rates): Let the assumptions
of Theorem 1 hold. Suppose that £, satisfies the KE inequal-
ity at an accumulation point x* with v(s) = cs'~? for some
constant ¢ > (. Then, the following convergence rates hold:

a) If @ = 0, x* converges to x* in finitely many iterations.

b) If 6 € (0, 3], |x" — x*|| < Cy7* for all k > k* for some

k*>0,Cy >0, r 6[0 1).
o) If0 e (1,1), [|xF —x*|| < Cok=1=0/20=1 for all k >
k*, for certain k* > 0,Cy > 0.

Note that the rates in parts (b) and (c) of Proposition 2 are of
the eventual type.

Using fixed step sizes, our results are limited because the
stationary point x* of £, is not a stationary point of the orig-
inal problem. We only have a consensual bound on x*. To ad-
dress this issue, the next section uses decreasing step sizes and
presents better convergence results.

2) Convergence of DGD With Decreasing Step Sizes: The
positive consensual error bound in Proposition 1, which is pro-
portional to the constant step size o, motivates the use of prop-
erly decreasing step sizes o, = O(ﬁ), forsome 0 < e < 1,
to diminish the consensual bound to 0. As a result, any accu-
mulation point x* becomes a stationary point of the original
problem (3). To analyze DGD with decreasing step sizes, we
add the following assumption.

Assumption 3 (Bounded gradient): For any k, Vf(x*) is
uniformly bounded by some constant B > 0, i.e., |Vf(x")]|
<B.

Note that the bounded gradient assumption is a regular as-
sumption in the convergence analysis of decentralized gradient
methods (see, [4], [5], [18], [27], [35], [36], [56], [57], [62] for
example), even in the convex setting [24] and also [10], though
it is not required for centralized gradient descent.

IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 66, NO. 11, JUNE 1, 2018

We take the step size sequence:

1
QA = — 5 0<€§17

Li(k+ 1) (16)

throughout the rest part of this section. (The numerator 1 can
be replaced by any positive constant.) By iteratively applying
iteration (5), we obtain the following expression

k-1
PR =3 o W V(). (17)
Jj=0
Proposition 3 (Asymptotic consensus rate): Let Assump-

tions 2 and 3 hold. Let DGD use (16). Let x* £ L117x*

Then, ||x* — %¥|| converges to 0 at the rate of O(l/(k +1)°).

According to Proposition 3, the iterates of DGD with de-
creasing step sizes can reach consensus asymptotically (com-
pared to a nonzero bound in the fixed step size case in
Proposition 1). Moreover, with a larger ¢, faster decaying step
sizes generally imply a faster asymptotic consensus rate. Note
that (I —W)x* =0 and thus |x*[? ; = [xF —xF[2 .
Therefore, the above proposition implies the following result.

Corollary 1: Apply the setting of Proposition 3. [|x*(|2 ;-
converges to 0 at the rate of O(1/(k + 1)2).

Corollary 1 shows that the sequence {x*} in the (I — W)
semi-norm can decay to O at a sublinear rate. For any global
consensual solution X,,; to problem (3), we have [x" —
Xopt |7 = [|[X* |2y so, if {x*} does converge to X, then
their distance in the same semi-norm decays at O(1/k%¢).

Theorem 2 (Convergence): Let Assumptions 1,2 and 3 hold.
Let DGD use step sizes (16). Then

a) {L,, (x*)} and {17 f(x*)} converge to the same limit;

b) limy_. 17 VF(x*) = 0, and any limit point of {x"} is a

stationary point of problem (3);

¢) In addition, if there exists an isolated accumulation point,
then {x*} converges.

In the proof of Theorem 2, we will establish

3

which implies that the running best rate of the sequence
{|IxF*+1 —x¥||?} is o(1/k'*¢). Theorem 2 shows that the ob-
jective sequence converges, and any limit point of {x"} is a
stationary point of the original problem. However, there is no
result on the convergence rate of the objective sequence to an
optimal value, and it is generally difficult to get such a rate
without convexity.

Although our primary focus is nonconvexity, next we assume
convexity and present the objective convergence rate, which has
an interesting relation with e.

Forany x € R™*?,let f(x) £ 31 1f2( ) ) Evenif f;’s are
convex, the solution to (3) may be non- umque Thus, let X* be
the set of solutions to (3). Given x*, we pick the solution X, =
Proj . (x*) € X*. Alsolet fopt = f(xopt) be the optimal value
of (1). Define the ergodic objective:

Zk oakf( H—l)

K ’
k=0 %k

+ )\n )) _ va)||Xk+1 _ XkHQ < 00,

(18)

JEK
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k+1

where X" ! = L(17x*+1)1. Obviously,

LT,

K
>
f k=1

min

ERRES]

19)

Proposition 4 (Convergence rates under convexity): Let
Assumptions 1, 2 and 3 hold. Let DGD use step sizes (16). If
A, (W) > 0 and each f; is convex, then {fX} defined in (18)
converges to the optimal objective value f,, at the following
rates:

a) if 0 < e < 1/2, the rate is O(7);

b) if e = 1/2, the rate is O(l\r}%);

c) if1/2 < e < 1, the rate is O(74—);

d) if e = 1, the rate is O(-%).

The convergence rates established in Proposition 4 are almost
as good as (9(\/1?) when € = 1. As € goes to either 0 or 1, the

rates become slower, and € = 1/2 may be the optimal choice
in terms of the convergence rate. However, by Proposition 3,
a larger e implies a faster consensus rate. Therefore, there is a
tradeoff to choose an appropriate € in the practical implementa-
tion of DGD. The proof of this proposition can be found in [67]
due to page limit.

Remark 3: A related algorithm is the perturbed push-sum
algorithm, also called subgradient-push, which was proposed
in [25] for average consensus problem over time-varying net-
work. Its convergence in the convex setting was developed in
[41]. Recently, its convergence (to a critical point) in the non-
convex setting was established in [57] under some regularity
assumptions. Moreover, by utilizing perturbations on the up-
date process and the assumption of no saddle-point existence,
almost sure convergence to a local minimum of its perturbed
variant was also shown in [57].

Remark 4: Another recent algorithm is decentralized
stochastic gradient descent (D-PSGD) in [33] with support
to nonconvex large-sum objectives. An (9(% + ﬁ)-ergodic
convergence rate was established assuming K is sufficiently
large and the step size « is sufficiently small. When applied to
the setting of this paper [33, Th. 1] implies that the sequence
(£ 1R V(! )H }converges tozeroattherate O(3-)

if the step size0 < a < 6L \F’ where ( is defined in (10). From

Theorem 1, we can also establish such an O(f)-ergodlc con-
LA, (W)
L

vergence rate of DGD as long as 0 < o < . Similar

rates of convergence to a stationary point have also been shown
for different nonconvex algorithms in [18], [28], [57].

C. Convergence Results of Prox-DGD

Similarly, we consider the convergence of Prox-DGD with
both a fixed step size and decreasing step sizes. The iteration (7)
can be reformulated as

Xk+1

= proxa“, (XLC — O V»Cm (Xk)) (20)

based on which, we define the Lyapunov function
’CA(l'k (X) £ 'C!IA» (X) + T(X)a

where werecall £, (x) = > fi(x(;)) + 2(” [x/|3_y - Then
(20) is clearly the forward-backward splitting (a.k.a., prox-
gradient) iteration for minimizex L,, (x). Specifically, (20)
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first performs gradient descent to the differentiable function
L., (x) and then computes the proximal of r(x).

To analyze Prox-DGD, we should revise Assumption 1 as
follows.

Assumption 4 (Composite objective): The objective func-
tion of (6) satisfies the following:

1) Each f; is Lipschitz differentiable with constant Ly, > 0.

2) Each (f; + r;) is proper, lower semi-continuous, coercive.

As before, " | fi(x(;)) is Ly-Lipschitz differentiable for
L f= maxl L fi-

1) Convergence Results of Prox-DGD With a Fixed Step Size:
Based on the above assumptions, we can get the global conver-
gence of Prox-DGD as follows.

Theorem 3 (Global convergence of Prox-DGD): Let {x"}
be the sequence generated by Prox-DGD (7) where the step
size « satisfies 0 < o < %f(w)
A (w )

when r;’s are convex; and

0<a< , when r;’s are not necessarily convex (this case

requires /\n( ) > 0). Let Assumptions 2 and 4 hold. Then
{x*} has at least one accumulation point x*, and any accumula-
tion point is a stationary point of La (x). Furthermore, the run-
ning best rates of the sequences {||x"*! — x’“|\2}, {gF11%y
and {||Z17VE(x") + L17¢"|2} (where g" ! is defined in
Lemma 16, and &* is defined in Lemma 17) are o( -). The

convergence rate of the sequence {4 S | 117 (Vf (x*F) +

I} is O(%).

In addition, if £,, satisfies the KE property at an accumulation
point x*, then {x"} converges to x*.

Theorem 3 assumes A, (W) > 0 when r;’s are nonconvex. If
this fails to hold, we can establish with W being replaced by
”%. As this changes the spectral property of W, it may slow
down the convergence rate. The rate of convergence of Prox-
DGD can be also established by leveraging the KE property.

Proposition 5 (Rate of convergence of Prox-DGD): Under
assumptions of Theorem 3, suppose that L, satisfies the KE
inequality at an accumulation point 2* with ¢(s) = ¢;s' = for
some constant ¢; > 0. Then the following hold:

a) If 6 =0, x k converges to x* in ﬁnitely many iterations.

b) If 6 € (0, 3], [|x* —x*|| < Cy 7" forall k > k* for some

k* >0 Cl>07'€[0 1).
o) If0 e (L,1), |xF —x*|| < O k~1-0/20-1) for all k >
k*, for certaln k*>0,C; > 0.

2) Convergence of Prox-DGD With Decreasing Step Sizes:
In Prox-DGD, we also use the decreasing step size (16). To
investigate its convergence, the bounded gradient Assumption 3
should be revised as follows.

Assumption 5 (Bounded composite subgradient): For each
i, V f; is uniformly bounded by some constant B; > 0, i.e.,
IV fi(z)| < B; forany x € R?. Moreover, ||¢;|| < B,, for any
& eori(z)andz e R, i=1...,n.

Let B=Y " | (B; + B,,). Then Vf(x)+ ¢ (where £ €
Or(x) for any x € R"*?) is uniformly bounded by B. Note
that the same assumption is used to analyze the convergence
of distributed proximal-gradient method in the convex setting
[8], [10], and also is widely used to analyze the convergence of
nonconvex decentralized algorithms like in [35], [36]. In light
of Lemma 17 (Section V.F), the claims in Proposition 3 and
Corollary 1 also hold for Prox-DGD.
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Proposition 6 (Asymptotic consensus and rate): Let As-
sumptions 2 and 5 hold. In Prox-DGD, use the step sizes (16).
There hold

k-1
Ix* == < O | Ix°NI¢" + By aj¢" |
j=0

and ||x* — x*|| converges to 0 at the rate of O(1/(k + 1)°).
Moreover, let x* be any global solution of the problem (6). Then
" —x*[f7 _y = [Ix"[|7_y = [Ix" —x"[|7_y) converges to 0
at the rate of O(1/(k + 1)*¢).

For any x € R"*P, define 5(x) = 31" | fi(x(;)) + ri(x(;))-
Let X' be a set of solutions of (6), Xopt = PT0jp1 (xF) e &t
and sopt = 5(Xopt) be the optimal value of (6). Define

K — Z?:U Ofkg(ikﬂ).
Z?:o Ok

Theorem 4 (Convergence and rate): Let Assumptions 2, 4

and 5 hold. In Prox-DGD, use the step sizes (16). Then

a) {La, (x*)} and {37, fi (x{;)) +7i(x(;))} converge to
the same limit;

b) 3750 (o5 (L + A (W) — Ly ) "1 = xM* < o0
when r;’s are convex; or, Y ;o (a;' A, (W) —
Ly)||x*1 —x*||? < 0o when r;’s are not necessarily
convex (this case requires A, (W) > 0);

c) if {¢} satisfies ||¢FF1 — ¢F|| < L, ||x*+! — x¥|| for each
k > kg, some constant L, > 0, and a sufficiently large
integer ko > 0, then

lim 17(VE(xF) + ¢ =0,

ey

where £"*1 € Or(x"*1) is the one determined by the

proximal operator (8), and any limit point is a station-

ary point of problem (6).

d) in addition, if there exists an isolated accumulation point,
then {x*} converges.

e) furthermore, if f; and r; are convex and \,, (W) > 0, then
the claims on the rates of { %} in Proposition 4 hold for
the sequence {5” } defined in (21).

Theorem 4(b) implies that the running best rate of ||x

x¥|? is o(7+=). The additional condition imposed on {£*} in

Theorem 4(c) is some type of restricted continuous regularity of

the subgradient Or with respect to the generated sequence. This

condition is only used to establish the desired inequality (68). If

Or is locally Lipschitz continuous in a neighborhood of a limit

point, then such Lipschitz condition on {¢¥} can generally be

satisfied, since {x*} is asymptotic regular, and thus x* will lies
in such neighborhood of this limit point when £ is sufficiently
large. There are many kinds of proximal functions satisfying
such assumption as studied in [66] (see, Remark 5 for detailed
information). Theorem 4(e) gives the convergence rates of Prox-

DGD in the convex setting.

Remark 5: A typical proximal function r satisfying the as-
sumption of Theorem 4 (c) is the ¢, quasi-norm (0 < g < 1)
widely studied in sparse optimization, which takes the form
r(z) = Y0, |2;]2.% From [11] and [66], there is a positive

B+l _

TWhen q = 0, we denote 0" = 0.
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lower bound for the absolute values of non-zero components of
the solutions of ¢, regularized optimization problem. Further-
more, as shown by [66, Property 1(b)], the sequence generated
by Prox-DGD also has the similar lower bound property. More-
over, by Theorem 4(b), we have ||x**1 — x*||? — 0ask — oc.
Together with the lower bound property, we can easily obtain the
finite support and sign convergence of {x* }, that is, the supports
and signs of the non-zero components will freeze for sufficiently
large k. When restricted to such nonzero subspace, the gradi-
ent of 7;(u) = |u|? is Lipschitz continuous for any |u| > 7 and
some positive constant 7, where 7 denotes the lower bound.
Besides ¢, quasi-norm, there are some other typical cases like
SCAD [16] and MCP [68] widely used in statistical learning,
satisfying the condition (c) of this theorem.

Remark 6: One tightly related algorithm of Prox-DGD is
the projected stochastic gradient descent (Proj SGD) method
proposed by [4] for solving the constrained multi-agent opti-
mization problem with a convex constraint set. When restricted
to the deterministic case as studied in this paper, the convergence
results of Proj SGD are very similar to that of Prox-DGD (see,
Theorem 4 (c)—(d) in this paper and [4, Th. 1]). However, there
are some differences between [4] and this paper. In short, Proj
SGD in [4] uses convex constraints, which correspond to set-
ting () in our paper as indicator functions of those convex sets.
Our paper also considers nonconvex functions like ¢/, quasi-
norm (0 < g < 1), SCAD, and MCP, which are widely used in
statistical learning. Another difference is that Proj SGD of [4]
uses adaptive-then-combine (ATC) and Prox-DGD of this pa-
per does combine-then-adaptive (CTA). By [4, Assumption 2],
Proj SGD uses decreasing step sizes like O(k¢) for some
€ > 1/2. We study the step size o, = O(k~¢) forany 0 < e <1
for Prox-DGD, as well as a fixed step size.

IV. RELATED WORKS AND DISCUSSIONS

We summarize some recent nonconvex decentralized al-
gorithms in Table III. Most of them apply to either the
smooth optimization problem (1) or the composite optimization
problem (2) and use diminishing step sizes. Although (1) is a
special case of (2) vialetting r; (2z) = 0, there are still differences
in both algorithm design and theoretical analysis. Therefore, we
divide their comparisons.

We first discuss the algorithms for (1). In [57], the authors
proved the convergence of perturbed push-sum for nonconvex
(1) under some regularity assumptions. The convergence results
for the deterministic perturbed push-sum algorithm obtained in
[57] are similar to those of DGD developed in this paper un-
der similar assumptions (see, Theorem 2 above and [57, Th. 3]).
The detailed comparisons between two algorithms are illustrated
in Remark 3. In [33], the sublinear convergence to a stationary
point of D-PSGD algorithm was developed under the nonconvex
setting. DGD studied in this paper can be viewed a special D-
PSGD with a zero variance. In [18], a primal-dual approximate
gradient algorithm called ZENITH was developed for (1). The
convergence of ZENITH was given in the expectation of con-
straint violation under the Lipschitz differentiable assumption
and other assumptions. The last one is the proximal primal-dual
algorithm (Prox-PDA) recently proposed in [21]. The 0(%)-rate
of convergence to a stationary point was established in [21].
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Latter, a perturbed variant of Prox-PDA was proposed in [22]
for constrained composite (smooth+nonsmooth) optimization
problem with a linear equality constraint.

Table III includes three algorithms for solving the composite
problem (2), which are related to ours. All of them only deal
with convex r; (whereas r; in this paper can also be noncon-
vex). In [36], the authors proposed NEXT based on the previous
successive convex approximation (SCA) technique. The iterates
of NEXT include two stages, a local SCA stage to update local
variables and a consensus update stage to fuse the information
between agents. While NEXT has results similar to Prox-DGD
using diminishing step sizes. Another interesting algorithm is
decentralized Frank-Wolfe (DeFW) proposed in [62] for non-
convex, smooth, constrained decentralized optimization, where
a bounded convex constraint set is imposed. There are three
steps at each iteration of DeFW: average gradient computa-
tion, local variable evaluation by Frank-Wolfe, and information
fusion between agents. In [62], the authors established conver-
gence results similar to Prox-DGD under diminishing step sizes.
The stochastic version of DeFW has also been developed in [27]
for high-dimensional convex sparse optimization. The next one
is projected stochastic gradient algorithm (Proj SGD) [4] for
constrained, nonconvex, smooth consensus optimization with a
convex constrained set. The detailed comparison between Proj
SGD and Prox-DGD are shown in Remark 6.

Based on the above analysis, the convergence results of DGD
and Prox-DGD with decreasing step sizes of this paper are
comparable with most of the existing ones. However, we allow
nonconvex nonsmooth r; and are able to obtain the estimates
of asymptotic consensus rates. We also establish global conver-
gence using a fixed step size while it is only found in ZENITH.

V. PROOFS

In this section, we present the main proofs of our main theo-
rems and propositions.

A. Proof for Theorem 1

The sketch of the proof is as follows: DGD is interpreted as
the gradient descent algorithm applied to the Lyapunov func-
tion L, following the argument in [65]; then, the properties of
sufficient descent, lower boundedness, and bounded gradients
are established for the sequence {£,, (x*)}, giving subsequence
convergence of the DGD iterates; finally, whole sequence con-
vergence of the DGD iterates follows from the KL property
of L.

Lemma 1 (Gradient descent interpretation): The sequence
{x"} generated by the DGD iteration (5) is the same sequence
generated by applying gradient descent with the fixed step size
« to the objective function £, (x).

A proof of this lemma is given in [65], and it is based on
reformulating (5) as the iteration:

Pl = xF — o(VE(x") 4+ a7 (T — W)xF)

=xF —aVL,(x"). (22)

Although the sequence {x*} generated by the DGD iteration (5)
can be interpreted as a centralized gradient descent sequence of
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function £, (x), it is different to the gradient descent of the
original problem (3).

Lemma 2 (Sufficient descent of {L, (x*)}): Let ~ Assump-
tions 1 and 2 hold. Set the step size 0 < o < w It holds
that

ﬁa(xk+1) < ['a (Xk)
1 e
- 5(ofl(l + A (W) — Ly [|x" 1 —x¥|1?, vk e N.
(23)
Proof: From x**1 = x* — aV L, (x"), it follows that
_x

k+1 _ Xk||2

(VL (xF), xFH — xFy = (24)

o
Since )" | Vfi(x(;)) is Ly-Lipschitz, VL, is Lipschitz with
the constant L* £ L; + a " Ayax (I — W) =Ly + a1 (1 —
An (W), implying

Lo(xF) < Lo (xF) + (VL (xF), xF T —xF)
+ %ka“ —x"|2. (25)
Combining (24) and (25) yields (23). [ |

Lemma 3 (Boundedness): Under Assumptions 1 and 2, if

0<a< %f(”)’ then the sequence {L,(x*)} is lower

bounded, and the sequence {x*} is bounded, i.e., there exists a
constant B > 0 such that ||x*|| < B for all k.

Proof: The lower boundedness of L, (x*) is due to the
lower boundedness of each f; as it is proper and coercive
(Assumption 1 Part (2)).

By Lemma 2 and the choice of «, £, (x*) is nonincreas-
ing and upper bounded by £, (x") < +o00c. Hence, 17 f(x*) <
L, (x") implies that x* is bounded due to the coercivity of
17f(x) (Assumption 1 Part (2)). [ |

From Lemmas 2 and 3, we immediately obtain the following
lemma.

Lemma 4 ({}-summable and asymptotic regularity!): Tt holds
that Y°;  [|x" ! — x¥||? < +00 and that ||x*T! —x*||—0
as k — oo.

From (22), the result below directly follows:

Lkemma 5 (Gradient bound): ||V L, (x*)|| < a7 t||xF*!

— x|

Based on the above lemmas, we get the global convergence
of DGD.

Proof of Theorem 1: By Lemma 3, the sequence {x*} is
bounded, so there exist a convergent subsequence and a limit
point, denoted by {x*s },.ny — X* as s — +o00. By Lemmas 2
and 3, £, (x") is monotonically nonincreasing and lower
bounded, and therefore £,, (x*) — £* for some £* and ||x**+1 —
x¥|| — 0 as k — oo. Based on Lemma 5, ||VL,, (x")|| — 0 as
k — oo. In particular, || VL, (x**)|| — 0as s — oo. Hence, we
have VL, (x*) = 0.

The running best rate of the sequence {||x**1 — x*||?} fol-
lows from [13, Lemma 1.2] or [26, Th. 3.3.1]. By Lemma 5, the
running best rate of the sequence {[|V L, (x*)*} is o().

A sequence {ay.} is said to be asymptotic regular if [|az 41 — aj || — 0 as
k — oc.
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By (11), VL, (x*) = VF(x") + a1 (I — W)x*, which im-
plies L17Vf(x*) = 117V L, (x*) due to 217 (1 — W) = 0.
Thus,

2 2

1
17 VE () < VL (M),

1
|| 2q7 k
Hn VL, (x")

which implies the running best rate of {[| £ 17 Vf(x*)||*} is also

o(1).

&
By Lemmas 2 and 5, it holds

2

IVE2 6 < a3 W) —ay)

(La (Xk)_‘ca (Xkﬂ_l))v

which implies

2(Lao(x") = L7)
a(l+ X, (W) —aL;)K’

1 K-1
= 3 IVE GO <
k=0

Moreover, note that || 2 17 V£ (x*)[|* < [ VL, (x*)]|*. Thus, the
convergence rate of {4 Z/f:iol [L17VE(x")[?}is O(%).

Similar to [2, Th. 2.9], we can claim the global convergence
of the considered sequence {xk} reN under the KE assumption
of L,. [ |

Next, we derive a bound on the gradient sequence {Vf(x*)},
which is used in Proposition 1.

Lemma 6: Under Assumption 1, there exists a point y* sat-
isfying Vf(y*) = 0, and the following bound holds

IVEGHI <D £ Ly(B+|y'll), VkeN, (26)
where B is the bound of ||x*|| given in Lemma 3.

Proof: By the lower boundedness assumption (Assumption 1
Part (2)), the minimizer of 17 f(y) exists. Let y* be a minimizer.
Then by Lipschitz differentiability of each f; (Assumption 1
Part (1)), we have that Vf(y*) = 0.

Then, for any k, we have

IVE(x")|| = | VE(x") — VE(y")|| < Ly [Ix* -y
(Lemma3) < Ly(B+ [ly*])-

Therefore, we have proven this lemma. [ |

B. Proof for Proposition 2
Proof: Note that

VLo K < VL (X)) = VL (M) + [V Lo (7))
< L*”XkJrl o Xk” + O[fl”XkJrl o Xk”
= (@12 = A (W) + Lp) X" = x|,

where the second inequality holds for Lemma 5 and the Lip-
schitz continuity of VL, with constant L* = Ly + a’l(l —
A, (W)). Thus, it shows that {x*} satisfies the so-called rela-
tive error condition as list in [2]. Moreover, by Lemmas 2 and
3, {x*} also satisfies the so-called sufficient decrease and con-
tinuity conditions as listed in [2]. Under such three conditions
and the KL property of £, at x* with ¢(s) = ¢s' =, following
the proof of [2, Lemma 2.6], there exists ky > 0 such that for
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all £ > kg, we have

b
2t x| <t — x4 =

X ((La(x") = La ()N = (La (") = Lo (x))'7),
27

where a£ L (a™ (14+X,(W)) — Ly) and b=~ (2— X, (W))
+ L. Then, an easy induction yields

k

b
Ml X < e - x4 2
t=ko a

X ((La (") = La(x))0 = (La(x"1) = Lo (x))7).

Following a derivation similar to the proof of [1, Th. 5], we can
estimate the rate of convergence of {x*} in the different cases
of 0. |

C. Proof for Proposition 3

In order to prove Proposition 3, we also need the following

lemmas.
k
. AN ——

Lemma 7: ([40, Proposition 1]) Let W* = W ... W be the
power of W with degree k for any k£ € N. Under Assumption 2,
it holds
<c¢h

HW’c Ly (28)
n

for some constant C' > 0, where ( is the second largest magni-
tude eigenvalue of W as specified in (10).
Lemma 8: ([48, Lemma 3.1]) Let {7;} be a scalar se-

quence. If limy, ., v, =y and 0 < 8 < 1, then limy, ., Zf:o
By = 5.
Proof of Proposition 3: By the recursion (17), note that

xF %k = (Wk — 111T> xV
n
k—1 1
- Zaj (W“f - 11T> VE(x'). (29)
n
j=0

Further by Lemma 7 and Assumption 3, we obtain

. 1
n

k-1
+ Z Q;

j=0

I

wh1-7 — l11T || VE(D)|
n

k—1
<C [ IKNI¢F+BY a;¢h (30)

j=0
Furthermore, by Lemma 8 and step sizes (16), we get
limy, o [|x* — %F|| = 0.

Let by = (k + 1)7. To show the rate of ||x* — x¥||, we only
need to show that

lim b, '|x" —x*|| < C*
k—00
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for some 0 < C* < oo. Let jij £ [k — 1+ 2log, (b, ")] (where
[x] denotes the integer part of x for any 2 € R). Note that

bt = x|

k-1
< bt [ IxI¢E + B aych
j=0

Ik
= C|x"||b;'¢" + CBb " Y "¢t
j=0
k-1 _
+CBb Y o

i=ij+1

AT+ Ty + Ty, (31)

where the first inequality holds because of (30).
In the following, we will estimate the above three terms in
the right-hand side of (31), respectively. First, by the definition

3 il
E-1-j L

of ji, for any j < j, we have b, '¢ = <b '¢(—= <1
Thus,
Tk 4
Ty < CBZajg(k—l—J)/Q. (32)
Jj=0
Second, for j; < j <k—1,
-1 (k+1) (k+1)°
bk e} < m < 7
Ly +1)¢ = Ly(k — 1+ 2cloge (k + 1))
(k+1)°

and also b, 'a; > = ﬁ Thus, for any j, < j <

Ly(k+1)
k—1, limy oo b, 'y = ﬁ Furthermore, note that limg_,
b, ' ¢"/? = 0. Therefore, there exists a k* such that for k > k*,
bkflaj < % and b;lg k/2 < 1. The above two inequalities im-
ply that for sufficiently large &,

T <CIX°¢M?, Ty < 2f—B | kz‘i ¢ (33)
J=gi+1
From (32) and (33), we get
bl — x| < Ol ¢
+CB ia-d“”/? + 2 ki Ch1 ). (34
j=0 ' L j=jl+1
By Lemma 8 and (34), there exists a C* > 0 such that
Jim bt lx" — % < ¢ (35)
We have completed the proof of this proposition. |

D. Proof for Theorem 2

To prove Theorem 2, we first note that similar to (22), the
DGD iterates under decreasing step sizes can be rewritten as

Xk+1 _ Xk — ay VL(” (Xk), (36)
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where L,,, (x) = 17f(x) + ﬁ
following lemmas.

Lemma 9 ([50]): Let {v; } be a nonnegative scalar sequence
such that

x/|2_y, and we also need the

Vg1 < (L+b)ve —ue + ¢

forallt € N, where b; > 0,u; > 0and ¢, > 0with ), /b, <
oo and Yy 2 ¢ < oo. Then the sequence {v;} converges to
some v > 0and > ;7 uy < o0.
Lemma 10: Let oy, satisfy (16). Then it holds
oty —ap ! <2eLy(k+1)"
Proof: We first prove that
(14+2) —1< 2, Vzelo1] 37)
Let g(z) = (1 + )¢ — 1 — 2ex. Then its derivative
d(@)=e(l+2) ' —2<0, Vael01].

It implies g(x) < g(0) =0 for any x € [0, 1], that is, the in-
equality (37) holds.
Note that

oty — ot =Le((k+2) — (k+1))

= L(k+ 1) <(1+ k}d) - 1>

<2eLy(k+1)1, (38)
where the last inequality holds for (37). |
The following shows that {(cv !, —a;")|Ix" 1|7y, } is

summable.
Lemma 11: Let Assumptions 1, 2, and 3 hold. In DGD,

use step sizes oy in (16). Then {(oy 1, — aj ") IxX* 17y}
is summable, i.e., Y 5 (o, — o) IxXFH[F, < oo
Proof: Note that
k k 2k
e R b
< (=AW= =P (39)

By Lemma 10,
(G a7y < 2eLp(k+ D)Xy

< 2eLp(k+ 1) (1= A (W))[x" —

ik+1H2' (40)
Furthermore, by (40) and Proposition 3, the sequence {(alz}rl
—a;)||x" 12, } converges to O at the rate of O(1/(k
+1)'*), which implies that the sequence {(oy 1, — ;")
[[x" 1|3y } is £1-summable, i.e., > 07 o (o1, — o ) [x" !
7 3 < oo. [ ]

Lemma 12 (convergence of weakly summable sequence): Let
{Br} and {~;. } be two nonnegative scalar sequences such that

a) v, = ﬁ, for some € € (0,1], k € N;

b) > 5o B < o

) [Bkr1 — Bl S s
where “<”means that |5;1 — x| < M~ for some constant
M > 0, then limy, ., 8 — O.

We call a sequence {fj. } satisfying Lemma 12 (a) and (b)
a weakly summable sequence since itself is not necessarily
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summable but becomes summable via multiplying another non-
summable, diminishing sequence {~ }. It is generally impossi-
ble to claim that J3; converges to 0. However, if the distance of
two successive steps of {3 } with the same order of the multi-
plied sequence v, then we can claim the convergence of ). A
special case with e = 1/2 has been observed in [12].

Proof: By condition (b), we have

k+k'

Z VB — 0,
i—k

as k — oo and for any k' € N.

In the following, we will show limy_.., 5 = 0 by contra-
diction. Assume this is not the case, i.e., G, - 0 as k — oo,
then lim sup;,_, ., B = C* > 0. Thus, for every N > kg, there
exists a k > N such that 3, > % Let

(41)

C*
K & k+1)°
where [z] denotes the integer part of = for any = € R. By con-
dition (¢), i.e., |3j+1 — B;] < M~; forany j € N, then

*

C
Bryi = —

T Yie {01 K} (42)

Hence,

E+k o kR C

k+ k'
B> > -
;k VB > 1 ]Ek’y, 2 /k (z+1)“dzx (43)

75 B+ F ) = (k1)) e € (0,1),
C (In(k + K +1) — In(k + 1)),

e=1.

Note that when € € (0,1), the term (k+ & +1)'7¢ — (k +
1)} is monotonically increasing with respect to k, which im-
plies that Zfi}:l 7y, B; is lower bounded by a positive constant
when e € (0, 1). While when € = 1, noting that the specific form

of k', we have
=1In
k+1 aM )’

which is a positive constant. As a consequence, Zf;’,ﬁ/ v; B will
not go to 0 as k& — 0, which contradicts with (41). Therefore,
limkﬁoo ﬁk =0. [ |

Proof of Theorem 2: We first develop the following
inequality

In(k+k +1)—In(k+1)=1In (1 +

CQL»+1 (xk+1) S ‘Cak (Xk) + 1(O[I;Jlrl

k+1)2
2 Hlfﬂ/

) x

O M) - L) @

and then claim the convergence of the sequences {L,, (x*)},
{17£(x")} and {x"} based on this inequality.
a) Development of (44): From x*+1 = x* —a, VL, (x"),

it follows that
||Xk+1 _ Xk ”2

(VL (xF),x"1 —xF) = (45)

€73
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Since )" | V fi(x(;)) is Ly-Lipschitz, VL, is Lipschitz with
the constant Ly £ Ly + a; ' Apax(I = W) =Ly +a; ' (1 —
An (W), implying

['ak (XkJrl)
< Lo () 4 (VL (), — ) 2 et 2
1
= Lag () — 4 (0 (1 An (W) — L) x4 |2
(46)
Moreover,
‘Cﬂkﬂ (Xk%l)
1
= Lo G Sty —ap I . @)

2
Combining (46) and (47) yields (44).
b) Convergence of objective sequence: By Lemma 11 and
Lemma 9, (44) yields the convergence of {£,,, (x*)} and
(o' (L+ XN (W) = Ly) [ = x*[]* <00 (48)

k=0
k+1

which implies that ||x**1 — x¥||? converges to 0 at the rate of

o(k~¢) and {x*} is asymptotic regular Moreover, notice that
i XM 7w = o e = =7

< (1= X W)Ly (k + 1)°Ix" —x"1%.

By Proposition 3, the term «;'[|x"||?_y;; converges to 0 as

k — oo. As a consequence,
k|2
(ﬁak (x") — =" 7w )

lim 1Tf(xk) =
QOLk

k—o0

lim

= lim £,, (Xk)
k—o00

c) Convergence to a stationary point: Let Vf(xF) 2
L1117 V£ (x*). By the specific form (16) of o, we have

' (T+ XN, (W) — Ly
=a; ' (L+ M\ (W) = Lyoy)

> ol (1 (W) (49)

)
(k[) + 1)5
for all k > ko, where ko = [(1+ A, (W)) 7], i.e., the integer
part of (1+ X, (W))~*. Note that

. ) 1 3
||)—<k+1 _}—(kH _ HllT(XA+1 _Xk)
n
< ||Xk+l _XkH (50)

Thus, (48), (49) and (50) yield

DR - %2 < o0 (51)

k=0
By the iterate (5) of DGD, we have

g = VE(xY). (52)
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Plugging (52) into (51) yields

Zame )P < (53)
k=0
Moreover,
[IVEGEEN)P = IVE(") ||
< VE"Y) = VEGR)|| - (I VEE [+ [ VED)])

< 2B||Vf(xF) —
) — VE(x")|
< 2BL;|x" T — k|,

VEE
< 2B||Vf(xF*!
(54)

where the second inequality holds by the bounded gradient
assumption (Assumption 3), the third inequality holds by the
specific form of Vf(x"), and the last inequality holds by the
Lipschitz continuity of Vf. Note that

ka+1 _Xk”

_ ||Xk+1 _XkJrl +Xk+l —ik _’_xk _ Xk”

< = % = x| [ VEGS) |

< a, (55)

where the first inequality holds for the triangle inequality and
(52), and the last inequality holds for Proposition 3 and the
bounded assumption of Vf. Thus, (54) and (55) imply

IVEDIP = IVEED)P] S . (56)

By the specific form (16) of ay, (53), (56) and Lemma 12, it
holds

Jlim [VE(x")|? =0 (57)
Asa consequence,
lim 17 Vvf(x") = 0. (58)

k—o0

Furthermore, by the coercivity of f; for each i and the conver-
gence of {17 f(x*)}, {x"} is bounded. Therefore, there exists
a convergent subsequence of {x*}. Let x* be any limit point of

{x*}. By (57) and the continuity of Vf, it holds
17 Vf(x*) = 0.

Moreover, by Proposition 3, x* is consensual. As a consequence,
x* is a stationary point of problem (3).
In addition, if x* is isolated, then by the asymptotic regularity
of {x*} (Lemma 4), {x"} converges to x* [44].
|

E. Proofs for Theorem 3 and Proposition 5

In order to prove Theorem 3, we need the following lemmas.
Lemma 13: ([10, Proposition 3]) Let & : R% — R be a con-
tinuously differentiable function whose gradient is Lipschitz

continuous with constant L;,. Then for any x, y,u € R?,
h(u) > h(zx) +

Ly,
(Vh(y),u— ) = |z =y,
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Lemma 14 (Sufficient descent of {ﬁu (x¥)}): Let Assump-

tions 2 and 4 hold. Results are given in two cases below:

Cl: r;’s are convex. Set 0 < o < %

< L, (xM)

(a_l(l + )\n (W)> -

ﬁa Xk,+l)

—~

x"||?,Vk € N.
(59)

Lf)HXk-H _

N =

C2: r;’s are not necessarily convex (in this case, we assume
A (W) > 0). Set 0 < a < 27,

< L,(x")

— Ly)||x"t — x*||?, vk € N.

(60)

Proof: Recall from Lemma 2 that VL, (x) is L*-Lipschitz
continuous for L* = Ly + a1 (1 — A\, (W)), and thus

ﬁn (Xk+1) o [:ry (Xk)

= Lo (3" = Lo (") + (") = r(x")

*

L
_ xk -
x>+2

< <V,C,1(Xk),xk+l k+1 _Xk”?

%

+r(xk+1)

C1: From the convexity of r, (8), and (20), it follows that

—r(x"). (61)

0=¢h+l 4 é(xkﬂ —xf +ave, (Xk))’ il e gr(xh ).
This and the convexity of r further give us

r(xE LY — p(xh) < (EFFD xR k)

_ _é”Xk-Jrl —xF 2 (VL (x5), xF L - xbY.

Substituting this inequality into the inequality (61) and then

expanding L* = Ly + a1 (1 — A, (W)) yield
. A 1 L ,
ﬁn(xk+1) _ L:H(Xk) < - < o > ||Xk+1 _ Xk||2
e 2
1,
= =5 (@7 (A A (W) = Ly ) [ = ]2,

Sufficient descent requires the last term to be negative, thus
0< o< 20
C2: From (8) and (20), it follows that the function r(u) +

Jlu—(x* —a Vi IV reaches its minimum at u = x*+1. Com-
paring the values of this function at x**! and x* yields
PO — () < o (- a VL, ()P
_ i”xk“ — (%" —aVL, (x9)|]?
_ _i”XkJrl — P[P (VLo (5), xF T — xF).
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Substituting this inequality into (61) and expanding L* yield

ﬁa(xk+l) _ ﬁa(xk) < - (i _ Lf) ka+1 _XkHQ

2c 2
Lo k1 k)2
= =5 (@7 A (W) = Ly) [ —xF%.
. . )\” (VV)
Hence, sufficient descent requires 0 < o < “ [ |

Lemma 15 (Boundedness): Under the conditions of
Lemma 14, the sequence {£, (x*)} is lower bounded, and the
sequence {x"} is bounded.

Proof: The lower boundedness of {L,(x*)} is due to
Assumption 4 Part (2).

By Lemma 14 and under a proper step size, L (x")
is nonincreasing and upper bounded by La (x°). Hence,
>oioy (fi(x(i)) + ri(x(;))) is upper bounded by L (x). Con-
sequently, {x"} is bounded due to the coercivity of each f; + 7;
(see Assumption 4 Part (2)). [ |

Lemma 16 (Bounded subgradient): Let AL, (x"*') denote
the (limiting) subdifferential of ﬁa, which is assumed to exist
for all k € N. Then, there exists g"*1 € OL, (x"*1) such that

lg" Ml < (@2 = X (W) + L) [lx" " — x"]].

Proof: By the iterate (20), the following optimality condition
holds
0cat(xM! —xF +ave,(xh) +or(x"),  (62)

where Or(x"*1) denotes the (limiting) subdifferential of 7 at
x# 1, For any ¢¥*1 € 9r(xF*1), it follows from (62) that

VLo (xFH1) 4 ¢ht!
=a (x" —x"T) + (VL. (x") = VL. (x")),
which immediate yields
VLo (xMH1) + €541
<aHx x| ([ VL (3T = VL (x|
< (a7t LRt - xF|
< (a7H 2= A (W) + L) "1 ="

Thus, then the claim of Lemma 16 holds. [ |
Based on Lemmas 14-16, we can easily prove Theorem 3
and Proposition 5.
Proof of Theorem 3: The proof of this theorem is similar to

that of Theorem 1 and thus is omitted. |
Proof of Proposition 5: The proof is similar to that of
Proposition 2. We shall however note that in (27), a = %(oﬁl

(14 Xy (W)) = Ly) if r;’s are convex, while a = $(a ™',
(W) — Ly) if r;’s are not necessarily convex and A, (W) > 0.
|

FE. Proofs for Theorem 4 and Proposition 6

Based on the iterate (7) of Prox-DGD, we derive the following
recursion of the iterates of Prox-DGD, which is similar to (17).
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Lemma 17 (Recursion of {x*}): For any k € N,

k—1
xF =whkx? — Z oszk_l_j(Vf(xj) + &),
j=0

(63)

where ¢/ € 9r(x/*1) is the one determined by the proximal
operator (8), forany j =0,...,k — 1.

Proof: By the definition of the proximal operator (8), the
iterate (7) implies

xE 4 et = Wxk — oy, VE(x), (64)
where £¥t1 € 9r(x*+1), and thus

xFH = WP — o (VE(XP) + €51, (65)
By (65), we can easily derive the recursion (63). |

Proof of Proposition 6: The proof of this proposition is sim-
ilar to that of Proposition 3. It only needs to note that the subgra-
dient term V£ (x7) + &/ is uniformly bounded by the constant
B for any j. Thus, we omit it here. ||

To prove Theorem 4, we still need the following lemmas.

Lemma 18: Let Assumptions 2 and 4 hold. In Prox-DGD,
use the step sizes (16). Results are given in two cases below:

C1: r;’s are convex. Forany k € N,

o 1
k+1 k -1 -1 k412
‘C’Oékﬂ (x N ) < £Otk (x") + E(O‘k+1 - Q. )HX - HI—W

- %(a;l(lﬂn(W)) = L)l = xR, (66)
C2: 7;’s are not necessarily convex. For any k € N,

Loy iy (1) < Loy (24) + 5y — a3y

—%( (W) = Ly ) [ — |2, (67)

Proof: The proof of this lemma is similar to that of
Lemma 14 via noting that

Loy (Xk+1) =La, (Xk) + (Lo (XkJrl) — La, (XkJrl))
(Lo (K1) = Loy (x1),

and

1
»Cak +1 (X]H_l) - Eak (Xk+1) = i(alz}rl - Ollzl)”Xk+1 H%fVV .
While the term £, (x**1) — £, (x*) can be estimated simi-
larly by the proof of Lemma 14. |
Lemma 19: Let Assumptions 2, 4 and 5 hold. In Prox-DGD,
use the step sizes (16). If further each f; and r; are convex, then
for any u € R"*? | we have

L, (X]H_l) — Ly, () <

< E(lek —ul? =[x —ul?).

The proof of this lemma can be found in [67] due to page
limit.

Proof of Theorem 4: Based on Lemmas 18 and 19, we can
prove Theorem 4. The proof of Theorem 4(a)—(d) is similar to
that of Theorem 2, where one minor difference is that (54) in
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the proof of Theorem 2 is updated as
IVEGHT) + €12 — [ V") + ]
< (VEEET) + € — (VE(x") + €4l
< (IVEEH + [ VEGE) + €4
< 2B(VE(") + 1) — (VER") + 64|
< 2B(VE") + €M) — (VER") + €Y

<2B(Ly + L,)||x" T — x|, (68)
where £¥ £ 1117¢#, and the final inequality holds for the
Lipschitz assumption on {¢*} for large k in Theorem 4(c).
The proof of Theorem 4(e) is very similar to that of
Proposition 4. |

VI. CONCLUSION

In this paper, we study the convergence behavior of the al-
gorithm DGD for smooth, possibly nonconvex consensus op-
timization. We consider both fixed and decreasing step sizes.
When using a fixed step size, we show that the iterates of DGD
converge to a stationary point of a Lyapunov function, which
approximates to one of the original problem. Moreover, we esti-
mate the bound between each local point and its global average,
which is proportional to the step size and inversely proportional
to the gap between the largest and the second largest magnitude
eigenvalues of the mixing matrix. This motivate us to study the
algorithm DGD with decreasing step sizes. When using decreas-
ing step sizes, we show that the iterates of DGD reach consensus
asymptotically at a sublinear rate and converge to a stationary
point of the original problem. We also estimate the convergence
rates of objective sequence in the convex setting using different
diminishing step size strategies. Furthermore, we extend these
convergence results to Prox-DGD designed for minimizing the
sum of a differentiable function and a proximal function. Both
functions can be nonconvex. If the proximal function is convex,
a larger fixed step size is allowed. These results are obtained by
applying both existing and new proof techniques.
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