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Electron-transfer-induced and phononic heat transport
in molecular environments
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A unified theory of heat transport in environments that sustain intersite phononic coupling and electron
hopping is developed. The heat currents generated by both phononic transport and electron transfer
between sites characterized by different local temperatures are calculated and compared. Using typical
molecular parameters we find that the electron-transfer-induced heat current can be comparable to
that of the standard phononic transport for donor-acceptor pairs with efficient bidirectional electron
transfer rates (relatively small intersite distance and favorable free-energy difference). In most other
situations, phononic transport is the dominant heat transfer mechanism. Published by AIP Publishing.
https://doi.org/10.1063/1.4990410

I. INTRODUCTION

The interplay between electric current and heat transfer
drives energy conversion in diverse thermoelectric applica-
tions and results in a multitude of chemical functionalities
which can be harnessed to perform operations in molecular
devices, junctions, and machines.1–10 Understanding the phys-
ical underpinnings of these processes and how they can be
utilized for optimal functionality is a critical focus in nonequi-
librium dynamics. In the regime where electron dynamics are
strongly coupled with the motions of a surrounding thermal
environment, charge transport between donor and acceptor
molecules is dominated by hopping-type events, and electron
transfer (ET) reactions can be described using the theory devel-
oped largely by Marcus,11–17 Levich,18 and Hush.19–21 The
so-called Marcus theory is a semiclassical theory that connects
electron tunneling with transition state theory (TST)16,22–27

and gives qualitative and sometimes quantitative predictions
of reaction rates in the limit of strong electron-phonon cou-
pling where a system’s dynamical evolution can be described
by electron occupation probabilities on the donor and accep-
tor sites. Multidimensional variants of Marcus theory have
also been applied to cases where electron transport is coupled
with other reactive coordinates, such as in proton-coupled elec-
tron transfer, and also to reactions that involve the transfer of
multiple electrons.28–37

Energy (heat) transport in metals is dominated by elec-
tronic motion. By contrast, energy transport in molecular sys-
tems can occur through several channels depending on the form
of energy transferred. Thermal energy (heat) transport is dom-
inated by the phononic mechanism, i.e., the interaction and
subsequent energy transfer between vibrational modes which
are in contact with thermal environments of different temper-
atures.38–49 In addition to studies that have elucidated the con-
nection between composition, morphology, and microscopic
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structures of different environments and their heat conduction
properties,50–61 many recent studies have resulted in the devel-
opment of molecular devices56 such as thermal transistors62–64

and thermal rectifiers43,65,66 which use heat to perform useful
functions and logical operations.

In contrast to metals, in the development of theories for
charge and energy transport in molecular systems, a princi-
pal postulate is the absence of direct interdependence: charge
transport takes place through electron transfer while heat trans-
port occurs through phononic interactions. However, it has
been recently shown that the transfer of electrons between a
donor and acceptor whose environments are at different local
temperatures generates a heat current solely from the elec-
tron transport.67–69 In previous work, this ET-induced heat
transport (ETIHT) has been examined between redox molec-
ular motifs, at molecule-metal interfaces, and in molecular
junctions using two significant approximations: (a) vibrational
contributions to the total heat conduction were ignored to con-
centrate solely on the heat transport due to electron transfer
and (b) the nuclear modes involved in the ET process were
assumed to couple to, and to be in thermal equilibrium with,
their local environments, e.g., the donor or acceptor neigh-
borhood. Here, we augment this formalism to include vibra-
tional heat transfer by allowing mode coupling to both sites.
At steady state, each mode carries heat currents between the
environments of different local temperatures to which it is cou-
pled. At the same time, such modes promote electron transfer
as described by the generalized Marcus theory of Refs. 67
and 68. This augmented theory allows direct comparison
between the magnitude of the ET-induced and phononic heat
conduction.

The remainder of the article is organized as follows:
In Sec. II, we discuss details of the applied model and
develop a unified theory for electron transfer, ETIHT, and
phononic heat transfer by merging stochastic Langevin dynam-
ics with multithermal Marcus theory. Section III contains the
results obtained through application of the developed the-
ory to different systems, with a specific focus placed on the
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interplay and magnitude comparison between phononic and
electron-transfer-induced heat transport. Concluding remarks
are given in Sec. IV, and the outlook for future work is also
discussed.

II. THEORY OF MULTITHERMAL ELECTRON
TRANSFER AND HEAT CONDUCTION
A. System details

To examine the relation between electron transfer and
heat conduction as expressed by the ETIHT phenomenon, we
apply a model that incorporates nonequilibrium Langevin-
type stochastic dynamics into semiclassical Marcus-Levich
ET theory.11,12,16,70 The model is based on the Marcus-Levich
picture of energy transfer in which a two-state (electron on
donor and electron on acceptor) electronic system is coupled
to N vibrational modes whose dynamics control the electron
transfer. In departure from the Marcus-Levich picture, each
mode is assumed to be in contact with two heat bath sites,
denoted as a and b (we will henceforth take these to be the
donor and acceptor sites) with respective local temperatures
Ta and Tb. The motion of mode i is modeled by the Langevin
equation,

ẍi = −γ
(i)
a ẋi − γ

(i)
b ẋi −

∂Ẽs (X)
∂xi

+ ξ(i)
a (t) + ξ(i)

b (t), (1)

where X= {x1, . . . , xN }, Ẽs(X) is a mass-weighted energy sur-
face whose geometry depends on the electronic state s of the
system, γ(i)

a and γ(i)
b are coupling strengths to baths a and b, and

ξ(i)
a (t) and ξ(i)

b (t) are stochastic noise terms of the respective
bath. The stochastic terms obey the relations〈

ξ(i)
K (t)ξ(i)

K (t ′)
〉
= 2γ(i)

K kBTK m−1
i δ(t − t ′), (2)〈

ξ(i)
a (t)ξ(i)

b (t ′)
〉
= 0, (3)〈

ξ(i)
K (t)

〉
= 0, (4)

where K ∈ {a, b} and 〈. . .〉 denotes an average over the real-
izations of the noise. These correlations imply that the noise
from each thermal source is white and is not correlated with the
noise in the other bath or the noise in any other mode. The full
dynamics of the system is described by N equations analogous
to (1)—one for each mode—which are represented in a diag-
onal basis. However, electron transfer is a collective nuclear
process involving all modes that are sensitive to the electronic
occupations of the donor and acceptor sites. Consequently
the modes interact through the geometrical modification of
the underlying energy surface associated with the electronic
states.

Here, electronic transport and ETIHT are modeled using a
multithermal variant of Marcus ET theory.67,68 The system has
two electronic states: A and B, which correspond to electron
localization on site a and site b, respectively. When the system
is in electronic state A, the energy is

EA(x1, . . . , xN ) = E(A)
0 +

N∑
i

1
2

ki

(
xi − λ

(A)
i

)2
, (5)

and in electronic state B,

EB(x1, . . . , xN ) = E(B)
0 +

N∑
i

1
2

ki

(
xi − λ

(B)
i

)2
, (6)

where ki is the force constant of the ith mode and E(s)
0 : s

∈ {A, B} is the electronic energy origin of the respective
state. The factors λ(s)

i : s ∈ {A, B} parameterize configurational
changes in the environment of the respective mode due to elec-
tron localization on the corresponding site. The contribution
to the total energy from the ith mode when the system is in the
sth state is

E(i)
s (xi) =

1
2

ki

(
xi − λ

(s)
i

)2
: s ∈ {A, B}, (7)

and each mode is characterized by a reorganization energy
(which is the same for A → B and B → A transitions) given
by

ERi =
1
2

ki

(
λ

(A)
i − λ

(B)
i

)2
. (8)

The total reorganization energy for the electron transfer
process is

ER =

N∑
i=1

ERi. (9)

Each mode is in contact with two heat baths (a and b)
with temperatures Ta , Tb; therefore, due to the thermal gra-
dient, the system is intrinsically nonequilibrium even when
electronic equilibrium (i.e., zero net electron transfer between
the sites) has been reached. Solving the corresponding Fokker-
Planck equation associated with Eq. (1)38,39,46,47 yields that,
at steady-state, each mode is characterized by an effective
temperature,

Ti =
γ(i)

a Ta + γ(i)
b Tb

γ(i)
a + γ(i)

b

, (10)

and the probability distribution in each mode will take a Gibbs
form,

Pi ∝ exp
[
−βiE

(i)
s (xi)

]
: s ∈ {A, B}, (11)

where βi = 1/kBTi, with kB being Boltzmann’s constant, and
E(i)

s (xi) is the energy of the ith mode [see Eq. (7)] in the sth
state. Correspondingly, the total probability distribution for the
system of N modes is

P ∝
N∏

i=1

exp
[
−βiE

(i)
s (xi)

]

∝

N∏
i=1

exp

−

γ(i)
a + γ(i)

b

kB(γ(i)
a Ta + γ(i)

b Tb)
E(i)

s (xi)


, (12)

with s ∈ {A, B}, which illustrates that the distribution of each
mode is characterized by the respective effective temperature
of that particular mode.

B. Multithermal electron transfer theory

In Refs. 67 and 68, a theory was developed to treat mul-
tithermal ET reactions and this formalism can be adapted to
treat the present model. The general form of the ET rate in the
nonadiabatic limit is16

kA→B =
〈
TA→Bv⊥

〉
PA→B, (13)
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where TA→B is the tunneling probability from state A to B,
v⊥ is the velocity in the direction normal to a transition sur-
face (TS) separating reactant and product regions, PA→B is
the probability density about the TS when the system is in
state A, and 〈. . .〉 denotes a multithermal average. The TS
is defined by mode configurations that satisfy gc(x1, . . . , xN )
= EB(x1, . . . , xN ) − EA(x1, . . . , xN ) = 0, which arises from
the requirement that energy be conserved during an ET
event.

The probability about the TS for the A → B transition
is67–69

PA→B =

∫
RN

N∏
i=1

dxi exp


N∑
i=1

−βi
ki

2

(
xi − λ

(A)
i

)2


× |∇gc |δ
(
gc(x1, . . . , xN )

)
/ ∫

RN

N∏
i=1

dxi exp


N∑
i=1

−βi
ki

2

(
xi − λ

(A)
i

)2


, (14)

and for the B→ A transition,

PB→A =

∫
RN

N∏
i=1

dxi exp


N∑
i=1

−βi
ki

2

(
xi − λ

(B)
i

)2


× |∇gc |δ
(
gc(x1, . . . , xN )

)
/ ∫

RN

N∏
i=1

dxi exp


N∑
i=1

−βi
ki

2

(
xi − λ

(B)
i

)2


, (15)

where the factor

|∇gc | = *
,

N∑
i=1

2kiERi
+
-

1/2

(16)

ensures that the δ-function constraint is unique.67,68,71 Evalu-
ating the integrals yields

PA→B =

*....
,

N∑
i=1

kiERi

2πkB

N∑
i=1

TiERi

+////
-

1/2

exp



−(∆EBA + ER)2

4kB

N∑
i=1

TiERi



(17)

and

PB→A =

*....
,

N∑
i=1

kiERi

2πkB

N∑
i=1

TiERi

+////
-

1/2

exp



−(∆EBA − ER)2

4kB

N∑
i=1

TiERi



, (18)

where ∆EBA = −∆EAB = E(B)
0 − E(A)

0 is the free energy dif-
ference between energy origins of the respective states for the
A→ B transition. The probability densities (and hence the ET
reaction rates themselves) take the general forms derived in
Refs. 67 and 68, but through their dependence on the effec-
tive temperatures also contain friction terms that arise from
the Langevin description of the dynamics. Thus, the devel-
oped expressions for the multithermal ET transfer rate directly
include terms that parameterize the coupling strengths to each
bath.

The tunneling probability can be evaluated using the
Landau-Zener approximation giving

TA→B = TLZ = 1 − exp

[
−

2π |VA,B |
2

~|∆F |v⊥

]
, (19)

where ~ is the Planck constant, |∆F | = |∇gc | represents the
force difference normal to the TS on the potential energy sur-
face configuration, and VA,B is the energy coupling between
diabatic surfaces. In the adiabatic limit, TLZ → 1, and in the
nonadiabatic limit, a first-order approximation to (19) yields

TLZ =
2π |VA,B |

2

~|∆F |v⊥
. (20)

In the nonadiabatic case, the expectation value 〈TA→Bv⊥〉 is
independent of the normal velocity and the expression for the
ET rate from state A to state B is

k(na)
A→B =

|VA,B |
2

~|∆F |

*....
,

2π
N∑

i=1
kiERi

kB

N∑
i=1

TiERi

+////
-

1/2

exp



−(∆EBA + ER)2

4kB

N∑
i=1

TiERi



(21)

and from state B to state A is

k(na)
B→A =

|VA,B |
2

~|∆F |

*....
,

2π
N∑

i=1
kiERi

kB

N∑
i=1

TiERi

+////
-

1/2

exp



−(∆EBA − ER)2

4kB

N∑
i=1

TiERi



. (22)

The nonadiabatic rate constant is most relevant when the dis-
tance between donor and acceptor is large, and thus the energy
coupling VA,B between diabats is small. We expect that this
is the typical regime in which multithermal ET may be exper-
imentally realizable because to hold the donor and acceptor
environments at appreciable different temperatures requires
such length scales. In the adiabatic limit, the rate is propor-
tional to the average velocity in the normal direction to the
TS,

k(ad)
A→B =

〈v⊥〉

2
PA→B and k(ad)

B→A =
〈v⊥〉

2
PB→A, (23)

where the normal velocity is68

〈v⊥〉 = *
,
4kB

N∑
i=1

kiTiERi

/
π |∇gc |

2mi
+
-

1/2

, (24)

and a pre-factor 1/2 is included in (23) because, under stan-
dard TST assumptions, on an adiabatic surface only positive
velocities contribute to the reactive flux and thus the reaction
rate. In the case where Ta = Tb, the multithermal rates k(na)

and k(ad) reduce to the standard Marcus expressions.16,72

C. Electron-transfer-induced heat transport (ETIHT)

Electron transfer across a thermal gradient can induce
a net heat current between molecules,67–69 and although we
have a significant understanding of the physical manifestations
underlying thermoelectric effects and phononic heat trans-
port6,49,73 in materials and molecular junctions,2,8–10,74 the
interplay between electronic and thermal currents is less under-
stood when considering ETIHT effects in the strongly coupled
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electron-phonon limit of transport. We have previously devel-
oped a theory for the heat current induced by electron trans-
fer in thermal heterogeneous environments for a two-mode
system in which each mode is in equilibrium with a single
thermal reservoir, and the two reservoirs have different temper-
atures.67 Here, we generalize that theory to the case of multiple
modes whose evolution is governed by stochastic Langevin
dynamics and each mode is coupled to multiple thermal
baths.

Consider a vibrational mode i and denote a point on the TS
along the corresponding coordinate by xTS

i . To reach this point

for the A→ B transition, the mode needs to obtain energy Q↑Ai
from the baths during the ascent to xTS

i . It will then release

energy Q↓Bi into the baths during the descent on the B surface
after the electronic transition occurs. Similarly, for the B→ A
transition, the mode obtains energy Q↑Bi from the baths during

the ascent to the TS and then releases energy Q↓Ai during the
descent after the B→ A electronic transition. The contribution
of these modes to the energy change of the baths due to the
process considered is thus given by

QA→B
i ≡ −Q↑Ai + Q↓Bi

= −
1
2

ki

(
xTS

i − λ
(A)
i

)2
+

1
2

ki

(
xTS

i − λ
(B)
i

)2
, (25)

QB→A
i ≡ −Q↑Bi + Q↓Ai

= −
1
2

ki

(
xTS

i − λ
(B)
i

)2
+

1
2

ki

(
xTS

i − λ
(A)
i

)2
, (26)

where we have used the convention that energy released by the
bath has a negative sign and energy obtained by the bath has
a positive sign. A schematic of these energetics is shown in
Fig. 1.

Electron transfer can occur at any configuration X on the
TS; therefore, Eqs. (25) and (26) must be averaged of these
configurations. It is important to note that in the multi-thermal
situation considered here, the probability density to reach dif-
ferent configurations on the TS when coming from the A and
B sides is not equal. These densities are given by67

P‡A→B

(
X
)
= δ(gc) exp



N∑
i=1

−βi
ki

2

(
xi − λ

(A)
i

)2


/ ∫
RN

N∏
i

dxi

× δ(gc) exp


N∑
i=1

−βi
ki

2

(
xi − λ

(A)
i

)2


, (27)

FIG. 1. Schematic of the energetics of heat exchange and energy partitioning
between baths during the ascent to the transition state (shown as a circular
marker) and the descent to the energy origin of the respective state. The dashed
curves represent the energy surfaces EA and EB.

P‡B→A

(
X
)
= δ(gc) exp



N∑
i=1

−βi
ki

2

(
xi − λ

(B)
i

)2


/ ∫
RN

N∏
i

dxi

× δ(gc) exp


N∑
i=1

−βi
ki

2

(
xi − λ

(B)
i

)2


. (28)

Averaging over all configurations on the TS using the corre-
sponding probability densities, we find that the expectation
values of the total heat transferred by mode i during the
respective transitions are〈

QA→B
i

〉
=

∫
RN

QA→B
i P‡A→B(x1, . . . , xN )dx1 · · · dxN

=

ERi

[
∆EABTi +

N∑
k,i

ERk (Tk − Ti)

]

N∑
k

TkERk

(29)

and 〈
QB→A

i

〉
=

∫
RN

QB→A
i P‡B→A(x1, . . . , xN )dx1 · · · dxN

= −

ERi

[
∆EABTi −

N∑
k,i

ERk (Tk − Ti)

]

N∑
k

TkERk

. (30)

Equations (29) and (30) are expressions for the net heat
exchange associated with mode i in the corresponding ET
processes. In Ref. 67, knowledge of these quantities was suf-
ficient for calculating the heat transfer between baths because
each mode was coupled only to a single bath. Here, how-
ever, the mode can be coupled to both baths, and to obtain
the net heat exchange by such modes requires knowledge of
the energy partitioning between baths. Specifically, we require
an answer to the following question: If the net heat exchange
with the baths (accumulated during ascent plus released dur-
ing descent) is Q, how is Q partitioned between the two
baths?

A guide to how this partitioning works can be obtained
from the following argument. From the kinetic master equa-
tions of a two-level system with energy level spacing ∆E that
is coupled to two baths, we find that the fraction of energy
∆EK that is obtained/released by the K th bath during a state
transition is

∆EK =
γK 〈nK 〉

γa〈na〉 + γb〈nb〉
∆E : K ∈ {a, b}, (31)

where

〈nK (∆E)〉 =
1

eβK∆E − 1
(32)

is the quantum population in equilibrium with the respective
thermal bath. In the classical limit 〈nK 〉 ∼TK and, thus, in
the limit where the Langevin dynamics of Eq. (1) adequately
describe the system’s evolution,

∆EK =
γK TK

γaTa + γbTb
∆E : K ∈ {a, b}, (33)

which states that bath K provides/absorbs γK TK/(γaTa +γbTb)
of the total energy change during each transition.

A more rigorous derivation of Eq. (33) for the Langevin
dynamics considered here will be provided elsewhere. Using
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this partitioning during both activation and relaxation events,
we arrive at general expressions for the heat current gener-
ated into each bath at steady state solely from the transfer of
electrons across a thermal gradient,

J (a)
Q = Jel

N∑
i

γ(i)
a Ta

γ(i)
a Ta + γ(i)

b Tb

(〈
QA→B

i
〉

+
〈
QB→A

i
〉)

,

= 2Jel

N∑
i

γ(i)
a Ta

γ(i)
a Ta + γ(i)

b Tb



ERi

N∑
k,i

ERk (Tk − Ti)

N∑
k

TkERk



, (34)

J (b)
Q = Jel

N∑
i

γ(i)
b Tb

γ(i)
a Ta + γ(i)

b Tb

(〈
QA→B

i
〉

+
〈
QB→A

i
〉)

= 2Jel

N∑
i

γ(i)
b Tb

γ(i)
a Ta + γ(i)

b Tb



ERi

N∑
k,i

ERk (Tk − Ti)

N∑
k

TkERk



, (35)

where Jel is the unidirectional electronic current at steady
state. In this state, the electronic system has reached quasi-
equilibrium where the electronic state populations p(ss)

K : K
∈ {A, B} do not change so that

J (ss)
A→B = J (ss)

B→A ≡ Jel = p(ss)
A kA→B, (36)

where p(ss)
A is the steady state probability that the system is

in electronic state A. It is easily confirmed that these currents
satisfy the energy conservation condition J (a)

Q = −J (b)
Q .

Some insight on these results can be obtained by con-
sidering special cases. Consider first a system with a single
vibrational mode that is coupled to sites a and b. The total heat
energies transferred between the baths during the and A → B
and B→ A transitions are〈

QA→B
i

〉
= ∆EAB, (37)〈

QB→A
i

〉
= −∆EAB, (38)

where EAB is the free energy difference between the two elec-
tronic states. These energies cancel each other when summed
to yield the total heat associated with a “round trip” between
the states; therefore, there is no ET-induced heat current for
a single mode coupled to two thermal sources. One way to
understand the reason for this is to note that the single mode
is associated with a single effective temperature, so the elec-
tron transfer process is not subjected to a temperature dif-
ference between the thermal baths. Obviously, such a single
mode, being coupled to two baths of different temperatures,
will contribute to the standard (phononic) heat transport (see
Sec. II D).

Next consider a two-mode system. Equations (34) and
(35) now yield

JQ = J (a)
Q = −J (b)

Q = 2J ′el
ER1ER2 (T2 − T1)
T1ER1 + T2ER2

, (39)

where

J ′el = Jel

TaTb

(
γ(1)

a γ(2)
b − γ

(2)
a γ(1)

b

)(
γ(1)

a Ta + γ(1)
b Tb

) (
γ(2)

a Ta + γ(2)
b Tb

) , (40)

which has the same form as derived in Ref. 67, except that
now the temperatures T1 and T2 and the flux J ′el are effective
quantities that depend on the different system-bath coupling
strengths.

It is interesting to realize that at least two vibrational
modes, characterized by different effective temperatures and
sensitive to the electronic site occupations, are needed for
ETIHT. Also notable is the nonlinear dependence of this effect
on the temperature difference between baths and the system-
bath couplings. Aside from the system-bath coupling terms
which appear explicitly in Eqs. (34) and (35), the steady state
unidirectional electron current Jel is also determined by the ET
rates, which themselves are affected by these couplings. We
study these dependences in Sec. III.

D. Vibrational heat transfer

For a single harmonic mode i coupled to two thermal
baths a and b according to the Langevin equations (1)–(4),
the vibrational heat current is38

J (a)
Qi
= −J (b)

Qi
= kB

γ(i)
a γ

(i)
b

γ(i)
a + γ(i)

b

(Tb − Ta). (41)

Equation (41) is a classical high temperature (kBT � ~ωi) limit
of a more general quantum result,43 which for kBT � ~γi takes
the form

J (a)
Qi
= −J (b)

Qi
= ~ω

γ(i)
a γ

(i)
b

γ(i)
a + γ(i)

b

(nb − na), (42)

with

nK ≡ 〈nK 〉 =
e−βK~ω

(1 − e−βK~ω)
, (43)

where K ∈ {a, b} and 〈· · · 〉 is a thermal average. In the classical
limit, the total vibrational heat current is given by the sum over
modes,

J (a)
Q = −J (b)

Q = kB(Tb − Ta)
N∑

i=1

γ(i)
a γ

(i)
b

γ(i)
a + γ(i)

b

. (44)

The contribution of each mode depends on the temperature
difference between baths, weighted by the mode-bath coupling
strength.

Next, we apply these results to estimate the relative impor-
tance of the vibrational and ET-induced heat conductivities in
molecular systems.

III. RESULTS AND DISCUSSION

To gain insights into the interplay between ETIHT and
purely vibrational contributions to heat transport, we consider
a system of two electronic sites and two vibrational modes
(in which both ETIHT and phononic heat transport can be
observed) with the following attributes: mode 1 is assumed to
be preferably localized near site a, so its coupling to the thermal
environment near this site is stronger than its coupling to the
environment of site b. Conversely, mode 2 is more localized
about site b and therefore is more strongly coupled to that site.
This also implies that mode 1 may be more sensitive to the
electronic occupation of site a while mode 2 is more affected
by the electronic occupation on site b, but this difference does
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not affect the way these modes are expressed in the electron
transfer rate between these sites because their effect enters
through the symmetric coupling

(
λ(A) − λ(B)

)2
.

In the model considered here, the coupling between the
electronic and vibrational subsystems maintains the character
of the vibrational modes in the two electronic states, and thus
the two heat transfer channels, vibrational and ETIHT, oper-
ate additively. The electron transfer process depends of course
on the effective vibrational temperatures; however, the vibra-
tional heat transport is not affected by the electron transfer and
is independent of molecular parameters that affect the electron
transfer, such as the reorganization energies and the free energy
difference between the electronic states. The relative impor-
tance of these channels as determined by their contributions
to the heat transfer is therefore derived from their essentially
independent efficiencies.

Figure 2 illustrates how the heat current from the ETIHT
and phononic conduction channels vary with changing reac-
tion free energy ∆EBA and the coupling of the vibrational
modes to the thermal environments of the donor and acceptor.
The parameters for this calculation are chosen such that the γ
values are in the range of typical vibrational relaxation rates
for large molecules in condensed-phases at room temperature
and the total reorganization energy ER is on the order of values
observed in ET reactions in polar solvents. We also note that

the effective energy transmission coefficient
γ

(i)
a γ

(i)
b

γ
(i)
a +γ(i)

b

of Eq. (41)

can be roughly estimated to be around 0.1–1 ps�1 from thermal
conductance measurements of alkane chains under standard

FIG. 2. Electron-transfer-induced (solid, black) and phononic (dashed, black)
heat currents JQ (current direction from left to right) and electron transfer
rates kA→B (solid, blue) and kB→A (solid; red) as functions of the free energy
difference∆EBA. Units and scale of the heat currents and electron transfer rates
are shown on the left and right axes, respectively. The system-bath couplings
are γ(1)

a = 1.0 ps−1, γ(1)
b = 0.1 ps−1, and γ(2)

a = 0.1 ps−1 in both panels; (a)

γ
(2)
b = 1.0 ps−1 and (b) γ(2)

b = 0.05 ps−1. Other parameters are VA,B = 0.01 eV,
ER1 = 0.06 eV, ER2 = 0.04 eV, Ta = 300 K, and Tb = 270 K.

conditions,42 and the values used here are on this order. We
choose the relations between parameter values to illustrate a
comparison between electron-transfer-induced heat transport
and vibrational heat transfer for a two-mode model for several
physically relevant limiting cases. Specifically, in Fig. 2(a) the
coupling strength of mode 1 to site a is ten times larger than its
coupling to site b, i.e., γ(1)

a = 10γ(1)
b , and the coupling strength

of mode 2 to site a is ten times less than its coupling to site b,
i.e., 10γ(2)

a = γ
(2)
b . In Fig. 2(b), both modes are strongly cou-

pled to site a and weakly coupled to site b. This is a different
limiting case in which each mode is strongly coupled to the
same local environment.

The following observations can be made:

(a) In the parameter ranges examined here, the vibra-
tional heat conduction is ∼5 × 10−4 eV/ps, which is
within the range of the heat current magnitude measured
by state-of-the-art experimental technique in molecu-
lar junctions.75,76 This also indicates that an electron-
transfer-induced heat current could be detected exper-
imentally. A specific case where ETIHT could be the
dominant conduction mechanism is in molecular junc-
tions in which the phononic heat current is effectively
suppressed due to the electronic characteristics of the
molecular structure.77

(b) As explained above, and as seen in Fig. 2, the phononic
heat current does not depend on ∆EBA. In contrast,
the dependence of the ETIHT on this parameter is
dramatic—it peaks at ∆EBA = 0 and dies down quickly
as |∆EBA | is increased. This behavior reflects the fact
that ETIHT depends on the rate of electron transfer in
both directions and is therefore maximum when rates for
both the D → A and A → D processes are appreciable
rather than when one rate dominates the other.

(c) The couplings between the oscillator modes and the ther-
mal environments of the electronic centers influence the
heat transport between these centers as seen in Fig. 2.
Its effect on the phononic part of the heat current is
obvious, and an important effect on the electron transfer
rate results from the fact that the latter depends on the
effective temperatures that depend on these couplings.
Another important effect of these couplings on the rela-
tive magnitudes of the ETIHT and the purely vibrational
contributions stems from their symmetry properties. In
panel (b) of Fig. 2, the coupling of the mode 2 to the
bath b is decreased by a factor of two with respect to
panel (a) and the ETIHT current goes down by nearly
an order of magnitude. The origin of this behavior lies
in the symmetry properties of the coupling parameters.
Figure 2(a) refers to the case where one mode is strongly
coupled to site a while the other mode is strongly cou-
pled to site b, as compared to Fig. 2(b) where both modes
are coupled more strongly to site a. It is the former sce-
nario that gives the strongest ETIHT effect. In the limit
in which one mode is coupled only to site a while the
other sees only site b, i.e., γ(1)

b = γ(2)
a = 0, there is no

direct vibrational coupling between the thermal environ-
ments of sites a and b and the total contribution to the
heat transport comes solely from the ETIHT channel. In
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another special limit where the ratios of the couplings
satisfy the equality

γ(1)
a

γ(2)
a

=
γ(1)

b

γ(2)
b

or
γ(1)

a

γ(1)
b

=
γ(2)

a

γ(2)
b

, (45)

the ETIHT contribution to the heat current is zero while
the phononic counterpart is nonzero and proportional to
the temperature difference between sites.

Figure 3 shows the dependence of these heat trans-
port channels on the temperature difference between the
donor and acceptor sites. Variation of ∆T =Ta − Tb seen in
Fig. 3 for various constant ∆EBA values is expressed dif-
ferently in the different heat transport channels. While the
phononic heat current increases linearly with ∆T , increas-
ing the temperature difference between baths does not lin-
early add to the magnitude of the ETIHT current. Figure 3
illustrates these behaviors for different sets of system-bath
couplings.

A corollary of this observation is that while the phononic
heat current depends linearly on ∆T , the non-linear response
of the ETIHT current may lead to situations (usually at
small ∆T ) which it exceeds its phononic counterpart. For
instance, in the ∆EBA = 0.1 eV case in Fig. 3(a), the ETIHT
current is less than the phononic current for small temper-
ature biases, while for ∆T > 150 K, the ETIHT current is
greater than that generated in the phononic channel. These
results imply that by tuning the coupling strength between
donor and acceptor molecules and their local environments,

FIG. 3. Electron-transfer-induced and phononic heat currents JQ (current
direction from left to right) as a function of temperature difference ∆T
= Ta − Tb for various values of the reaction free energy ∆EBA shown in the
legend of (a). The system-bath couplings are γ(1)

a = 1.0 ps−1, γ(1)
b = 0.1 ps−1,

andγ(2)
a = 0.1 ps−1 in both panels; (a)γ(2)

b = 1.0 ps−1 and (b)γ(2)
b = 0.05 ps−1.

Other parameters are VA,B = 0.01 eV, ER1 = 0.06 eV, ER2 = 0.04 eV, and
Tb = 270 K, which are fixed.

the comparative magnitude of ETIHT current can be increased
over that of phononic heat current in some multithermal ET
reactions.

IV. CONCLUSIONS

In this article, we have developed a theory to describe
electron transfer between environments with different local
temperatures and phononic heat conduction between these
environments using a multithermal Marcus formalism merged
with stochastic Langevin dynamics. Coupling between the
thermal fluctuations of each site’s local environment and the
electron gives rise to electron-transfer-induced heat transport
(ETIHT). Application of this theory allows a comparison
between the magnitude of heat conduction from phononic and
electron-transfer-induced channels over a diverse set of reac-
tion geometries and thermal environments. An efficient ETIHT
channel requires fast bidirectional electron exchange between
the molecular sites, which usually translates into the require-
ment that the free energy change associated with the electron
transfer reaction is small, such as in the case of exchange
between identical sites. In such cases, situations could be
found where this channel dominates the heat transport process;
however, this conclusion should be taken cautiously because
the comparison performed here is most valid for modes that
are strongly coupled to both thermal environments and at the
same time are also coupled to the electron transfer process.
Other heat carrying modes may be uncoupled to the elec-
tronic process. Obviously there are also modes that couple
to the electronic process but do not carry heat (in the harmonic
limit) because they are localized near their respective envi-
ronments. We note in passing that the harmonic part of the
nuclear potential energy surface indeed dominates heat trans-
port across distance scales that are relevant for the present
study.42

A system in which ETIHT could be the dominant ther-
mal conduction mechanism is π-stacked molecular junctions
where the phononic transport channel is suppressed by tuning
specific bonding characteristics of the molecular structure.77

In the limit that electron charge density is strongly coupled
with a thermal environment, the results presented here will
guide experimental investigation of ETIHT.

Apart from the harmonic approximation, the developed
formalism relies on two assumptions. First is the assumed
independence of the ETIHT and the phononic contributions
to heat transfer. This assumption is valid in the limit in which
the vibrational transport mechanism does not affect the ener-
getic distributions relevant to electron transport. This holds at
steady state for the standard model of electron transfer (parallel
shifted potential energy surfaces) except that the temperature
associated with the relevant nuclear motions has to be set as the
effective temperature derived for each mode from its coupling
to the non-equilibrium environment. Second is an assump-
tion concerning the partitioning of energy extracted from and
released into the non-equilibrium thermal baths during the acti-
vated electron transfer process. This assumption, expressed by
Eq. (33) is derived from a master equation approach. We are
currently developing a theory of the energy partitioning from a
trajectory-based picture of the dynamics, and our preliminary



124101-8 Chen, Craven, and Nitzan J. Chem. Phys. 147, 124101 (2017)

results agree with the energy partitioning principle derived
from the kinetic master equations.

Finally we note that the semiclassical formalism that has
been implemented here is applicable for low frequency inter-
molecular vibrations in the strong electron-phonon coupling
limit in which electron hopping is the dominant transport
mechanism. At low temperatures, and for high frequency
molecular vibrations, nuclear tunneling plays a role in the sys-
tem’s dynamical evolution, and a description of ETIHT will
require a quantum description of the nuclear dynamics. Car-
rying the theory to such situation is a focus of our current
work.
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