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ABSTRACT: We have recently reported the heterobimetallic
nickel−gallium complex, NiGaL (where L represents the
tris(phosphinoamido)amine ligand, [N(o-(NCH2Pi-Pr2)
C6H4)3]

3−), which is the most active Ni-based molecular
catalyst for CO2 hydrogenation to date. Understanding the
reaction mechanism of this catalytic system and identifying the
factors that govern its catalytic activity are important in order
to design even more efficient base−metal catalysts. Here, we
present a computational study of possible reaction pathways
for CO2 hydrogenation catalyzed by NiGaL. The most
favorable predicted pathway for formate production agrees
well with key experimental observations and is defined by four
elementary steps: (1) H2 binding to the Ni center, (2)
deprotonation of the H2 adduct, (3) hydride transfer to CO2 to form a formate adduct, and (4) formate release to regenerate
NiGaL. The overall catalytic process has two main time periods: an induction period, during which the deprotonation of the H2
adduct by exogenous base is predicted to be rate-limiting, followed by a subsequent period where the produced formate assists in
deprotonation by acting as a proton shuttle between the H2 adduct and exogenous base. The barrier for H2 adduct deprotonation
is governed predominantly by the steric hindrance associated with the exogenous base and is found to be dramatically lowered by
formate assistance. Once sufficient formate has been generated, the catalysis enters the steady-state period, during which hydride
transfer to CO2 is predicted to become rate-limiting once sufficient formate has been generated and the reaction rate remains
constant until the base is nearly consumed. For hydride transfer to CO2, the free energy of activation was found to depend
linearly on the thermodynamic hydricity for a series of bimetallic HM1M2L

− complexes, providing a simple and efficient strategy
for screening other bimetallic catalysts. Furthermore, the relative binding energies of H2 and formate were analyzed to predict the
ability of the bimetallics to facilitate the catalytic turnover. The predicted trends and structure−activity relationships arising from
these computational calculations can be further utilized for the rational design of more efficient catalysts for CO2 hydrogenation
and other hydride transfer processes for which reactive M−H species are generated in the presence of a Lewis base.
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1. INTRODUCTION

Fossil fuel combustion generates enormous quantities of carbon
dioxide (CO2) and has contributed significantly to the drastic
rise of atmospheric CO2 from a preindustrial level of 280 ppm
to over 400 ppm in 2015.1−4 The increase of atmospheric CO2

is considered largely responsible for global warming through
the greenhouse effect.5,6 Catalytic hydrogenation of CO2 has
the potential to reduce net CO2 emissions while valorizing an
abundant C1 source into renewable liquid fuels and valuable
chemicals.7−9 In the long term, this would be an efficient way to
close the anthropogenic carbon cycle, provided that industrial
CO2 capture and sustainable H2 production are also
realized.8,10−14 Hydrogenation of CO2 to formic acid or
formate is an attractive CO2 conversion reaction because

formic acid and formate salts are commercially valuable
products and are promising liquid hydrogen carriers.15−20 In
past decades, great advances have been made to discover new,
highly active catalysts for the production of formic acid and
formate via CO2 hydrogenation.

8,21,22 The most active catalysts
are precious metal complexes of Ru,23−29 Rh,30−33 and Ir.34−37

In 2009, Nozaki and co-workers obtained an excellent turnover
number (TON) of 3,500,000 and turnover frequency (TOF) of
150,000 h−1 for hydrogenation of CO2 in aqueous KOH using
an iridium−pincer trihydride complex, [IrIII(H)3(PNP)], where
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PNP is 2,6-bis((diisopropylphosphino)methyl)pyridine.34 In
2014, Pidko and co-workers reported a pyridine-based Ru-PNP
catalyst that gave an initial TOF of 1,892,000 h−1 in the
presence of DBU base at 132 °C.38 However, the high cost and
limited supply of precious metals (e.g., Ru, Rh, Ir) has provided
a strong impetus to develop sustainable catalysts based on
earth-abundant metals such as Fe, Co, and Ni.39−46 Recently,
impressive catalytic performance has been achieved using Fe
(TON ≈ 58,990)45 and Co (TON ≈ 30,000)46 pincer
complexes. However, these catalysts require a Lewis acidic
additive (e.g., LiBF4,

45 LiOTf46) to achieve their high activity,
and in some cases the metal−pincer catalysts suffer from
decomposition under the elevated temperatures utilized for
catalysis.46

We recently reported a bimetallic Ni−Ga catalyst, NiGaL47

(Figure 1, where M1 = Ni; M2 = Ga; and L represents the

tris(phosphinoamido)amine ligand [N(o-(NCH2Pi-Pr2)-
C6H4)3]

3−). This complex features a Ni(0) → Ga(III) dative
bond, and it shows remarkable catalytic activity for hydro-
genating CO2 to formate as compared to prior homogeneous
Ni-centered catalysts.48−50 NiGaL catalyzed the reaction in
tetrahydrofuran (THF) solvent at ambient temperature with a
TON and an initial TOF of 3150 and 9700 h−1, respectively, by
utilizing Verkade’s proazaphosphatrane, 2,8,9-triisopropyl-
2,5,8,9-tetraaza-1-phosphabicyclo[3,3,3]undecane (abbreviated
as Vkd_iPr) as the stoichiometric base. Apart from being the

highest reported catalytic activity for a homogeneous Ni
catalyst to date, this level of catalytic activity is generally
impressive for a base metal catalyst operating at ambient
temperature without any alkali metal additives. Near
quantitative yields of formate were observed, with TON
approaching the maximum value of 3200 under our catalytic
conditions. Furthermore, in situ 31P NMR spectroscopy studies
showed the formate adduct to be the predominant metal
species after catalysis, indicating that TON was not limited by
catalyst decomposition under optimal catalytic conditions.47 In
light of the stability and activity of the NiGaL catalyst, we
sought to understand the catalytic reaction mechanism via the
identification of important reaction intermediates and high-
barrier reaction steps, with the goal of understanding the
reaction mechanism so as to guide the design of more efficient
base−metal catalysts. In this work, we present a computational
study of possible reaction pathways for CO2 hydrogenation
catalyzed by NiGaL. In order to gain deeper insight into the
reactivity-determining factors, the various intermediates and
transition−state structures were studied in detail. Furthermore,
we undertook a broader computational study of isostructural
bimetallic complexes with varied bimetallic pairings (M1−M2),
which can be classified into two sets. In the first set, the Lewis
acidic metal support (M2) is either Al or Ga, and the catalytic
active metal site (M1) is Fe, Co, Pd, or Pt. In the second set,
denoted as Ni−M2, the Lewis acidic site is Al, Ga, In, Fe, or Co,
and the catalytic active metal site is Ni.

2. COMPUTATIONAL METHODS

Gaussian 0951 calculations were performed with the M06-L52

density functional using a def2-SVP basis set for C and H atoms
that remain invariant during the reaction; a def2-TZVP basis set
for N and P; and a def2-TZVPP basis set for Fe, Co, Pd, Pt Ni,
Ga, Al, In, and the atoms involved in the reaction (C, O, and H
atoms in CO2, CO, HCO2

−, H−, H2O, and H2).
53,54 The SDD

effective core potential was used for Pd, In, and Pt.55 The
structures of all species were optimized in the gas phase.
Harmonic vibrational frequencies were computed to confirm

Figure 1. Structure of the NiGaL catalyst and other bimetallic pairings
in this study.

Scheme 1. Three Possible Reaction Pathways for CO2 Hydrogenation
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the nature of all intermediates (no imaginary frequencies) and
transition state structures (one imaginary frequency). The gas-
phase Gibbs free energies, G, were calculated at T = 298.15 K
and 1 atm pressure by using the harmonic approximation for
the optimized structures. The solvation effect of tetrahydrofur-
an (THF) was included by performing single-point energy
calculations at the gas-phase geometries using the SMD
solvation model.56 The relative solution-phase Gibbs free
energies were calculated by adding solvation energies to the
gas-phase relative Gibbs free energies. The Cartesian
coordinates of all the structures and their associated electronic
energies, enthalpies, and Gibbs free energies in both the gas
phase and in solution are given in the Supporting Information.
The energy values reported in the main text are Gibbs free
energies (298.15 K, standard state of 1 atm for gases and 1 M
for solutes) including the solvent effect of THF.

3. RESULTS AND DISCUSSION

3.1. The Reaction Mechanism for NiGaL-Catalyzed
CO2 Hydrogenation to Produce HCO2

−. The proposed
reaction pathways for CO2 hydrogenation catalyzed by the
NiGaL complex are shown in Scheme 1.47 Path 1 involves a
sequence of four elementary steps: (1) H2 binding to the d10

Ni(0) center to form an H2 adduct, (η2-H2)NiGaL, (2) H2
deprotonation, where (η2-H2)NiGaL is deprotonated by
exogenous Verkade’s base to form an anionic Ni hydride,
[HNiGaL]−, which is ion-paired with protonated base [H-
(Vkd_iPr)]+, (3) hydride transfer to CO2, where [HNiGaL]−

reacts with CO2 via outer-sphere hydride transfer to generate
the formate adduct, [(OCHO)NiGaL]−, and (4) formate
release from [(OCHO)NiGaL]− to give NiGaL, followed by
the binding of H2 to regenerate (η2-H2)NiGaL and restart the
cycle. Path 2 shares the first two steps (H2 binding and
deprotonation) and the last step (formate release) with path 1,
but the intervening step involves the coordination of CO2 to Ni
prior to hydride migratory insertion, which necessitates the
dissociation of one phosphine donor to open a coordination
site at Ni for CO2. Thus, formation of the formate adduct in
path 2 occurs via inner-sphere hydride transfer rather than
direct, outer-sphere hydride transfer, as is invoked in path 1.

Alternatively, instead of deprotonation by an exogenous base
after initial H2 binding, path 3 involves direct hydride transfer
from (η2-H2)NiGaL to CO2 to produce (OCHO)(H)NiGaL,
followed by deprotonation by Verkade’s base to give
[(OCHO)NiGaL]−.
To verify that H2 binding is the first step in the catalytic

cycle, we compared the computed binding energies of H2 and
CO2 using the equation ΔG = G[L′NiGaL] − G[NiGaL] − GL′(g), (L′
= H2 or CO2). The Gibbs free energy for H2 addition is
calculated to be −0.4 kcal/mol, and the optimized structure of
(η2-H2)NiGaL is provided in Figure S1a. For CO2 addition, we
found two possible binding modes, one in which CO2 binds
linearly to Ni, (η1-CO2)NiGaL (Figure S1b), and another in
which CO2 binds to Ni in a bent fashion, (η2-CO2)NiGaL
(Figure S1c). Binding CO2 to Ni in either fashion was found to
be endergonic by 15.6 and 21.2 kcal/mol for the linear and bent
binding modes, respectively. These results suggest that CO2

does not bind to NiGaL, and this allows us to rule out pathways
in which formate is generated via initial CO2 activation. Our
calculations predict that H2 binding to NiGaL is thermody-
namically favorable, which is consistent with the experiment in
that H2 binding to NiGaL was observed at 298 K and under 1
atm of H2, whereas CO2 binding was not observed at 298 K
even under elevated pressures up to 34 atm of CO2.

47 As a
result, even though H2 and CO2 are introduced at the same
time in catalytic reactions, the initial species formed is (η2-
H2)NiGaL rather than a CO2-bound species. Starting from (η2-
H2)NiGaL, we now discuss the detailed reaction energy profiles
for the three pathways considered for NiGaL-catalyzed CO2

hydrogenation.
Path 1. Under standard catalytic conditions, the initial

concentration of Verkade’s base (800 mM) is significantly
higher than the concentration of the NiGaL catalyst (0.25
mM).47 Hence, the initial structure in the reaction mixture is
better described as the van der Waals complex [NiGaL]-
[Vkd_iPr] (A1), rather than NiGaL. The binding of H2 to A1
leads to the formation of a H2 adduct [(η2-H2)NiGaL]-
[Vkd_iPr] (A2), which is endergonic by 2.7 kcal/mol. The
Gibbs free energy profile for path 1 is shown in Figure 2, where

Figure 2. Gibbs free energy profile for CO2 hydrogenation following path 1.
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the starting point is defined as separated [NiGaL][Vkd_iPr] (1
M in THF), H2 (g, 1 atm), and CO2 (g, 1 atm) at zero energy.
The H2 adduct (A2) can be deprotonated by Verkade’s base

by three possible mechanisms as shown in Figure 3. The first
mechanism (red path) involves Verkade’s base approaching and
deprotonating the H2 adduct A2, which would occur via a
transition structure TSA2−3 with a free energy of activation of
26.2 kcal/mol. The second mechanism (black path) involves
the dissociation of one phosphorus donor, which provides more
space for the Verkade’s base to access and deprotonate the H2
adduct. The overall Gibbs free energy of activation for H2
deprotonation is 31.8 kcal/mol for this pathway (Figure 3b),
which comprises the endergonic dissociation of one phospho-

rus donor to form A2′ (17.7 kcal/mol) and the free energy of
activation of 14.1 kcal/mol for the subsequent H2 deprotona-
tion from A2′ via the transition state TSA2′‑3′. The third
mechanism (blue path) involves one phosphine donor of the
ligand serving as an internal base, followed by proton transfer
from A2′ to the external Verkade’s base. As shown in Figure 3b,
the third reaction mechanism has the largest free energy of
activation (35.4 kcal/mol) of these three possible mechanisms
for H2 deprotonation. As a result, the first reaction mechanism
involving the direct deprotonation of H2 adduct by Verkade’s
base, without invoking any phosphine dissociation, is the most
favorable mechanism for H2 deprotonation. The Gibbs free
energy of activation is 28.9 kcal/mol with respect to A1. The

Figure 3. H2 deprotonation: (a) three possible reaction mechanisms and (b) the Gibbs free energy profiles.

Figure 4. Gibbs free energy profile for CO2 hydrogenation via alternative hydride transfer pathways, namely, through phosphine dissociation from
the [HNiGaL]− adduct (A4, path 2, black line) and via CO2 reacting directly with (η2-H2)NiGaL (A2, path 3, blue line). Path 1 (red line) is also
included as a reference.
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product of H2 deprotonation, the anionic Ni hydride complex
tha t i s i on -pa i r ed w i th p ro tona t ed ba se , [H-
(Vkd_iPr)]+[HNiGaL]− (A3), is more stable than A1 by 2.4
kcal/mol. The predicted thermodynamic favorability for H2
deprotonation is validated by the experimental observation of
quantitative conversion to [H(Vkd_iPr)]+[HNiGaL]− upon
the introduction of H2 (1 atm) to a THF solution containing
NiGaL and a slight excess (≥3 equiv) of Verkade’s base.47

The release of [H(Vkd_iPr)]+ from the van der Waals
complex, A3, stabilizes the Ni hydride [HNiGaL]− (A4) by 2.7
kcal/mol. Subsequently, diffusion of CO2 to the Ni hydride
generates the van der Waals complex, [HNiGaL]−[CO2] (A5).
Direct, outer-sphere hydride transfer to CO2 through the
transition structure TSA5−6 results in the formation of an H-
bound formate adduct [(η1-HCO2)NiGaL]

−, A6. The Gibbs
free energy of activation for outer-sphere hydride transfer to
CO2 is 12.2 kcal/mol with respect to the van der Waals
complex A5, and 17.8 kcal/mol overall with respect to A4 and
free CO2. This latter barrier is very similar to the value of 17.2
kcal/mol computed for outer-sphere hydride transfer in THF
from the similarly hydridic HCo(dmpe)2 (where dmpe =
dimethylphosphinoethane) to CO2, which was predicted to be
the rate-limiting step for the most active first-row metal
catalytic system reported to date for CO2 hydrogenation.57

After hydride transfer, the H-bound formate adduct, A6, can
release and rebind formate, or alternatively it can isomerize, to
generate the O-bound formate adduct, [(η1-OCHO)NiGaL]−

(A7), which is more stable than the H-bound isomer by 7.6
kcal/mol. Our calculations indicate that formate release and
rebinding is favored over isomerization because the barrier for
the isomerization of A6 to A7 is 5.2 kcal/mol,58 whereas
formate release from the H-bound formate adduct is exergonic
by 7.2 kcal/mol and predicted to be essentially barrierless, as
shown in Figure S4a. Finally, the release of O-bound formate
from A7 leads to the catalyst regeneration, which is slightly
exergonic by 1.8 kcal/mol relative to A1 with no associated
barrier (Figure S4b). In summary, the rate-determining step for
path 1 is the direct deprotonation of the H2 adduct by
Verkade’s base (Figure 2). The oxidation states of Ni and Ga
do not change during the catalytic cycle.
Path 2. We investigated the likelihood of an inner-sphere

hydride transfer to CO2, which would contrast the outer-sphere
reactivity studied in path 1. This is an important consideration
because metal hydrides are well-known to undergo migratory
insertion of the hydride ligand into bound, unsaturated
substrates.59 Path 2, which is depicted in Figure 4 as a black
line, begins with the same H2 binding and deprotonation steps
as in path 1 to generate the anionic Ni hydride, A4. Path 2 then
diverges to B1, where one phosphine donor has dissociated to
generate an open coordination site at the Ni center that is
adjacent to the hydride ligand. If CO2 coordinates, then the
resulting [(H)(CO2)NiGaL]

− species would be ideally poised
for hydride migratory insertion to CO2. However, CO2 binding
to B1 to form [(H)(CO2)NiGaL]

− (Figure S1d) with one
unbound phosphine is energetically unfavorable by 13 kcal/
mol. Instead, after initial phosphine dissociation, B1 can react
with CO2 to generate an η2-O,H-formate adduct (B2) without
prior coordination of CO2 to Ni. The transition state TSB1−2
involves the hydride attacking CO2 and the phosphine donor
moving toward and recoordinating to Ni in a concerted fashion.
The distances between Ni and the P atom of the dissociated
phosphine donor in TSB1−2 and B2 are 3.975 and 3.807 Å,
respectively. Of note, these Ni···P distances are shorter than the

sum of their van der Waal radii (Ni, 2.14 Å; P, 2.1 Å),60

suggesting a somewhat stronger interaction than van der Waals
forces between Ni and P. The Gibbs free energy of activation
for CO2 directly reacting with the hydride of B1 to produce the
formate adduct B2 is 13.8 kcal/mol. Since the dissociation of
the phosphorus donor requires 17.1 kcal/mol of free energy,
the overall Gibbs free energy of activation for hydride transfer
via this pathway is 30.9 kcal/mol, which is higher than the free
energy of activation for H2 deprotonation (28.9 kcal/mol). B2
converts to A7 through isomerization of the coordinated
formate and recoordination of the dissociated phosphine donor
to Ni, which collectively is exergonic by 13.1 kcal/mol. Thus,
the rate-determining step for path 2 is hydride transfer at a
diphosphine Ni site. By comparison, outer-sphere hydride
transfer (path 1) from a triphosphine-coordinated Ni hydride
only has a free energy of activation of 12.2 kcal/mol, which is
∼18 kcal/mol more favorable than that for path 2, with the
difference almost entirely attributable to the unfavorable
dissociation of a phosphorus donor to accommodate the
incoming CO2 ligand.

Path 3. Rather than hydride transfer occurring after initial
deprotonation of H2, CO2 could alternatively react directly with
the dihydrogen adduct according to the potential energy profile
shown in Figure 4 (depicted as a blue line). After the H2 adduct
(A2) forms, the diffusion of CO2 results in a van der Waals
complex [(η1-H2)NiGaL][CO2], C1, which is −1.4 kcal/mol
lower in energy than A1. The Gibbs free energy of activation
for direct hydride transfer from the H2 adduct to CO2 was
found to be 33.9 kcal/mol, which is higher than that for the
rate-determining steps in both path 1 and path 2. From C2,
path 3 would be completed by HCO2

− release and
deprotonation of the Ni−H by Vkd_iPr, which can occur in
either order or in a concerted fashion. We did not further
investigate path 3 because the free energy of activation for
hydride transfer from the H2 adduct to CO2 is too high to
compete with the other pathways. On the basis of the
experimental observations, we also ruled out a similar pathway
involving initial H2 oxidative addition to give a Ni(II) dihydride
species, followed by reaction with CO2 to give C2. We
previously observed that no isotopic scrambling of a mixture of
H2/D2 to HD was observed for NiGaL, which would be
expected to be facile if a Ni(II) dihydride species was
energetically accessible.61 Additionally, only the H2 adduct
was observed upon the addition of a mixture of H2/CO2 to
NiGaL in the absence of base, indicating that neither the H2
adduct nor any Ni(II) dihydride species that could potentially
be formed was hydridic enough to react with CO2 to generate
C2.47,61

In summary, path 1 is the lowest-energy pathway, with the
key steps being the deprotonation of the H2 adduct with
Verkade’s base and outer-sphere hydride transfer from the
resulting anionic Ni−H species to CO2. We have ruled out
alternative hydride transfer pathways, including hydride
migratory insertion to a bound CO2 with the dissociation of
a phosphine donor, and the direct reaction between the H2
adduct and CO2, which would side-step the formation of a
discrete anionic Ni hydride, [HNiGaL]−. Indeed, [HNiGaL]−

has been isolated, and its estimated thermodynamic hydricity
value of ∼31 kcal/mol in CH3CN (see section 3) provides a
significant driving force for outer-sphere hydride transfer to
CO2. Instead of hydride transfer, the rate-determining step for
path 1 is the deprotonation of the H2 adduct by Vkd_iPr. The
calculated free energy of activation of 26.2 kcal/mol is larger
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than expected for a catalytic process occurring readily at room
temperature.47 Hence, we were inspired to investigate in greater
detail the factors that affect the activation energy for H2
deprotonation.
3.2. The Importance of Basicity and Steric Effects of

the Base in H2 Deprotonation. In light of the finding that
the rate-determining step for path 1 is the H2 deprotonation, it
follows that catalytic activity could potentially be improved by
modifying the factors that govern the energetics of this step.
First, the base used in CO2 hydrogenation plays an important
role, as discussed in previous experimental studies.47,62,63 As
shown in Figure 5, we have investigated four bases with varying

basicity and steric hindrance in order to gauge how these two
factors influence the favorability of H2 deprotonation.
Specifically, this study includes two Verkade’s super bases,
2,8,9-trimethyl-2,5,8,9-tetraaza-1-phosphabicyclo[3,3,3] unde-
cane (abbreviated as Vkd_Me) and Vkd_iPr, and two
guanidine bases, 1,1,3,3-tetramethylguanidine (abbreviated as
TMG) and 2-(tert-butyl)-1,1,3,3-tetramethylguanidine (abbre-
viated as tBuTMG). Their base strengths are assessed by the
reported pKa values of the conjugate acids, where a higher pKa
value corresponds to a stronger base. The pKa values for the
conjugate acids of Vkd_Me, Vkd_iPr, TMG, and tBuTMG are
32.9,64 33.6,64 23.4,65 and 26.5,62,63 respectively, in CH3CN. In
addition, the formate product, HCO2

−, can serve as a proton
acceptor once it is generated in the catalytic reaction. The pKa
value for HCO2

− in THF is experimentally unavailable, but the
computationally estimated pKa value for CH3COOH in THF is
22.1,66 which should be comparable to the pKa value of
HCOOH. As a result, we also studied the potential role of
HCO2

− in the H2 deprotonation step. The potential energy
profiles for H2 deprotonation by these bases are shown in
Figure 6. In analogy to path 1, the geometries of reactant
(A2*), transition state (TSA2−3*), and product (A3*) are
similar to those calculated for Verkade’s base (Vkd_iPr) in
section 1.
Basicity. Of the bases shown in Figure 5 for which the

deprotonation of the H2 adduct was computed, only Vkd_iPr
and tBuTMG were employed experimentally in catalysis.
Comparing these two bases, the Gibbs free energy of activation
for H2 deprotonation is slightly greater for tBuTMG (27.8 kcal/
mol) than for the more basic Vkd_iPr (26.2 kcal/mol). While
the steric effect of the base was not probed explicitly
experimentally, decreasing the basicity of the base was seen
to result in more sluggish catalystic rates and/or no catalytic

formate generation. Specifically, the overall turnover frequency
(TOF) using tBuTMG is 80 h−1, which is significantly lower
than the overall TOF of 2130 h−1 using Vkd_iPr under
identical catalytic conditions and qualitatively consistent with
the respective barriers to H2 deprotonation for the two bases.47

The use of an even weaker base, NEt3 (pKa = 18.8), was also
investigated experimentally, and no formate was detected.47 In
the case of Vkd_Me, the free energy of activation for H2
deprotonation is 24.7 kcal/mol, which is lower than that for
Vkd_iPr by 1.5 kcal/mol. This finding was initially surprising
because Vkd_Me is a weaker base than Vkd_iPr. The results for
TMG are even more dramatic: the corresponding free energy of
activation for H2 deprotonation is 12.0 kcal/mol, which is by far
the lowest among the bases in Figure 5, even though TMG is
the weakest of the four bases. These intriguing results inspired
us to study in detail the structures of the initial state (A2*),
transition state (TSA2−3*), and final state (A3*) for H2
deprotonation to identify the role that steric hindrance plays
in this particular reaction, as the low barrier for deprotonation
with TMG could potentially be attributable to the fact that it is
the least sterically hindered among the bases studied (Figure 5).

Steric Effects. To understand the steric effect of the base on
the H2 deprotonation step, the structures of the initial state
(A2*), transition state (TSA2−3*), and final state (A3*) were
calculated and analyzed for the bases shown in Figure 5, and
the structural details are summarized in Tables S1−S4. We
identified a single geometric parameter that is highly sensitive
to the steric hindrance of the base, namely, the distance
between Ni and the P atom (for Verkade’s bases) or the N
atom (for guanidine bases), which is denoted as d(Ni···P/N).
This parameter seems sensible because H2 deprotonation
requires the close approach of base in the van der Waals
complex, [(η2-H2)NiGaL][base], to allow for direct proton
transfer from (η2-H2)NiGaL to the base. As shown in Figure
7b, d(Ni···P/N) in A2*, TSA2−3*, and A3* is significantly
longer for the bulkier bases such as Vkd_iPr and tBuTMG,
compared to their less bulky counterparts, Vkd_Me and TMG,
respectively. The larger values of d(Ni···P/N) in the precursor
complexes A2* seem to track with the greater activation
barriers for H2 deprotonation. Specifically, the Gibbs free
energy of activations for tBuTMG (27.8 kcal/mol) and
Vkd_iPr (26.2 kcal/mol) are larger compared to those of

Figure 5. Two Verkade’s super bases (Vkd_Me and Vkd_iPr) and two
guanidine bases (TMG and tBuTMG) and the pKa values of their
conjugate acids in CH3CN.

Figure 6. Effect of basicity and steric hindrance of bases on the H2
deprotonation step. A2* and A3* represent the van der Waals
complexes [H2NiGaL][base] and [Hbase]+[HNiGaL]−, respectively.
TSA2−3* represents the transition state from A2* to A3*.

ACS Catalysis Research Article

DOI: 10.1021/acscatal.8b00803
ACS Catal. 2018, 8, 4955−4968

4960

http://pubs.acs.org/doi/suppl/10.1021/acscatal.8b00803/suppl_file/cs8b00803_si_001.pdf
http://dx.doi.org/10.1021/acscatal.8b00803


their less bulky TMG (12.0 kcal/mol) and Vkd_Me (24.7 kcal/
mol) analogs, respectively. This analysis shows that the order of
the free energies of activation for the deprotonation reaction at
the relatively hindered Ni site are largely dictated by steric
effects, such that a base with weaker basicity and less steric bulk
(e.g., TMG) can have lower free energies of activation for H2
deprotonation than bases with stronger basicity and greater
steric hindrance (e.g., Vkd_Me, Vkd_iPr, tBuTMG).
In Figure 7c−e, the d(Ha···Hb), d(Ni···Ha), and d(P/N···Hb)

distances are plotted along the reaction coordinate for H2
deprotonation. By examining these plots, we identified three
distances that are sensitive to the steric hindrance of the base:
d(P/N···Hb) in A2*, d(Ni···Ha) in TSA2−3*, and d(Ha···Hb) in
A3*. Of interest, the Ha···Hb distance in A2* and the Ni···Ha
distance in A2* and A3* are essentially invariant with all bases
(see Figure 7c,d and Table S2), presumably because they
depend more on the electronic properties of the Ni center and
its interaction with either the H2 or the hydride ligands, and
thus are not directly impacted by the base. In addition, d(P/

N···Hb) of TSA2−3* and A3* is not sensitive to the sterics or
basicity of the base but rather depends simply on whether the
proton acceptor is a P or N atom. Due to the near linearity of
the d(Ni···Ha), d(Ha···Hb), and d(P/N···Hb) vectors in the
transition state TSA2−3*, the Ni···P/N distance in TSA2−3* can
be approximated by the equation d(Ni···P/N) ≈ d(Ni···Ha) +
d(Ha···Hb) + d(P/N···Hb). As shown in Figure 7b−e, the
d(Ha···Hb) and d(P/N···Hb) do not vary much in TSA2−3*;
however, d(Ni···Ha) does show a large variation for the
different bases. For example, the d(Ni···Ha) of TSA2−3* for
TMG is much shorter than that for the other bases, and thus it
is much closer to the optimal d(Ni···Ha) in the resulting
hydride that forms, A3*. In other words, the low steric
hindrance of TMG allows for closer approach of the “base(P/
N)···Hb···Ha” unit to Ni, which allows for a shorter d(Ni···Ha)
that will require less rearrangement to achieve the optimal
d(Ni···Ha) in A3*. This results in the Gibbs free energy of
activation for deprotonation by TMG being much lower than
for the other three bases, which counters the aforementioned
trend in basicity strengths. Although the basicity is not as
important as steric effects in determining the barrier to H2
deprotonation, the use of a strong base is still crucial for
catalysis because the proton transfer from (η2-H2)NiGaL (pKa
≈ 33.1 in CH3CN) to the base is only an exergonic process for
Vkd_iPr (pKa = 33.6) and is endergonic for Vkd_Me,
tBuTMG, and TMG. Nonetheless, the relative free energies
of activation for the deprotonation of (η2-H2)NiGaL with
various bases highlight the significant influence that steric
considerations can have, as the bulky isopropyl groups on the
phosphines of the ligand hinder a close approach of the
exogenous base. Hence, the steric hindrance of the exogenous
base and the ligand phosphine substituents are both important
experimental parameters to vary for further optimization of the
current catalytic system.67,68

Formate As a Base. As shown in Figure 6, the free energy of
activation for H2 deprotonation using formate as a proton
acceptor is only 2.7 kcal/mol, which is significantly lower than
the barriers for Verkade’s super bases and for the TMG and
tBuTMG guanidine bases. This is consistent with Urakawa’s
calculations that it is barrierless for H transfer to formate on
[Ru(H)2] complex, which is more active than (η2-H2)NiGaL
because a dihydride complex forms on Ru(dmpe)2, while for
the (η2-H2)NiGaL complex, H2 is in molecular form.58,69 This
dramatically lower free energy of activation indicates that it is
favorable for formate to assist in H2 deprotonation by acting as
a proton shuttle: the less bulky formate can approach (η2-
H2)NiGaL more readily than can a stronger but bulkier base.
When the Vkd_iPr base is present in solution, formate can
readily transfer the proton it accepted from (η2-H2)NiGaL to
Vkd_iPr, and this transfer is exergonic by 4.2 kcal/mol. After
the downhill transfer of the proton to Verkade’s base, formate is
regenerated and can further participate as a base in subsequent
H2 deprotonation events, as shown in Figure 8. This prediction
is consistent with experimental observations that the catalysis
stops when Vkd_iPr has been consumed, as a sufficiently strong
base is needed to drive the overall catalytic reaction starting
from H2 and CO2, which is a favorable reaction when
generating formate in organic solvent but not favorable when
producing formic acid.70−72,13,12 Of note, the reverse reaction
where the Ni hydride is reprotonated by formic acid is relatively
facile with a low free energy of activation of 6.8 kcal/mol;
however, this is outcompeted by the exergonic proton transfer

Figure 7. (a) The structures of A2*, TS1−2*, and A3* shown for
Vkd_iPr base. Except for the H2 or H2-derived protons, all other
protons are omitted for clarity. The variation of distance between (b)
Ni and P/N of base, d(Ni···P/N), (c) Ha and Hb, d(Ha···Hb), (d) Ni
and Ha and Hb, d(Ni···Ha), and (e) P/N of the base and Hb, d(P/N···
Hb), are shown for A2*, TS1−2*, and A3* along the pathway of H2
deprotonation.
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from HCOOH to Vkd_iPr to produce formate when sufficient
base is present in the reaction mixture.
We conclude that the CO2 hydrogenation reaction catalyzed

by NiGaL is initiated with Vkd_iPr as the direct proton-
acceptor until enough formate is generated in solution to serve
as a proton shuttle between the H2 adduct and Vkd_iPr.
Therefore, as formate builds up with time, the reaction rate

should increase until sufficient formate exists in the solution, at
which point the rate will be constant (i.e., linear HCOO− vs
time kinetics plot) until it is slowed by the depletion of base.
With the strongly basic Vkd_iPr, the formate product is
generated very quickly (initial TOF = 9700 h−1), and so this
postulated rate increase during the initial buildup of formate
was not observed.47 However, upon substituting Vkd_iPr base
with tBuTMG under otherwise identical conditions, the CO2

hydrogenation reaction was found to have two distinct time
periods: (1) an induction period for the first ∼3 h, during
which the reaction rate accelerates slowly until about ∼100
equiv HCO2

− are generated relative to catalyst, and then (2) a
period from ∼3.5 to 7.5 h, during which time the reaction rate
remains constant at 120 h−1 (the maximum rate reached at the
end of the induction period) until tBuTMG is nearly
consumed.47 Thus, the two kinetic periods observed for
tBuTMG lend support to the computationally proposed
mechanism for H2 deprotonation. The low basicity and high
degree of steric hindrance for tBuTMG likely hinder the
deprotonation step. Once sufficient formate has been
generated, the reaction rate accelerates as formate acts as a
cocatalyst in the H2 deprotonation step.
The proposal that formate can act as an intermediary base to

generate formic acid, which then undergoes proton transfer to
the stoichiometric Vkd_iPr base, is consistent with the
observation of very low concentrations of formic acid during
catalysis only when nearly all the Vkd_iPr base has been
consumed (1 equiv formic acid relative to 5 equiv of formate
for trials with 0.25 mM NiGaL catalyst under 34 atm H2/CO2,
Figure S2). We interpret this observation as suggestive that
proton transfer between formate and Vkd_iPr becomes slow on
the NMR time scale, and thus observable, only when Vkd_iPr
has been depleted and is not readily present in high
concentration to readily accept the proton. As a counterargu-
ment, the formation of formic acid could also result from the

Figure 8. H2 deprotonation by Verkade’s base assisted by formate,
along with the relevant structures where formate acts as a proton
shuttle (A2*, TS2−3*, and A3*). Note that the values labeled in the
structures are selected bond distances in Å.

Scheme 2. Most Favorable Pathway for CO2 Hydrogenation
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weak base equilibrium of [H(Vkd_iPr)]+[HCO2]
− as the

concentration of the free Vkd_iPr base approaches zero.
However, the exceedingly large difference of ∼11 pKa units
between [H(Vkd_iPr)]+ and formic acid (vide supra) would
imply that any formic acid generated from the weak base
equilibrium of [H(Vkd_iPr)]+[HCO2]

− would likely be too
minute to be observed by standard 1H NMR spectroscopy.
Overall, the remarkably low free energy of activation for H2
deprotonation by formate relative to Vkd_iPr and the other
bases examined means that with sufficient buildup of formate,
the rate-determining step for path 1 will switch from H2
deprotonation to outer-sphere hydride transfer to CO2 during
the time course of the catalysis. In summary, the most favorable
reaction path (Scheme 2) starts with H2 binding, followed by
H2 deprotonation where formate acts as a proton shuttle which
transfers a proton from the H2 adduct to Verkade’s base,
resulting in the anionic Ni hydride species [HNiGaL]− and the
protonated base [H(Vkd_iPr)]+. Formate produced through
the outer-sphere hydride transfers to CO2. Finally, the catalytic
cycle is completed by release of formate.
3.3. Effect of Hydricity on CO2 Hydrogenation.

Thermodynamic hydricity (ΔG°H−) is an important quantita-
tive parameter, which can be applied to evaluate the propensity
of a metal hydride, M−H, to transfer a hydride to a substrate. It
is defined as the free energy change for the reaction: MHn →
Mn+1 + H−,70,73,74 and in the present work we use

Δ ° = + −− −
−G G G G([M M L] (H ) ([HM M L] )H 1 2 1 2 (1)

The ΔG°H− values for stable metal hydrides are always positive
because it requires energy input to cleave a M−H bond to
generate a discrete hydride (i.e., H−), and the hydricity of eq 1
is positive for a stable metal hydride. A larger ΔG°H− value for a
metal hydride indicates that the release of a hydride is more
thermodynamically unfavorable, whereas a lower ΔG°H−

indicates a stronger hydride donor. The thermodynamic
hydricity of the resulting metal hydride generated from H2
deprotonation is a key consideration for hydride transfer to
CO2 and for the overall activity of CO2 hydrogenation,
especially in light of the dramatic lowering of the deprotonation
barrier by formate assistance which results in the prediction that
hydride transfer becomes rate-limiting.70 To determine the
relationship between the thermodynamic hydricity (ΔG°H−) of
a metal hydride and the free energy of activation (ΔG⧧) for
hydride transfer to CO2, a variety of bimetallic complexes were
studied, as shown in Figure 1. We have previously found that
bimetallic complexes pairing first-row metals (Fe, Co, Ni) with
group 13 supporting metals (M = Al, Ga, and In) are best
described as Fe(0), Co(0), and Ni(0) with a M(III) supporting
ion.47,61,75 Thus, a singlet spin state is preferred for Ni(0)
bimetallics, and the highest possible spin state is preferred when
the supporting metal is Fe or Co (Table S5). In our previous
work, the ground states of Fe−Al and Co−Al were identified to
be a triplet and doublet, respectively, which correspond to
Fe(0)−Al(III) and Co(0)−Al(III) metal pairings.75 This agrees
with the established principle that the +3 oxidation state is the
most stable oxidation state for Al and Ga ions, as the inert pair
effect does not come into play until heavier group 13 elements
like Tl are considered. As a result, all complexes were
considered to be zero-valent transition metals supported by a
trivalent supporting group 13 metal. A linear relationship
between ΔG⧧ for hydride transfer to CO2 and ΔG°H− of the
metal hydride is identified for M−M and Ni−M complexes,
with a coefficient of determination (R2) of 0.88 and 0.90,

respectively, as shown in Figure 9. The linear relationship can
be rationalized by noting that a stronger hydride donor (low

ΔG°H−) readily transfers to CO2 (low ΔG⧧ for hydride
transfer), whereas a weaker hydride donor requires more
activation energy to react with CO2. The correlation shown in
Figure 9 indicates that the activation barriers for hydride
transfer to CO2 for the bimetallic complexes studied can be
estimated fairly accurately from the thermodynamic hydricity,
which can, in principle, be measured from the experi-
ment.74,76,77 Furthermore, this relationship gives us a useful
catalyst descriptor for screening other bimetallic complexes
rather than computing the free energies of activation for an
entire mechanistic pathway to identify potential catalysts. The
slopes of the two linear relations in Figure 9 are similar, with
the red line (Ni−M) lying about 2 kcal/mol higher than the
blue line (M−Al and M−Ga).
All of the anionic bimetallic hydrides shown in Figure 9 are

hydridic enough for spontaneous hydride transfer to CO2 (i.e.,
ΔG°H− ([HM1M2L]

−) < ΔG°H−(HCO2
−) = 44 kcal/mol in

CH3CN). However, it is important to note that while a low
barrier to hydride transfer is seemingly beneficial to catalysis,
there is an inherent trade-off regarding the stability and
reactivity of a metal hydride. An unstable metal hydride,
characterized by a low ΔG°H−, will likely facilitate rapid and
favorable hydride transfer, but its formation via deprotonation
of a metal−dihydrogen adduct would also become more
difficult.74,78 With these considerations in mind, the best
bimetallic catalysts among this set are likely the systems where
the corresponding bimetallic hydrides have ΔG°H− values
between 30 and 44 kcal/mol, e.g., Fe−Ga, Co−Ga, Ni−Ga, and
Ni−In.

3.4. Comparing Binding Energies of H2, HCO2
−, and

CO. In addition to the consideration of H2 deprotonation and
hydride transfer to CO2, the binding of H2, HCO2

−, or CO to
these bimetallic complexes can also play an important role in
CO2 hydrogenation. Highly active catalysts for CO2 hydro-
genation should have relative binding energies that allow the
release of formate (HCO2

−) and subsequent binding of H2, as
catalytic turnover will be impeded, stopped, and/or require
high H2 pressure if formate binds too strongly.58,69 In addition,
we consider CO binding because CO has been reported as a

Figure 9. Calculated Gibbs free energy of activation for the outer-
sphere hydride transfer to CO2 (ΔG⧧) on [HM1M2L]

− as a function
of the calculated hydricity of metal−metal (M1M2) hydride in THF
(ΔG°H−). ΔG is calculated using the equation ΔG⧧ = G(TSA5−6) −
G([CO2][HM1M2L]

−). Hydricity values were calculated using eq 1
and then referenced to the experimentally determined ΔGH

− value of
31.3 kcal/mol47 for [HNiGaL]− in CH3CN.
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byproduct of CO2 hydrogenation catalysis via either the reverse
water−gas shift reaction or formate dehydroxylation, and
irreversible binding of CO can ultimately poison the catalyst.79

With these binding criteria in mind, the binding energies of H2,
HCO2

−, and CO for the series of M1M2L complexes were
calculated and are plotted in Figure 10. In general, the binding
energies for M1M2L are stronger when the supporting metal is
Ga versus Al. This can be explained by the fact that Ga3+ is a
stronger Lewis acid toward late transition-metal Lewis bases
than Al3+, and as such, it renders the transition metal (Fe, Co,
Ni, Pd, Pt) more electron-deficient, which in turn will favor
stronger binding of donor ligands.61 CO, if generated, will
effectively poison all the bimetallic catalysts by binding strongly
to the metal site, as shown in Figure 10d.
The relative binding free energies of H2 versus formate

change significantly for the different transition metals. The
FeML complexes are predicted to bind formate much more
strongly than H2 (FeAlL: ΔGformate = −4.4 kcal/mol vs ΔGH2

=

8.7 kcal/mol; FeGaL: ΔGformate = −7.4 kcal/mol vs ΔGH2
= 6.0

kcal/mol, Figure 10), suggesting that formate would readily
block the Fe active site from H2 binding. For PdML and PtML,
both H2 and HCO2

− binding energies are endergonic, which
would facilitate formate release but make H2 binding difficult.
For CoAlL and NiAlL, the binding of H2 is slightly endergonic,
with formate binding predicted to be less favorable than H2
binding so as to make the release of formate and the binding of
H2 feasible. For both CoGaL and NiGaL, the H2 and HCO2

−

binding energies are exergonic and are closely matched, which
is optimal for promoting catalytic turnover.
Figure 11 compares the binding energy of H2 and formate in

their van der Waals complexes with Vkd_iPr and [H-
(Vkd_iPr)]+, respectively. The presence of van der Waals
interactions with the base only slightly perturbs the binding
favorability for H2, but it greatly stabilizes the binding of

formate at M1M2L, which could result from the electrostatic
interaction between the protonated base and formate ions and
from the van der Waals interaction between the H atoms of
Vkd_iPr and the O atom of formate. Overall, once the
electrostatic and van der Waals interactions with base are

Figure 10. (a) The structures of (η2-H2)NiGaL, [(OCHO)NiGaL]
−, and (η1-CO)NiGaL (H atoms bound to carbons are not shown for clarity).

The binding free energies of H2, OCHO
−, and CO on M1M2L (M1 = Fe, Co, Ni, Pd, Pt; M2 = Al, Ga) are plotted in b, c, and d.

Figure 11. (a) The structure of [(η2-H2)NiGaL][Vkd_iPr] and
[H(Vkd_iPr)]+[(OCHO)NiGaL]− (where H atoms bound to carbon
atoms are not shown for clarity). The binding energies of H2 and
OCHO− on M1M2L (M1 = Fe, Co, Ni, Pd, Pt; M2 = Al, Ga) are
plotted in b and c. The color code is the same as in Figure 9.
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considered, the binding energies of formate are much stronger
than those of H2 for all M1M2L, indicating that formate would
impede the metal active site from binding H2 to a large extent.
For NiGaL, H2 binding is endergonic by 2.7 kcal/mol, while
formate binding is exergonic by −2.3 kcal/mol (i.e., formate
binding is ∼5 kcal/mol more favorable than H2 binding). On
the basis of the criteria of minimizing the amount by which
formate binding is more favorable than H2 binding, CoAlL,
CoGaL, NiAlL, and NiGaL are predicted to be the best
potential CO2 hydrogenation catalysts of the bimetallic
complexes explored here. Combining this criterion with the
previously discussed considerations regarding hydride transfer
and H2 adduct deprotonation, NiGaL and CoGaL are predicted
to be the best catalysts among all of the various bimetallics
studied in this work because of their hydricity is close to that of
formate, the product of hydride transfer to CO2.
The relative binding energies of H2 and formate are

important because the dissociation of formate was reported
to be the rate-determining step for catalysis with NiGaL based
on the experimental observation that the anionic formate
adduct [(OCHO)NiGaL]− is the catalytic resting state by 31P
NMR spectroscopy.47 A similar rate-determining ligand
substitution of H2 for bound formate was predicted for
Ru,58,69 Fe,45 and Co46 catalysts, the latter of which required
Li+ additives to assist in formate liberation. For NiGaL, the
computed thermodynamic binding energetics predict formate
binding to be stronger than H2 binding by ∼5 kcal/mol,
suggesting a potential impediment to catalytic turnover. Of
note, the free energy of activation for formate release (2.3 kcal/
mol) is smaller than the free energy of activation for hydride
transfer to CO2 (12.2 kcal/mol), which is calculated to be the
primary rate-determining step after the sufficient buildup of
formate lowers the H2 deprotonation barrier. Considering the
significantly larger activation barrier for hydride transfer relative
to formate release, the predicted catalyst resting state ought to
be the anionic Ni hydride species, [(HCO2)NiGaL]

−. We note,
however, that solvation energies for small ions like formate can
be challenging to calculate accurately, and hence, some
uncertainty will exist in this quantitative computational analysis.
Of interest, an intriguing experimental observation may help to
reconcile this discrepancy between experiment and theory in
regard to whether the expected resting state of the catalyst
should be the anionic formate adduct or the anionic Ni hydride.
Upon the replacement of H2/CO2 with D2/

13CO2, both
[DNiGaL]− and [(D13CO2)NiGaL]

− were observed during
catalysis by in situ 31P NMR spectroscopy, in contrast to only
[(HCO2)NiGaL]

− being observed as the catalytic resting state
with H2/CO2 (Figure S3). While we do not fully understand
the underlying basis for these isotopic effects, the detection of
both [DNiGaL]− and [(D13CO2)NiGaL]

− bridges the apparent
discrepancy between experiment and theory by suggesting that
hydride transfer and formate dissociation likely have somewhat
similar free energies of activation, such that using heavier
isotopomers puts the two barriers on par with one another by
slowing hydride transfer and resulting in the buildup of both of
the aforementioned species during catalysis.

4. CONCLUDING REMARKS
We presented a DFT computational study on the full reaction
mechanism for CO2 hydrogenation catalyzed by a bimetallic
NiGaL catalyst, and we also presented supporting experimental
work. We found that the most favorable pathway for CO2
hydrogenation consists of H2 binding and deprotonation, outer-

sphere hydride transfer to CO2, and formate release (Scheme
2). For H2 deprotonation, the activation barrier depends on the
basicity and even more strongly on the steric hindrance of the
base. Furthermore, we identified a cocatalytic role of formate in
the H2 deprotonation step, where it acts as a proton shuttle
between (η2-H2)NiGaL and Verkade’s base and thereby
dramatically reduces the activation barrier from 27.8 kcal/mol
using Verkade’s base alone to 2.7 kcal/mol. With the assistance
of formate, the overall rate-determining step is predicted to
switch from H2 deprotonation to hydride transfer to CO2.
Meanwhile, the stronger binding of formate as compared to H2
suggests that the formate release is also a step which likely
impedes catalysis, and it has been experimentally observed that
formate release likely has a free energy of activation that is
slightly greater than that of hydride transfer to CO2.
To explore the potential of various bimetallic catalyst

candidates, we have investigated two series of bimetallic
complexes: (1) M1−M2, where M1 = Fe, Co, Pd, or Pt and
M2 = Al or Ga, and (2) Ni−M2, where M2 = Fe, Co, Al, Ga, or
In. For hydride transfer, the free energy of activation for
hydride transfer to CO2 is found to scale linearly with the
thermodynamic hydricity of the metal hydride. For the Ni−M
series, thermodynamic hydricity can be tuned by 15 kcal/mol
simply by varying the supporting Lewis acidic ions. A subset of
the bimetallic hydride complexes (where M1M2 = FeGa, CoGa,
NiGa, and NiIn) has thermodynamic hydricities close to the
value of formate, which are considered optimal for catalysis,
where ΔG°H− is between 30 and 44 kcal/mol. These linear
relationships provide a simple and efficient way to compute the
free energies of activation for hydride transfer to CO2. For
formate release, several bimetallic complexes (CoAlL, CoGaL,
NiAlL, and NiGaL) were identified as potentially promising
catalysts based on the relative binding free energies of H2 and
formate being neither too weak nor strong, and thereby
facilitating catalytic turnover by allowing for the release of
formate and rebinding of H2. Thus, while the identified linear
relations between the thermodynamics and kinetics of hydride
transfer provide a means for rapidly screening the other
potential bimetallic catalysts, it is also necessary to analyze the
relative free binding energies of H2 and formate to predict the
overall catalytic reactivity. Overall, taking into account hydride
generation, transfer to CO2, and subsequent formate release,
NiGaL and CoGaL are predicted to be the best catalysts among
all of the various bimetallics studied.
In addition to identifying CoGaL as a promising catalyst for

future study, our detailed mechanistic study has identified
strategies to further improve the efficiency of the NiGaL
catalyst in CO2 hydrogenation. Specifically, reducing the steric
bulk of the phosphine substituents of NiGaL and of the base
may allow for more facile deprotonation by weaker and less
expensive bases. Additional considerations include optimizing
the hydricity of bimetallic complexes so as to maintain potent
reactivity while still allowing facile metal hydride generation
from H2, as well as maximizing the favorability of H2 binding
relative to formate binding. Among the complexes surveyed, the
only other bimetallic catalyst besides NiGaL that strongly meets
these identified criteria is CoGaL, which we plan to investigate
in future studies. The present computational results provide
guidance to future experimental work and build a strong
foundation for understanding trends as we seek to optimize
catalysis by expanding our investigation to a larger series of
bimetallic catalysts.
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(55) Andrae, D.; Haüßermann, U.; Dolg, M.; Stoll, H.; Preuß, H.
Energy-Adjustedab Initio Pseudopotentials for the Second and Third
Row Transition Elements. Theor. Chim. Acta 1990, 77, 123−141.
(56) Marenich, A. V.; Cramer, C. J.; Truhlar, D. G. Universal
Solvation Model Based on Solute Electron Density and on a
Continuum Model of the Solvent Defined by the Bulk Dielectric
Constant and Atomic Surface Tensions. J. Phys. Chem. B 2009, 113,
6378−6396.
(57) Kumar, N.; Camaioni, D. M.; Dupuis, M.; Raugei, S.; Appel, A.
M. Mechanistic Insights into Hydride Transfer for Catalytic

ACS Catalysis Research Article

DOI: 10.1021/acscatal.8b00803
ACS Catal. 2018, 8, 4955−4968

4967

http://dx.doi.org/10.1021/acscatal.8b00803


Hydrogenation of CO2 with Cobalt Complexes. Dalt. Trans. 2014, 43,
11803−11806.
(58) Urakawa, A.; Jutz, F.; Laurenczy, G.; Baiker, A. Carbon Dioxide
Hydrogenation Catalyzed by a Ruthenium Dihydride: A DFT and
High-Pressure Spectroscopic Investigation. Chem. - Eur. J. 2007, 13,
3886−3899.
(59) Ni, S.-F.; Dang, L. Insight into the Electronic Effect of
Phosphine Ligand on Rh Catalyzed CO2 Hydrogenation by
Investigating the Reaction Mechanism. Phys. Chem. Chem. Phys.
2016, 18, 4860−4870.
(60) Batsanov, S. S. Van Der Waals Radii of Elements. Inorg. Mater.
2001, 37, 871−885.
(61) Cammarota, R. C.; Lu, C. C. Tuning Nickel with Lewis Acidic
Group 13 Metalloligands for Catalytic Olefin Hydrogenation. J. Am.
Chem. Soc. 2015, 137, 12486−12489.
(62) Zall, C. M.; Linehan, J. C.; Appel, A. M. A Molecular Copper
Catalyst for Hydrogenation of CO2 to Formate. ACS Catal. 2015, 5,
5301−5305.
(63) Zall, C. M.; Linehan, J. C.; Appel, A. M. Triphosphine-Ligated
Copper Hydrides for CO2 Hydrogenation: Structure, Reactivity, and
Thermodynamic Studies. J. Am. Chem. Soc. 2016, 138, 9968−9977.
(64) Kisanga, P. B.; Verkade, J. G.; Schwesinger, R. pKa
Measurements of P(RNCH2CH3)3N. J. Org. Chem. 2000, 65, 5431−
5432.
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