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Abstract

To avoid the order reduction when third order implicit-explicit Runge-Kutta time
discretization is used together with the local discontinuous Galerkin (LDG) spatial
discretization, for solving convection-diffusion problems with time-dependent Dirichlet
boundary conditions, we propose a strategy of boundary treatment at each intermediate
stage in this paper. The proposed strategy can achieve optimal order of accuracy by
numerical verification. Also by suitably setting numerical flux on the boundary in the
LDG methods, and by establishing an important relationship between the gradient and
interface jump of the numerical solution with the independent numerical solution of the
gradient and the given boundary conditions, we build up the unconditional stability of
the corresponding scheme, in the sense that the time step is only required to be upper
bounded by a suitable positive constant, which is independent of the mesh size.

keywords. local discontinuous Galerkin method, implicit-explicit time discretization,
convection-diffusion equation, Dirichlet boundary condition, order reduction.
AMS. 656M12, 65M15, 66M60

1 Introduction

The local discontinuous Galerkin (LDG) method was introduced by Cockburn and Shu [10],
motivated by the work of Bassi and Rebay [4] for solving the compressible Navier-Stokes
equations. It was designed for solving convection-diffusion problems initially, and later it
gained wide applications in many high order partial differential equations, for example,
KdV-type equations [27], bi-harmonic equations [28, 11], the fifth order dispersion equation
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[28], and so on. More applications of the LDG schemes can be found in the review article
[26] and the reference therein.

With respect to the theoretical studies about LDG schemes, most of them pay attention
to model problems with periodic boundary conditions (BCs), as far as the authors know.
Since many applications in practice are non-periodic, it is important to study LDG schemes
in non-periodic situations. For convection-diffusion problems with Dirichlet BCs, optimal
error estimate of the semi-discrete LDG method has been studied in [8]. Wang and Zhang
[24] presented an optimal error estimate for a fully-discrete LDG scheme, where the third
order total variation diminishing (TVD) explicit Runge-Kutta (RK) method [19, 13] was
adopted in time-discretization, and suitable boundary treatment at each intermediate stage
of explicit third order RK time marching was proposed.

As for convection-diffusion problems, explicit RK methods are stable and efficient for
solving convection-dominated problems. However, for problems which are not convection-
dominated, explicit time discretization will suffer from a stringent time step restriction for
stability [25]. To overcome the small time step restriction, we considered a type of implicit-
explicit (IMEX) RK schemes [3] in [21, 22], where the convection and diffusion parts were
treated explicitly and implicitly, respectively. The corresponding IMEX-LDG schemes were
shown to be unconditionally stable for periodic BCs.

In this paper, we consider the third order IMEX RK time-discretization [5] coupled with
LDG spatial discretization for one-dimensional convection-diffusion problems with time-
dependent Dirichlet BCs. Stability as well as error estimates will be investigated. The
main difficulties come from two aspects, one is about how to set numerical flux on element
interfaces, the other is about how to avoid the order reduction due to improper boundary
treatment at each intermediate stage of high order (> 3) IMEX RK schemes.

The first difficulty has been overcome by Castillo et al. in [8], where a suitable numerical
flux was defined to ensure the stability and optimal error estimates of the semi-discrete LDG
scheme. In this paper we will adopt a similar numerical flux as in [8], based on which we
establish an important relationship between the gradient and interface jump of the numerical
solution with the independent numerical solution of the gradient and the given boundary
conditions, which plays a key role in stability and error analysis.

To put the second difficulty in proper perspective, let us briefly describe the background
of order reduction. It occurs when a RK method is used together with the method of lines for
the fully discretization of an initial boundary value problem [12, 18, 20, 14]. To recover the
full order of accuracy, researchers have proposed several strategies of boundary corrections
for explicit and implicit RK methods. Some representative works for explicit RK methods
are in [7, 1, 17, 6, 29], and a representative work for implicit RK methods is [2]. The ideas
of boundary remedies for explicit and implicit methods are essentially the same, i.e, to
examine the truncation errors made by the s-th order RK method when no intermediate-
stage boundary conditions are enforced, and then to mimic these errors to at least s-th
order when prescribing boundary conditions [17].

However, there has been no such work on boundary corrections for IMEX RK methods,
to the best of our knowledge. The main difficulty lies in that, the time discretization
for convection and diffusion are different, the conversion between spatial and temporal
derivatives are not trivial, compared with the fully explicit or implicit situations, so it
is rather difficult to derive consistent intermediate boundary conditions [7] solely from
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the physical boundary condition and its time derivatives. Similar difficulty occurs when
using inverse Lax-Wendroff procedure for numerical boundary conditions of convection-
diffusion equations [15]. Nevertheless, the ideas of boundary remedies for explicit and
implicit methods can be adopted here.

In this paper, we will first study boundary remedies gﬁf for the purely third order
implicit scheme (which is the implicit part of the third order IMEX RK method [5]) for
the diffusion model, where the boundary remedies only contain information of physical
boundary condition and its time derivatives. Then based on gi’;’f, we propose a strategy of
boundary corrections for the third order IMEX RK method [5] for the convection-diffusion
model, where extra terms involving high order spatial derivatives need to be approximated
properly, thus, certain temporal-spatial constraint is required to observe optimal error es-
timates in time. Even though we are not able to prove the optimal error estimates in time
for the proposed scheme, it behaves very well in numerical experiments.

The remaining of this paper is organized as follows. In Section 2 we present the semi-
discrete and fully-discrete LDG scheme for the model problem. A strategy of boundary
treatment and the corresponding numerical results are given in Section 3. Sections 4 is
about the stability and error estimates for the corresponding scheme. Finally, we give
concluding remarks in Section 5.

2 The LDG method

2.1 The semi-discrete LDG scheme

In this subsection we present the definition of semi-discrete LDG schemes for the linear
convection-diffusion problem with time-dependent Dirichlet boundary condition

Ui + cUy = dUyy, (x,t) € Qr = (a,b) x (0,77, (2.1a)
U(z,0) = Up(x), z € Q= (a,b), (2.1b)
Ula,t) = Uu(t), U(b,t) = Up(t), t € (0,7T). (2.1c)

Here the constants ¢ and d > 0 are convection and diffusion coefficients, respectively. With-
out loss of generality, we assume ¢ > 0 in this paper. The initial solution Uy(x) is assumed
to be in L2(Q).

Let Q = VdU, and define (hir, hdU, hg) := (cU,—v/dQ,—+/dU). The LDG scheme starts
from the following equivalent first-order differential system

Ui+ (h)e + (h5)e =0, Q-+ (hg)e =0,  (2,t) € Qr, (2.2)

with the same initial condition (2.1b) and boundary condition (2.1c).

Let 7, = {I; = ($j_1,3:j)}§y:1 be the partition of €2, where xyp = a and xy = b are the
two boundary endpoints. Denote the cell length as h; = z; —x;_1 for j = 1,..., N, and
define h = max; h;. We assume 7}, is quasi-uniform in this paper, that is, there exists a
positive constant p such that for all j there holds h;/h > p, as h goes to zero.

Associated with this mesh, we define the discontinuous finite element space

Vi ={ve L) vl €P(lj),Vi=1,....,N}, (2.3)
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where Py (I;) denotes the space of polynomials in I; of degree at most k. Note that the
functions in this space are allowed to have discontinuities across element interfaces. At
each element interface point, for any piecewise function p, there are two traces along the
right-hand and left-hand, denoted by p™ and p~, respectively. The jump is denoted by
[p] =p* —p~.

The semi-discrete LDG scheme is defined as follows: for any ¢ > 0, find the numerical
solution w(t) := (u(t),q(t)) € Vi, x Vj, (where the argument z is omitted), such that

(u,v); =H;(u,v) + Lj(w,v), (2.4a)
(Q7r)j :Kj(u>r)v (2.4b)

hold in each cell I, j =1,..., N, for any test functions z = (v,r) € Vj, x V},. Here (-,-); is
the inner product in L?(1;) and

H;(u,v) = (h§,v2); — (BS) o5 + (hS)j1vf 4, (2.5a)
Li(w,v) = (h,v,); — (W07 + (B 0], (2.5b)
Kj(u,r) = (hg,72); — (hq)jTj_ + (hq)j—lrj—lv (2.5¢)

where ﬁi,ﬁﬁ and ﬁq are numerical flux defined at every element boundary point. Let

Jda = U, and g, = Uy be given Dirichlet boundary conditions, we would like to define the
numerical flux in the similar way as that in [8, 24], which is listed in Table 1.

Table 1: The definition of the numerical flux at each element boundary point.

j=0 j=1---,N—-1 j=N
iLZ CGa cuy Cuy
he | —Vdad —Vdg; Vi [ — Y2y — 90)]
}Alq _\/Ega - du; _\/Egb

Remark 2.1. In Table 1, the standard “upwinding” numerical flux was taken for the dis-
cretization of convection, which was used in the original DG method. On the interior
element interfaces, the “alternating ” numerical flux was adopted for the discretization of
diffusion, this simple setting works well in the LDG method for periodic BCs. For Dirichlet
BCs, we only make some modifications on the boundary points. Specifically, with regard
to izq at j = N, we use —V/dg, instead of —\/Eu]_v to ensure the stability of the scheme,
since the interior elements should communicate with boundary; with regard to ﬁﬁ, we de-
fine qj{, = ¢y, the penalty term %(u]_v — gp) is used to enhance the stability and guarantee
the optimal accuracy of the scheme. For more details of the numerical fluxes, we refer the
readers to [8], and the detailed description given in [24].

In (2.4) and below, we drop the argument ¢ if there is no confusion. The initial condition
u(z,0) can be taken as any approximation of the given initial solution Up(z), for example,
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the local Gauss-Radau projection of Uy(z). Please refer to (4.24) for more details. We have
now defined the semi-discrete LDG scheme.
To write the above scheme in compact form, we denote by

N

(U, ’LU) = Z(U, w)j

j=1
the inner product in L%(€2), and by
N-1

(v,w) =Y vjw;

J]=

the L%inner product on all interior mesh grids, and denote g = (g, g5). Summing up
the variational formulations (2.4) over j = 1,2,..., N, we can get the semi-discrete LDG
scheme in global form: for any ¢ > 0, find the numerical solution w = (u,q) € V} X V3, such
that

(ug,v) =H(g;u,v) + L(g; w,v), (2.6a)
(g,r) =K(g;u,r), (2.6b

hold for any z = (v,r) € Vj, x V},. Here E = Z;VZI =j for 2 = H,L,K. For convenience
of further analysis, we would like to divide these operators into two parts, i.e, the interior
part and the boundary part, to be specific

H(Q; u, U) = Hint(u7 U) + Hbry(Q? ’U),
L(g;w,v) = Lint(w,v) + Liry(g;v),

K(Q?“ar) ’Cint(uar) + ’Cbry(QQT)a

where
Hint(u,v) =c [(u,vx) + (u, [v]) — u]_vv]}] =c [—(um,v) — <[[u]],v+> — uarvar] , (2.7a)
Lint(w,v) = — Vd [(q,vm) + (g, [v]) — ayvy + qarvar] - %u]}v&, (2.7b)
Kint (u,7) = — Vd [(u,75) + (u™, [r])] ; (2.7¢)
and

d _
Hirey (95 0) =cgavy,  Lory(g;v) = 7N Ky (g;7) = Vd(gyry — garg)- (2.7d)

2.2 Properties of the LDG spatial discretization

In this subsection, we give some properties of the LDG scheme (2.6). Let us first introduce
some notations. We define

N-1
[]2e = > I3, and [v]? = []3; + (vy)® + (vg)?, (2.8)
j=1
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for arbitrary v belonging to the (mesh-dependent) broken Sobolev space
HYTy) ={¢ € L*(Q): ¢|;, e H'(I;),Vj=1,....,N }.

For any function v € V},, we have the inverse inequality

lvllor; < vV ph= ol Vi=1,2,--- N, (2.9)
where ||v||ar, = \/(U;r_l)z + (vj)? is the L?-norm on the boundary of Ij, [|v]|y, is the L*-

norm in I;, and p > 0 is the inverse constant which is independent of v, h and j.
Next we present the following properties of LDG spatial discretization.
Lemma 2.1. For any w,vy € H'(T},) and z1 = (vi,7m1) € HY(T3) x H*(73,), there hold the
following equalities
c

Hint (w, w) = —5\[10]\2, (2.10)

da _  _
Lint(21,v2) + Kint(v2,7m1) = —EULNUZN. (2.11)
Proof. From (2.7a), we get

Hint (w,w) = ¢ [(w,wy) + (w™, [w]) — (wy)?]

) [(wy)? = ([w?], 1) = (w§)?] + c(w™, [w]) — c(wy)?
= = £ [(wR)? + ([l [w]) + (w§)?] = ~S[ul?. (2.12)

From (2.7b) and (2.7¢), we get
Lint(21,v2) + Kint (v, 1)
= =V [(r1, (w2)e) + (1) [oa]) = vy + 1 0vE)

VA [0 (r)a) ()7 D]~ v

d _
— Sur NV (2.13)

by integrating by parts. O
Corollary 2.1. For any z = (v,r) € H(7},) x H'(T},), we have

Lint(2,v) + Kint(v,7r) = —%(U&)z. (2.14)

By simply using the Cauchy-Schwarz inequality and the inverse inequality (2.9), we can
directly obtain the following two lemmas whose proofs are trivial, so we omit the details to
save space.

Lemma 2.2. For any w,v € V}, there hold the following inequalities

[ Hint (w, )| < ¢ ( lwa |l + v ph ™ ([w]ing + |wg )) v, (2.15a)
[Hint (w,v)] < ¢ <va|| + v ph ([ + vy ]) ) [[w]]. (2.15b)
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Lemma 2.3. For any v,r € Vy, we have

[Hory (g v)] < v/ b~ gal ], (2.16)
d -

Loy (g3 0)] < 7190V ], (2.17)

[Kory(g;7)] < \/3\/ ph=t(|gal + lgsD I ]l- (2.18)

The next lemma establishes the important relationship between ||u, ||, [u] and ||¢||, which
plays a key role in the stability analysis.

Lemma 2.4. Suppose w = (u,q) € V}, x V}, is the solution of the scheme (2.6), then there
exists a positive constant C,, independent of h but maybe depending on the inverse constant
W, such that

C -
| + v/ ph=t ([ + [ug |) < 7%HQ||+\/uh‘1(|ga|+|gb|+|u1v|)- (2.19)

Proof. From (2.4b), (2.5¢) and the definition of the numerical flux ﬁq defined in Table 1,
we have
=V [(u,r2)1 —upry +garg ] i=1
(q,r)j: _\/E[(Uﬂ‘x)g ujrj +u] 17‘J+1] j=2,---,N—1,
—Vd [(u,r2)n — gory +FUN_TH_1] . G=N.

Integrating by parts gives rise to

[ 1+ UO _ga)ra_] J=1
(g,r [ + [u];- 17”J+ 1] ) j=2,--+-,N -1, (2.20)
\/_ )N + [Wln-1rfy + (g —uy)ry], 7=N.

From Lemma 2.4 in [21], we can get

luallz, + v b= [u]j—1] < WHQIIIJ, (2.21)
for j =2,---, N — 1. Similarly, we can derive
C
[z llr, + Vph=tug | < _2‘|‘J||I1 + vV prh~tgal- (2.22)

To obtain the result for j = N, we first take
r() = ug(2) — (=1)*uf (x5-1) Li(£),

in (2.20) for j = N, with £ = %};ﬁw”), where L (&) is the standard Legendre polyno-
mial of degree k in [—1,1]. It is obvious that (ug,r)y = HUIH%N since (uy, Lg)ny = 0, and
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=0,y = (uz)y — (—1)%(us) &, because Ly(—1) = (—1)* and Lg(1) = 1. Then we

1 -
luall7y = —=(a,7)n = (g6 — up)ry

N

C _
< lalng el + /=Ty + LoD 1
due to the inverse inequality (2.9) and the fact that ||Lg|| 7, < Ch'/2. Hence
Cy /1. —
lug|l1y < ﬁHQHIN + Vb= (Juy] + lge])- (2.23)
Then taking r = 1 in (2.20) for j = N, we obtain
1 _
[[u]]N—l = ﬁ(q7 1)N - (umv 1)N - (gb - uN)
Thus it follows from Cauchy-Schwarz inequality that

1 _
Tuly—1] <Ch? (ﬁnqum n ||ux||zN> T (] + lgs).

As a result, from (2.23) we have

C _
luallry + Vb= [u]lv—1] < \/—%HQHIN + Vb (Juy] + g))- (2.24)
At last, combining the above results and summing up over j = 1,--- , N, we get the
desired result (2.19). O

2.3 Fully discrete IMEX LDG scheme

In this paper we would like to adopt the third order IMEX RK time marching method [5] to
update the semi-discrete LDG scheme (2.6). We call the corresponding fully-discrete LDG
scheme as the IMEX-RK3-LDG scheme in this paper.

Let {t" = n7}M , be an uniform partition of the time interval [0, 7], with time step 7.
The time step could actually change from step to step, but in this paper we take it as a
constant for simplicity. Given (u",¢"), we would like to find the numerical solution at the
next time level t"*1, through three intermediate solutions (u™*, ¢™?), £ =1,2,3. In detail,
for any function (v,r) € Vj x Vj

3
(™ 0) = (" 0) + 7Y [asH(g"™ 5w 0) + anL(g"™ w™v)] (2.252)
=0
3 . A~
(W) =" 0)+ 7y [bz’H(gn’Z;U"’Za’U) + bzﬁ(gn’zﬁwm’v)} ’ (2.25b)
=0

(qn,Z,r) :IC(g"’Z;u"’Z,T), for (=1,2,3, (2.25¢)
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where the coefficients are given in the following table

5 0 0 00 ~ 0 0

Qy; H_Tﬁf — ] (e73] 0 010 1_77 Y 0 dfi (2 26)
0 l—as ag 00 B P2 v '

b; 0 Br B v |0 B B2 v| b

The left half of the table lists ay; and b;, with the columns from left to right corresponding
to i =0,1,2,3, and the first three rows from top to bottom corresponding to ¢ = 1,2, 3.
Similarly, the right half lists ay; and b;. Noting that we use explicit time discretization for
the operator ‘H since ay; = 0 for all ¢ > ¢, and we use diagonally implicit time discretization
for the operator £, where a;; = v and ay; = 0 for all ¢ > /.

In the above time discretization scheme, v ~ 0.435866521508459 is the middle root of
623 — 1822 + 92 — 1 =0. And B = —%72 + 4y — %, Bo = %72 -5y + %. The parameter

o is chosen as —0.35 and ay = % Compared with other third order IMEX-RK
schemes [3, 16], the advantage of this scheme is that there are fewer intermediate stages for
the implicit part, and hence it is more efficient.

The notation g™’ = (gi ’Z, ggl’z) is used to represent the numerical boundary conditions
at © = a and = = b, at each intermediate time level t"*. As we have mentioned, improper
boundary treatment may affect the accuracy of the scheme. So the setting of g™ is one of

the most important aspects of this paper, which will be discussed in next section.

3 Strategy of boundary treatment

In this section, we will propose a boundary treatment strategy for the IMEX-RK3-LDG
scheme (2.25), by firstly studying the boundary treatment for purely implicit third order
scheme, i.e, the implicit part of (2.25). To simplify notations, we use u(x,t) to denote
the exact solution and ¢(t) to denote the given boundary condition in this section, these
notations are only valid in this section.

3.1 The purely implicit case
To make the idea clear enough, we consider the linear diffusion problem
Ut = Ugy

with boundary conditions
ulaq = g(t).

The third order implicit scheme implemented in interior reads as follows

un,l ="+ ,.YTUZCL;Cl7 (3.1&)
1 —

u’rl,2 :uTL + 2 /yTuZ;cl + 77—“2{’227 (31b)

u™ =u" o BTl + Boruly ATy, (3.1c)

un—i—l _ un,37 (31d)
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where 31 4+ 02+ = 1. Replacing ult with u?’z (only consider intermediate stages), we get
™t =u" 4 yrult (3.2a)
u™? =u" - 7ML?’I +yTul?, (3.2b)
U™ = u" + Brrult 4 Borul? + yrul (3.2¢)

Letting ;" o uy (t™%) and extending the above scheme up to boundary, we get the strategy
of boundary treatment at intermediate stages

o =9(t") + g (t™"), (3.3a)
gl = g(t") + —Lrg (") + o (™), (3.3b)
gl =g(t") + Pirgi(t™h) + Bargi(t™?) + 47 ("), (3.3¢)

where "1 =7 4 7 102 = 7 4 L r g3 =g 4 7,
Suppose u is smooth enough so that Taylor expansion can be carried out. From (3.2),
we get uy’ = uy (1) + O(72) by Taylor expansion, so we have

gl = g™t + o), (3.4)

where g™ is the corresponding reference boundary condition.

In Table 2 we list errors and orders of accuracy for the IMEX-RK3-LDG scheme (2.25)
with the boundary treatment (3.3), for solving u; = ug, on [—1, 1] with Dirichlet boundary
conditions which are given by the exact solution u(z,t) = e !sin(x). The computing time
is T'= 5, time step is 7 = 0.5h and piecewise quadratic polynomials are used in the spatial
discretization. We also test the conventional treatment

gul =g(t™),  for £=1,2,3 (3.5)

as a comparison. From the table we can observe that the conventional treatment will lose
accuracy while the proposed strategy (3.3) can recover the third order accuracy.

Table 2: Errors and orders of accuracy of strategies (3.3) and (3.5) for u; = ug,.

N strategy (3.3) strategy (3.5)
L error  L° order | L? error L? order || L®™ error L™ order | L? error L? order
20 1.16E-07 - 4.15E-08 - 2.14E-07 - 1.18E-07 -

40 | 1.42E-08 3.02 5.19E-09 3.00 4.37E-08 2.29 2.20E-08 2.42
80 | 1.78E-09 3.00 6.51E-10 2.99 9.54E-09 2.20 4.32E-09 2.35
160 | 2.22E-10 3.00 1.02E-11 2.99 2.24E-09 2.09 8.76E-10 2.30
320 | 2.78E-11 3.00 1.02E-11 3.00 5.43E-10 2.05 1.81E-10 2.28
640 | 3.48E-12 3.00 1.28E-12 3.00 1.33E-10 2.03 3.76E-11 2.26
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3.2 The implicit-explicit case

In this subsection, we consider the simple linear convection-diffusion model problem
Up = Cly + dUgpy

with boundary condition
u|8Q = g(t)7

where ¢ and d > 0 are coefficients of convection and diffusion, respectively. The third order
IMEX RK scheme implemented in interior reads

™t =u" 4 yreu” + yrdu) (3.6a)
n,2 n L+ n,1 1 -
u™t =u" + (T —ay)Teuy + apTeuy + 5 Tdu Y b oyrdu?, (3.6b)
um ="+ (1- ag)TcuZ’l + a27'cugf’2 + Bleu"’ + [327'du + ’deum , (3.6¢)
u" T ="+ Brr(cu™t + duh) + Bor(cu™? + du™?) 4+ y7(cu™ + du™). (3.6d)

We only need to consider the intermediate stages, We Would like to take the first stage as
an example to show the idea. Note that u? 1 cuy + dum , so from (3.6a) we have

utl =" + ’chu;L’l + ’deu"’l — ’ch(u;L’l —ul)
1
=u" + yTuy” — yre(ul)y L™,

Taking derivative with respect to z on both sides of (3.6a) we get

upt = yreu, + yrduly, = up +yr(cul, + dugy,) + O(r?).
Hence
uhl =" +77’u?1 —272c(cu”, 4 du,,) + O(73). (3.7a)
Similarly,
u™? ="+ 1—T’Y7_u?,1 Fyrul? 4 (e — Dyrle(eul, + dul,,) + O(T3), (3.7b)
WS =+ Gyl B gt 4 el + dul) O, (370

where x = (as — B2) 13T — (a2 + A1)

Remark 3.1. Notice that the expressions in (3.7) contain derivatives with respect to spatial
variable, so we have to approximate these derivatives ul, = Uz, (t"), ul, . = Uye(t") by
their inner approximations when extending the above scheme to boundary. These extra
terms prevent us from obtaining boundary corrections which solely contain the physical
boundary condition and its time derivatives, compared with fully explicit or implicit cases.
Moreover, the approximations must be at least first order (in time) to recover third order
accuracy of the scheme. However, approximations of these derivatives are done in space,
hence, certain restrictions on the time step with respect to the mesh size may be required.
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Letting u;’ ™y ug (") and extending the inner scheme (3.7) up to the boundary, by
taking suitable approximations for «, and ul, ., we get the strategy of boundary treatment

for the third order IMEX RK scheme (4.19), which is a modification of (3.3) and is given
as

ey =gl + AR, for (=1,23, (3.8)
where
1+
A= —’Y2, Ay = (a1 — 1)y, Asg=x=(ag— [2) 5 v_ (a2 + B1)y

n

n o). Next we will give a method to

and R" is any first order approximation of ¢(cul, + du

approximate v, and u”,.. at the boundaries.

Approximation for u,. Since piecewise quadratic polynomials are always adopted in the
spatial discretization to match the third order accuracy in time, we can approximate .,
by

Uz (Ta) = Pl (Ta),  Uga(xp) = Py (73), (3.9)

where x, and x; are the boundary points, and P, and Py are the quadratic polynomials
in the first and the last cells, respectively. This approximation is of order O(h), so, to
ensure the first order approximation in time, we require the time step 7 = O(h) in the
computation.

Approximation for v}, . Since k = 2, the second derivative of the numerical solution

is piecewise constant on each cell, we can use the difference quotient of the second order
derivatives in neighboring cells to approximate wu,,, on the boundaries. For example, we
can simply adopt

U (Ta) ~ (P2// - Pll/)/h, Ugga (Tp) (P]/\/f - PJ/\/Z—l)/h- (3.10)

In Tables 3 and 4 we list the errors and orders of accuracy for the IMEX-RK3-LDG
scheme (2.25) with the boundary treatment (3.8), for solving u; = cuy + uze on [—1, 1] with
Dirichlet boundary conditions given by the exact solution u(x,t) = e !sin(x + ct). The
computing time is 7' = 5, time step is 7 = 0.1h for ¢ = 1 and 7 = 0.5h for ¢ = 0.1, piecewise
quadratic polynomials is used in the spatial discretization. We also test the conventional
treatment (3.5) as a comparison. From these tables we can observe that the conventional
treatment will lose accuracy while the proposed strategy (3.8) can recover the third order
accuracy.

4 Stability and error estimates

In this section, we would like to present the stability and error estimates of the IMEX-RK3-
LDG scheme proposed in the previous sections. To this end, we first give some notations
which will be used throughout the remaining of this paper.

For vector-valued function v = (vy,v9,--- ,v) |, we denote

‘ ’
Mz = Zv? and HVH2 = Z H’UiH2=
i=1 =1
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Table 3: Errors and orders of accuracy of strategies (3.8) and (3.5) for uy = uy + Ugy.

N strategy (3.8) strategy (3.5)
L% error L™ order | L? error L% order || L° error L™ order | L? error L? order

20 | 1.00E-07 - 2.66E-08 - 5.65E-06 - 1.72E-06 -

40 1.28E-08 2.97 3.32E-09 3.00 1.57E-06 1.85 3.70E-07 2.22
80 1.62E-09 2.98 4.14E-10 3.00 4.22E-07 1.89 7.94E-08 2.22
160 | 2.05E-10 2.99 5.18E-11 3.00 1.11E-07 1.92 1.70E-08 2.22
320 | 2.58E-11 2.99 6.47E-12 3.00 2.90E-08 1.94 3.63E-09 2.23
640 | 3.24E-12 2.99 8.10E-13 3.00 7.45E-09 1.96 7.71E-10 2.23

Table 4: Errors and orders of accuracy of strategies (3.8) and (3.5) for u; = 0.1uy; + tgy.

N strategy (3.8) strategy (3.5)
L error L* order | L? error L? order || L® error L order | L? error L? order

20 1.18E-07 - 4.37E-08 - 4.55E-07 - 1.42E-07 -

40 1.51E-08 2.97 5.51E-09 2.99 1.15E-07 1.98 2.76E-08 2.37
80 | 1.95E-09 2.95 6.90E-10 3.00 2.92E-08 1.99 5.56E-09 2.31
160 | 2.51E-10 2.96 8.63E-11 3.00 7.34E-09 1.99 1.15E-09 2.28
320 | 3.11E-11 3.01 1.08E-11 3.00 1.85E-09 1.99 2.39E-10 2.26
640 | 3.26E-12 3.26 1.34E-12 3.01 4.63E-10 1.99 5.02E-11 2.25

where || - || is the L2-norm in Q. We use the standard norms and semi-norms in Sobolev

spaces, and also use the notation L (H?) to represent the set of functions v such that
maxo<¢< [|[v(+, )] s () < 0.

Throughout this paper, we denote C as a generic positive constant which is independent
of h and 7, also we use € > 0 to represent an arbitrary small constant, they may have
different values in different occurrence.

4.1 Stability analysis
For the convenience of analysis, we would like to introduce a series of notations following
[21, 22]

Ew" = w™' —w™; Eow” = w™? — 2w™! + w™;

Ezw™ = 20™3 + w™? — 3w™!; Eqw" = " — w™3, (4.1)

for arbitrary w, and after some algebraic manipulations we can rewrite scheme (2.25) into
the following compact form

(Egu",v) = ®y(gn; tn, v) + Yo(gn; wp,v), for ¢=1,2 3,4, (4.2a)
(q"’z,r) :K(g"’z;un’z,r), for ¢(=1,2,3 (4.2b)
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1 ,n2 n,1 n,2

where u,, = (u",u™",u n3),

,w

™), g = (g™, g™, g™?, g™?) and w,, = (W™ w

(I) gnv Up, v Z 5ZZTH ) (43)

Uy(gn; wy, v) :0517'£(g sw'™ ,v) + 9527’[/5(9"’2; w"’z,v) — 2£(g"’1; w"’l,v)]
+ 0p37L(g" % W™, v), (4.4)

for £ = 1,2,3,4. The coefficients dy; and 6y; are listed in Table 5. See [21, 22] for more
details.

Table 5: The coefficients dy; and 6y; in (4.3) and (4.4).

Oei Oo;
1 v 0 0 0 N 0
2 1—3~ @ 0 0 14
2 ! M 2 v
3 1;5W — Q1 2(1 — 062) + aq 20(2 0 2(% — %fy — ﬁl) (1 _ ﬁl _ _) 2"}/
4 0 a—P2—7y | Ba—o2 |7 0 0 0

Theorem 4.1. There exists a positive constant 1o independent of h, such that the solution
of (2.25) satisfies

n—1

lu[[* < e (HUOH2 +C7 ) h_l\gm!2> ; (4.5)
m=0

where C' is independent of h and 7, |g™|? = Ya_, |ga" |2 + |g£n’€|2.

Proof. Along the same line as the proof in [21], we take the test functions vy = u™!, u™?

2u™ u™3 and 2u™t in (4.2), for £ = 1,2, 3,4, respectively. Adding them together, we get
the energy equation

[l PP = [l + S = Te + Ta, (4.6)
where
S _1 E ni2 E n E ni|2 E ni|2 2|, ni|2 4
= 5 (1" [* + [|Baw™ | + [Egru”|* + [Eazu”(|* + 2[[Eau”]) (4.7)
is the stability term coming from the time-marching, with Ezju™ = u™3 4+ u™? — 2u™!,
Egou™ = u™ — u™!, and
4 4
Te=Y Oylgnittn,ve),  Ta=Y_ Ve(gniwn,vp). (4.8)
=1 =1

We will first estimate the term 73. By the definition (4.4), we get

Ty = 9117'£(g"’1; w™!, u"’l) + Hngﬁ(g"’l; w™ um? — 2u"’1) + Gngﬁ(g"’l; w™!, u"’?’)
+ 9227'[£(Q”’2; w™?, v — 2u"’1) - 2£( ol 2 — 2u"’1)]
+ 9327[5(9”’2; w™? " ) —2L(g"™;w™ L ”3)] + 9337’/5(9”’3; w3, u”’?’).
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Furthermore, by the division of the operator £, we get

t b
Ta =T ™ + 71,7,

where
T = 0117 Ling (W™, ™) 4 01 7 Ling (w™ ™2 — 2u™1) + HslTﬁint(w"’l, u™?)
+ 922T£int(’wn’2 — 2™ 2 — 2u”’1) + 0397 Ling (w" 2 2w™!, "’3)
+ 0337 Ling (W™, u™?),
Tbry — 01 7L n,1., n,1 Oor 7L n,l, n2 9 n,1 Q1 7L n,1.,n,3
g =0T Ly (g™ s u™) + 01T Ly (9™ ™) 4 0317 Ly (9™ 5 1
+ 022T£bry(gn72 - 2gn,1; un,2 - 2un,1) + 0327_‘Cbry(gn72 - 2gn,1; un,S)
+ 033T£bry (g"’?’; un’g).
Denote by

b /
T =01y (g™ ™) + 92171Cbry( B = 2¢™) + 017Ky (975 g™

+ 029Ky (972 — 2™ —2¢"™) + 032Ky (972 — 2™ ¢™°)
+ 0337 Ky (™25 ™).

Owing to (2.11) and (4.2b), we can derive

d /
Tlnt _ETuNTAuN T /Q qTLTAqnd:E + %bry ,

where ufy = ((uy') ™ (uy”)™ = 2(uy) ", (W) 7) T, @ = (g™ g™ — 20"

2011 021 O3
A= 5 021 2027 O3
031 O30 2033

15

(4.10)

Since all the leading principal minors of A are positive, we can conclude that A is positive
definite. In fact we can show in the same way that A — I is positive definite, where I is

the identity matrix. So
d /
Tmt ’YT _|u7]{7|2 + ||qn||2 + ,Zibry )
4 |h
From Lemma 2.3 and the Young’s inequality we obtain
Tbry Tbry’ < g n |2 n| 2 th_l n|2
Ty + Ty | <er h|uN| +lla™[7| + |g"|".

Hence d
"Y n n - n
T (= 1) 7| pludl? + ot ] + cantrigr

Next, we are going to estimate 7.. Notice that

4 3 4 3
1. = Z Z 00; THiing (u"™ ,Ug) + Z Z 5617Hbry s ;Ug) = Zint + 'Z:bry.

=1 1=0 (=1 1=0

(4.11)

(4.12)

(4.13)
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Along the similar line as [21], we get
int € nig2 L Y — Lo o nar2 L O =) ¢ napo ,
7 = = o (P 2 e -2 M) 4 S0, g

where we have used the property (2.10), and 7; are given as

Ty =2(82 — ag — ¥)THing (W™, Egu™) — 47 Hing (Eru™, u™"),
Ty =2(8s — ozg)THint(u"’2 — 2u”’1,E4u”) + aq THint (Equ™, u™? — 2u”’1),

-3
77'7'(im(IE§2u", u™? — 2u“’1)

T3 = 277 Hing (u™3, Bgu™) + 282 Hing (Bou™, u™?)

5 — 9y

5 THint (E32un, u"’3).

1-5
+ <0é1 + 206, — 5 7) THint(Elun,un’?’) -

Denote C} as the maximum of the absolute value of all the coefficients in the expression of
T; for 1 = 1,2, 3, and denote

To = [[Eyu"|| + [[Eau®(| + [Equ™|| + [[Eszu”|,

then by the aid of Lemmas 2.2 and 2.4, we can derive
T3] < Cuer (1™ )all + Vb T ([w™ Gins + 1) |+ 1)) Ty

<Cer <72an,1” AR (g + (g + |<u7v’1>-|>) T.

Similarly,

C 2 1
[Tl < Cher <7&Hq"’2 20|+ phH(|gr? — 200t + gy — 29|

+ (i)™ = 20" D) To,

Ty] < Cuer ( mI ST (g0 + g + r<u§¢3>—\>) 7.

Cu
\/EHq

Then using the Young’s inequality, we obtain
’ d d ¢
ST <er I+ kP + G|+ s, (115)

where S is defined in (4.7). Furthermore, from Lemma 2.3 and the Young’s inequality we
obtain

4
T <er ol + CERT g P < er [Jun P+ 8]+ O g B (416)
=1
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Thus

2

d73+0(c2 +d)htr|g" 2 (4.17)

d
T <er || + " * + 5 ji*| + C

As a result, owing to (4.6), (4.13) and (4.17), and by choosing ¢ < £ and letting 7 < 79
for some 7 o éiz, we can get

lu 2 = | < erllu™|® + CTh™ g™ (4.18)

Thus the use of discrete Gronwall’s inequality yields (4.5). g

4.2 Error estimates
4.2.1 Reference function and the main result

To proceed with the error analysis, we follow [21] to introduce four reference functions,
denoted by W = (U®, QW) ¢ = 0,1,2,3, associated with the third order IMEX RK
time discretization. In detail, U(®) = U is the exact solution of the problem (2.1) and then
we define

3
v =y® 4 TZ(aeiCU;l(ci) +aVdQy), for £=1,2,3 (4.19a)
=0
where
QY =Vau®, for (=1,2,3. (4.19b)

For any indices n and ¢ under consideration, the reference function at each stage time level
is defined as W™! = (U™, Q™¢) = WO (z, 7).
Assume the exact solution U satisfies the following smoothness:

DU € L®(H*?), (¢ =0,1), DU € L*(H") and D}U € L>®(L?), (4.20)
where D{U is the /-th order time derivative of /. We have the following lemma.

Lemma 4.1. Let W = (U,Q) be the solution of problem (2.1), assume U satisfies the
smoothness assumption (4.20). Denote W,, = (W™l W2 Wn3) U, = (U™, U™, U2 U™3)
and G, = (G",G™, G™? G™3). Then for any function (v,r) € Vj, x Vi, there hold

(EeU™,0) =Pp(Gr; Uy, v) + V(G Wiy, v) + 040(C"0),  for €=1,2,3,4, (4.21a)
(@',r) =K(G™5 U™ r) for €=1,2,3, (421b)
where G™* = (UL(t"),Uf(t")) is the reference boundary condition. Here &4 is the Kro-
necker symbol and ™ is the local truncation error in each step of the third order IMEX RK
time-marching (4.19). Besides, there exists a bounding constant C > 0 depending on the

reqularity of U, independent of n,h and T, such that
I¢™ < 7. (4.22)

Proof. The proof is straightforward by the considered PDE and the definitions of the ref-
erence functions (4.19), so we omit it. Similar analysis can be found in [30, 31, 24]. O
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Theorem 4.2. Let U be the exact solution of problem (2.1) which satisfies the smoothness
assumption (4.20), and u™ is the numerical solution of scheme (2.25). There exists a positive
constant 19 depending only on the convection and diffusion coefficients but not on h, such
that if T < 79, then there holds the following error estimate

n—1

C(@+d)r > hHO™ + C(h* 2 + 79| (4.23)

max ||U(t") — u"|? < ™"
nt<T
m=0

where T is the final computing time and the bounding constant C' > 0 is independent of h
and 7, |0™> = Y5, <|9;n’£|2 + |02n’£|2) with (67, Hgn’g) = G™ — g™ the error due to the

boundary treatment.

Remark 4.1. From this theorem we see that, optimal error estimates in both space and time
can be obtained if the boundary errors 6y ’Z,Hg’é are of order O(h'/273). Tt is not easy to
satisfy this condition in practice, actually the order of boundary errors can be relaxed to
O(73) in computation, see the numerical results in Section 3. For the boundary treatment
strategy proposed in Section 3, we could not show the optimal error estimate in time, the
main reason is that the inverse inequality (2.9) is used to deal with boundary terms.

4.2.2 Proof of Theorem 4.2

We will use two Gauss-Radau projections, from H'(7;) to Vj,, denoted by m, and 7T;:_
respectively. For any function p € H'(7},), the projection 7T}:i:p is defined as the unique
element in V}, such that, for any j =1,2,--- | N

(M p—pv)r; =0, YvePea(ly), (m,p); =p;; (4.24a)
(mip—pv); =0, Yo ePea(ly), (mfp)i,=pl, (4.24b)

Denote by n = p — ﬂfp the projection error. By a standard scaling argument [9], it is
easy to obtain the following approximation property

Inll + h2(Inlloz, < CR™EHEp] g, (4.25)

where the bounding constant C' > 0 is independent of h and p, || - [lo;, = />5[ - H%Ij.

At each stage time, we denote the error between the exact (reference) solution and
the numerical solution by e™ = (ep", eZ’Z) = (U™ — ™t Qnt — ¢™f). As the standard
treatment in finite element analysis, we would like to divide the error in the form e = £ —n,
where

n=ung) = (M, U -UmQ—Q), &= (6u,&) = (m, U —u,my Q — q), (4.26)

here we have dropped the superscripts n and ¢ for simplicity, and 7T;:: are Gauss-Radau
projections defined in (4.24). Thus, owing to (2.7) and the definition of Gauss-Radau
projections, we have

Hint(nlu U) = 07 ICint(nua U) = 07 Eint(nu U) = \/ETI;NU]:T? (427)
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for any v € V3. And by the smoothness assumption (4.20), it follows from (4.25) and the
linearity of the projections F}:i: that the stage projection errors and their evolutions satisfy

4 4
11+ Nl N+ M2 (L + I l) < CREF (4.28a)
[Epcrmill < OR<*1r, (4.280)

for any n and £ = 0,1, 2,3 under consideration.

In what follows we will focus our attention on the estimate of the error in the finite
element space, say, & € Vj, x V3. To this end, we need to set up the error equations about
€™!. Subtracting those variational forms in Lemma 4.1 from those in the scheme (4.2), in
the same order, we obtain the following error equations

(Eﬁéﬁa U) = cI)@(Gn; Un: U) - (pﬁ(gn; Unp, U) + \I’Z(Gn; Wny U) - \Pﬁ(gn; W, U)
+ (EZTIZ + 545Cn7 U)u fOI' e - 17 27 37 47 (429&)
(€, r) = K(GM5 U™ 7)) — K(g™u™t ) + (h,r), for £=1,2,3.  (4.29b)

q )

For the convenience of analysis, we denote 8™ = G™ — g™’ = (6, £ Hg’é) as the error
due to the boundary treatment. Then (4.29b) becomes

(€0 7) = Kuy (0™ 7) + King (605 7) + (035 7),  for £=1,2,3, (4.30)

q )

since Kint(ny, ) = 0 by (4.27).
Based on (4.30) and along the similar argument as Lemma 2.4 we get the following
important relationship:

C

1(€u)ell + Vb= ([€uline + 16501 < =5 €l + lmgll) + v/ uh = (€5 x| + 10al + 185]),

(4.31)

Sk

d

where we omit the superscript n, ¢ for notational simplicity.

Next we are going to estimate & by the energy method, whose procedure is similar
as in the stability analysis. Taking o = &0, 0% — 2! €3 and 2¢n 1 in (4.29a), for
¢ =1,2,3,4 respectively, and adding them together, we obtain the energy equation

2 = en? + S = T+ Ta + Ty, (4.32)

where 1
S =2 (IE &G 11° + B + [Esr & 117 + [Eaogy[1* + 2| Eay|) - (4.33)

’Z~'C and f’Z\'; represent the error of the convection and diffusion parts, respectively, which are
given as

4
7; = Z¢Z(GTL§UH7{)Z) - q)f(gn;ufhﬁﬂ)v (434)
/=1
. 4
Ta= Y Uy(Gn; Wy, ) — U(gn; wn, Te). (4.35)

(=1
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7, is related to the projection errors which is given as

Tp =) _(Eemy + 640C", 00). (4.36)

4
=1
A simple use of the Cauchy-Schwarz inequality, the Young’s inequality and (4.28) leads to

4 ol N
Ty < ety lloell® + = D I1Eemy + 0aC|? < er(€2]° +8) + C(r** 27 + 7). (4.37)

/=1 /=1

—~1
Next we take the term 73 = \Ill(Gn;Wn,&rf’l) — \Ill(gn;wn,fff’l) as an example to
illustrate the estimate for 7y. Noticing that

—~1
7o =7 [Lint (€™ €)= Ling (™", E0) + Liwy (0™ €01)] (4.38)

Owing to Corollary 2.1 and (4.30) we get

Eint(£7§u) = - %(g;]v)2 - Kint(fuygq)
d
= = (6w = &Il + (19, &) + Kony (85€9), (4.39)

where we have omitted the superscript n, ¢ for the simplicity of notations. Thus owing to
(4.27) we have

Nl d n — n
Ta = —3ar (€)= I I + i+ Vo, (4.40)

where
Vi =ar(t €57) = Vayr(mgn) (€00
Vo = 97Ky (0™ 65°1) + 47 Liey (0™ €51

Proceeding with similar arguments for the remaining terms and similarly as the estimate
for 74 in the previous section, we can obtain

d
7;1 = — ETEZ,NTAgz,N — T/ EQTAEZ dx + ‘/p + ‘/E)
Q

vy [d
<= 3r (Fienn +IEIR) + Vi + (1.41)
where & v = ((€03)7. (€0 — 2603) 7 (€3) )T and & = (&,6% = 260",6°)T. Tn
(4.41), V,, and V, are related to the projection errors and the boundary terms in the following
forms:

Vo= = Varn T Ag 4T [ 0y Ag da, (1.42)
Q

—~bry’

—~br
Vi=Ta  +7Tq (4.43)
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1 — 2 dN— 3\ — 1 n2 1 n3\T by
where 07 v = ()™, (g = 205) ™ (1) ™) T and iy = (g™ mg™ = 2ng7 ,ng ™) T, T

—~bry’ /
and 7q  are replacing (g™¢ umt, gm0 with (0™, 1Y €0 in Tdbry and Tdbry . Using of the
Cauchy-Schwarz inequality, the Young’s inequality and (4.28) leads to

d n n n n
Vi <er (Fletnl + 1€ + O (gl + Al )

d n n
<er (FlELnP + 1€I7) + Crkeor

for arbitrary ¢ > 0. Owing to Lemma 2.3 and the Young’s inequality we can derive
Vi< er (Gl + 1€ ) + Cantrion
where 07> = 377, (\021]2 + ]6’,?’6]2). As a consequence,
Ta< (26— )7 <%|§37N|2 + ||§z;||2> + Cdh~'710" ? + ChP+2r, (4.44)

We are now in the position of estimating T.. Noting that
H(G7 U) U) - H(ga u, U) = Hint (Eu) U) + Hbry(o; U)a

since Hint (M, v) = 0 by (4.27). Hence proceeding along the similar line as the estimate for
7. in the previous section, by replacing u™* with ﬂ}’g and g™ with 8¢, we get

~ d 2
T.<er Hgg|12+|yggu2+ﬁ53wy? +C%T«S+C(c2+d)h_17-\0”\2+Ch2k+27, (4.45)

where the last term Ch?**27 is obtained by adopting the relationship (4.31).
Taking € small enough such that 3¢ < I, and letting 7 < 7y for some 79 g%, then
owing to (4.32), (4.37), (4.44) and (4.45) we have

et 1? = llenll® < Tlgnl® + O(c® + d)p™ 7|07 + C (B2 + 77). (4.46)

Then by the aid of the discrete Gronwall’s inequality, we can derive
n—1
el < e [H&‘ZIF +C(E+d)T Y BTHOMPH CW 40 (447)
m=0
Noting that £ = 0, and owing to (4.28) and the triangle inequality, we get the main
error estimate (4.23).

Remark 4.2. We would like to end this section with a comment on extending our results to
multi-dimensional convection-diffusion problems with Dirichlet BCs. We expect the same
stability and error estimates to hold on Cartesian meshes with oF elements, where ok
means the tensor product of polynomials of degree k in each variables. Namely, the scheme
is stable under the time step 7 < 79, since the similar relationship given in Lemma 2.4 also
hold in multi-dimensional case, one can refer to [23] for the detailed proof. Also, if we do
not consider the errors caused by boundary remedies, then optimal error estimates can be
proved for QF elements on Cartesian meshes, we omit the details to save space.
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5 Concluding remarks

We discuss a fully-discrete IMEX-RK3-LDG scheme for the one-dimensional convection-
diffusion problems with Dirichlet boundary conditions in this paper, where the order reduc-
tion phenomenon of the third order IMEX RK method is discussed and a proper boundary
treatment strategy at each intermediate stage is proposed to recover the third order accuracy
of the scheme. In addition, by suitably defining numerical flux at boundary, we establish an
important relationship between the gradient and interface jump of the numerical solution
with the independent numerical solution of the gradient and the given boundary conditions,
by which we get the unconditional stability of the corresponding scheme. The results of
this paper can also be extended to multi-dimensional convection-diffusion problems with
Dirichlet boundary conditions. We will consider other boundary conditions in future work.
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