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Preface

This is a collection of manuscripts presented at the 4th World Congress on Inte-
grated Computational Materials Engineering, a specialty conference organized by
The Minerals, Metals & Materials Society (TMS) and the seven conference orga-
nizers, and held in Ypsilanti, Michigan, USA, on May 21–25, 2017.

Integrated computational materials engineering (ICME) has received interna-
tional attention as it has been proven to shorten product and process development
time, while lowering cost and improving outcomes. Building on the great success
of the first three World Congresses on Integrated Computational Materials Engi-
neering, which started in 2011, the 4th World Congress convened researchers,
educators, and engineers to assess the state-of-the-art ICME and determine paths to
further the global advancement of ICME. More than 200 authors and attendees
from all over the world contributed to this conference in the form of presentations,
lively discussions, and manuscripts presented in this volume. The international
advisory committee members representing 11 different countries actively partici-
pated and promoted the conference.

The specific topics highlighted during this conference included integration
framework and usage, ICME design tools and application, microstructure evolution
and phase field modeling, mechanical performance using multiscale modeling,
ICME success stories and applications, and a special focus on additive manufac-
turing. The conference consisted of integrated all-conference plenary talks, invited
talks, contributed presentations, and a number of excellent poster presentations.
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The 34 papers presented in this volume represent a cross section of the pre-
sentations and discussions from this congress. It is our hope that the 4th World
Congress on ICME and these proceedings will further the global implementation of
ICME, broaden the variety of applications to which ICME is applied, and ultimately
help industry design and produce new materials more efficiently and effectively.

Paul Mason
Charles R. Fisher

Ryan Glamm
Michele V. Manuel
Georg J. Schmitz

Amarendra K. Singh
Alejandro Strachan
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An Attempt to Integrate Software Tools
at Microscale and Above Towards
an ICME Approach for Heat Treatment
of a DP Steel Gear with Reduced
Distortion

Deepu Mathew John, Hamidreza Farivar, Gerald Rothenbucher,
Ranjeet Kumar, Pramod Zagade, Danish Khan, Aravind Babu,
B.P. Gautham, Ralph Bernhardt, G. Phanikumar and Ulrich Prahl

Abstract Finite element simulation of heat treatment cycles in steel could be
challenging when it involves phase transformation at the microscale. An ICME
approach that can take into account the microstructure changes during the heat
treatment and the corresponding changes in the macroscale properties could greatly
help these simulations. Dual phase steel (DP steel) are potential alternate materials
for gears with reduced distortion. Inter-critical annealing in DP steel involves phase
transformation at the microscale and the finite element simulation of this heat
treatment could be greatly improved by such an ICME approach. In the present
work, phase field modeling implemented in the software package Micress is used to
simulate the microstructure evolution during inter-critical annealing. Asymptotic
Homogenization is used to predict the effective macroscale thermoelastic properties
from the simulated microstructure. The macroscale effective flow curves are
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obtained by performing Virtual Testing on the phase field simulated microstructure
using Finite Element Method. All the predicted effective properties are then passed
on to the macro scale Finite Element simulation software Simufact Forming, where
the heat treatment cycle for the inter-critical annealing is simulated. The thermal
profiles from this simulation are extracted and passed on to microscale to repeat the
process chain. All the simulation softwares are integrated together to implement a
multi-scale simulation, aiming towards ICME approach.

Keywords DP steel ⋅ Multi phase field modeling ⋅ Homogenization ⋅
Inter-critical annealing ⋅ Gear ⋅ Finite element method ⋅ Micress ⋅ Simufact

Introduction

Production of tailored components with improved properties is one of the primary
aims of the industry at present. This requires materials with complex microstruc-
tures and strategic process design and control. Integrated computational materials
engineering (ICME) is one of the present areas of interest for both academic and
industrial research, as it uses physics based models, empirical models and human
expertise in an integrated manner to significantly reduce the time and cost of
development of new materials and their manufacturing processes. ICME had been
successfully used for materials design, development and rapid qualification [1, 2].
Dual phase steel (DP steel) is one of the potential alternate materials for gears as it
shows improved fatigue life and decrease in heat treatment distortion [3]. Low
pressure vacuum carburizing (LPC), along with high pressure gas quenching
(HPGQ) can be used to produce carburized components with less distortion,
compared to other heat treating methods. ICME tools can help in controlling the
gear distortion in such a heat treatment [4]. ICME approach had also been applied
to optimize the metallurgy and improve the performance of carburizable ferrium
steels, which are now commercially available for gear and bearing applications [5].
Multiscale modeling can be used to achieve ICME in order to assess the effects of
constituent properties and processing on the performance of materials [6]. The
present work aims towards an ICME approach for the design of a DP steel gear with
reduced distortion. Vertical integration (multiscale modeling) is one of the aspects
of an ICME approach. The present work addresses this aspect for the micro and
macro scales. The data input-output of all the simulation tools was modeled on an
ICME platform. LPC with HPGQ was used to carburize and heat treat the DP steel
gear. A chemical composition selected using Calphad tools for carburized DP steel
gear with maximum hardenability and maximum difference between Ae3 and Aem
was used for the simulations.

4 D.M. John et al.



Simulations at Different Length Scales

Microscale: Phase Field Simulation

Phase field modeling is one of the widely used technique to predict the microstructure
evolution during diffusional phase transformations. It had been used successfully to
simulate the austenite to ferrite transformation in DP steels [7–9]. In the present work,
phase field modeling implemented in the commercial software packageMicress® was
used to simulate the microstructure evolution during phase transformation. The
austenite to ferrite transformation during inter-critical annealing in DP steel was
simulated at the microscale. In order to simulate this phase transformation, a two
dimensional multi-phase field simulation was performed on a multi-component sys-
tem with chemical composition Fe-0.35Cr-0.75Mn-0.5Mo-0.4Si-0.1Ni-0.18C. An
initial syntheticmicrostructurewas created using voronoi tessellation, using the initial
austenite grain size obtained by averaging the grain size from several experimental
micrographs. Figure 1a shows the initial austenite microstructure with an average
grain size of 10 µm. For simulating the nucleation of ferrite, seeds were defined at the
triple junctions. The thermodynamic and the kinetic data required for the phase field
simulationwas obtained fromThermoCalc database, using the TQ coupling feature of
Micress. Periodic boundary conditions were defined in all directions and the local
equilibrium negligible partitioning (nple) approach was used to simulate the redis-
tribution of the alloying elements. Simulations were run with 12 threads on an Intel
Xeon E5-2630 processor and the average simulation time was around 9 h. The other
simulation parameters used are reported in Table 1. Some of these parameters are
taken from literature [10].

The simulation was performed for the heat treatment cycle consisting of cooling
and holding (inter-critical annealing) as shown in Fig. 1c. The inter-critical
annealing (IC annealing) time chosen for the simulation was 30 min. Figure 1b
shows the final microstructure after the 30 min of holding. The white colour rep-
resents the ferrite phase and the remaining region represents the austenite phase.

Fig. 1 a Initial austenite microstructure. b Final microstructure. c Heat treatment cycle used for
simulation
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Effective Properties: Asymptotic Homogenization

Asymptotic homogenization could be used to predict the effective thermo-elastic
properties of an RVE (Representative Volume Element). The method uses
assumption of microstructure periodicity and uniformity of the macroscopic fields
within a unit cell domain [11]. In the present work, in order to predict the effective
thermo-elastic properties from the phase field simulated microstructure, asymptotic
homogenization implemented in the commercial software tool Homat® was used.
The simulated microstructure in Micress (RVE) was meshed with C3D8 (8 node
linear) hexahedral elements using Mesh2Homat tool. The meshed microstructure
was passed on to Homat tool for performing the asymptotic homogenization. In
order to perform the homogenization, Homat requires the geometric description and
the properties of the individual phases. Geometric description (microstructure) was
obtained from Micress whereas the properties of individual phases were obtained
from JMatPro® database. Thermo-elastic homogenization was performed at 790 °C
to obtain the effective macroscale elastic modulus, poissons ratio, density, specific
heat capacity, thermal expansion coefficient and thermal conductivity.

Virtual Testing: Effective Flow Curve

Virtual testing on an RVE can be used to predict the effective flow curve of the
macroscopic material [12]. Ramazani et al. [13] have successfully used virtual
tensile testing on RVE in two and three dimensions to predict the flow curves of DP
steel. In the present work, in order to predict the effective flow curve from the phase
field simulated microstructure (RVE), a uniaxial tension test was performed on the
microstructure using finite element method. The phase field simulated
microstructure was meshed with C3D8 hexahedral elements. The microstructure
consisted of two phases, austenite and ferrite as shown in Fig. 2a. White region
represents ferrite phase and the remaining portion represents austenite phase. The
properties of ferrite and austenite phases obtained from JMatPro® database were
used for performing the finite element simulations. The meshed microstructure was

Table 1 Micress simulation parameters

Simulation parameter Value

Interfacial mobility: cm4/Js γ − γ, α− α 1 × 10−5

γ − α 2 × 10−5

Interfacial energy: J/cm4 γ − γ, α− α 2 × 10−5

γ − α 4 × 10−5

Domain size 100 × 100 µm
Grid size 0.25 µm
Time step Automatic (based on stability criterion)

6 D.M. John et al.



loaded uniaxially in x direction to 7% strain and the average stress-strain response
from the entire microstructure was recorded. Figure 2b shows the distribution of
stresses in x direction for a strain of 7%. All operations were performed using
commercial finite element tools. The average stress-strain response of all the ele-
ments in the RVE was used to obtain the effective flow curve of the macroscopic
material. This flow curve is passed on to the software Simufact Forming® to start
the macroscale simulation.

Macroscale Simulation of Heat Treatment

The inter-critical annealing heat treatment was simulated at the macroscale using
finite element method, implemented in the commercial software package Simufact
Forming®. Two dimensional axisymmetric simulation was performed on a cylin-
drical layered geometry. The geometry is assumed to be extracted from one tooth of
a carburized gear as shown in Fig. 3a, b. The outer layer corresponds to the car-
burized layer (case of the gear). It is assumed that this layer has a uniform carbon
composition of 0.7% throughout. The inner layer corresponds to the core of the gear
with 0.18% carbon. The austenite to ferrite phase transformation is assumed to
happen only in the core region. For the case region, no phase transformation
happens during the inter-critical annealing. A fully austenite microstructure as
shown in Fig. 1a is used to assign the effective macroscale material property for this
layer. The material properties are assigned separately for the core and the case
layers. The macroscale heat treatment cycle shown in Fig. 1c is simulated on the
layered geometry. 2D quadrilateral elements were used for the simulation. Fig-
ure 3c shows the temperature distribution at an intermediate stage of the simulation

Fig. 2 a Initial microstructure for virtual testing. b Microstructure with 7% strain
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in Simufact. Tracking points were used in the simulation to extract the thermal
profile across the geometry during the simulation. The data from these tracking
points were used to start a phase field simulation to obtain the microstructure
evolution across the macroscale geometry. Figure 3d shows the phase field simu-
lated microstructure using the data from one of the tracking points. The phase
fraction from this simulated microstructure was compared with experimental data
and was found to be matching well.

Multiscale Simulation Chain

A multi-scale simulation chain as shown in Fig. 4 was completed. For imple-
menting this simulation chain, homogenization and virtual testing was performed
for the phase field simulated microstructure at various instants along the heat
treatment cycle. The effective macroscale properties calculated were fed to the
macroscale heat treatment simulation in Simufact. The tracking point data in

Fig. 3 a One tooth of a carburized gear. b Selected layered geometry. c Temperature distribution
at an intermediate stage in Simufact. d Phase field simulated microstructure using the data from
one of the tracking point in Simufact
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Simufact was used to start a phase field simulation to obtain the microstructure
evolution at the tracking point during the macroscale heat treatment process. In this
way, the microstructure evolution at various points across the geometry was cal-
culated and the corresponding effective macroscale material properties were
obtained using homogenization and virtual testing. These properties were in turn
fed to macroscale heat treatment simulation in Simufact to repeat the multiscale
simulation chain.

ICME Platform

ICME approach requires an efficient information exchange between the simulation
tools at various length scales. An ICME platform can greatly help in facilitating this
information exchange and can also help in tracking the results along the process
chain. This in turn eases the effort required and also gives a better understanding of
the mechanisms by tracking the simulation results along the production chain [14].
In the present work, the data input-output of all the simulation tools was modeled
on the ICME platform PREMAP (Platform for Realization of Engineered Materials
and Products). PREMAP is an IT platform from Tata Consultancy Services
(TCS) that facilitates integration of models, knowledge, and data for designing both
the material and the product [15]. PREMAP requires ontological definitions of
various entities including for product with requirements, manufacturing processes
and material description at different scales. It essentially provides semantic bases
which can be used for working with different tools through a unified semantic

Fig. 4 Workflow for the multiscale simulation
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language. This enables extensibility as well as use of different tools within an
engineering workflow. This ontology can be used to express various forms of
knowledge in forms or rules, expressions, etc. to help take engineering decisions. In
the present work, the platform is used to help in repeating the multi scale simulation
chain for various conditions, across the macroscale geometry, in order to arrive at
the best possible process conditions. Figure 5 shows a snapshot of the simulation
chain implemented in PREMAP for micress and homat. With the help of the ICME
platform, several runs with different conditions could be made across the simulation
chain to arrive at microstructure which gives minimum distortion and best possible
combination of mechanical properties at the macroscale.

ICME Implementation Strategy

In order to start the multi-scale simulation chain to implement ICME approach, a
starting temperature profile was required. In order to obtain this profile across the
macroscale geometry, a Simufact simulation was performed using the material
property data obtained from JMatPro database. The temperature-time data from the
tracking points in this simulation was used to start a phase field simulation in
Micress, as shown in Fig. 6. The simulated microstructure was then used to perform
homogenization and virtual testing to obtain the macroscale effective properties.
These properties were then fed to Simufact to start the macroscale simulation of
heat treatment. This process chain was repeated until the target values for the
desired properties were achieved. Once all the simulations are calibrated with
experiments, this strategy could be used to obtain the microstructure and the process
conditions corresponding to minimum distortion and best possible combination of
mechanical properties at the macroscale.

Fig. 5 Workflow implemented in PREMAP for micress and homat
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Fig. 6 Workflow for the implementation of a part of an ICME approach

Fig. 7 Comparison of simulated ferrite volume fraction with experiments during isothermal
holding at 790 °C
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Experimental Validation

In order to validate the Micress phase field simulations, the macroscale heat
treatment process was physically simulated on cylindrical samples in Baehr®

Dilatometer and the phase fractions were obtained from the optical micrographs.
The phase fraction evolution during the inter-critical annealing, obtained from these
experiments were compared with that simulated in Micress, as shown in Fig. 7. The
carburizing process and the final distortion at macroscale are simulated on
Navy C-Ring specimens and experimentally validated in another work by the
authors [16].

Conclusion

The present work implements the vertical integration aspect (multi-scale modeling),
aiming towards an ICME approach for the microstructure and process design of a
DP steel gear with reduced distortion. The microstructure and property evolution
during inter-critical annealing heat treatment in DP steels were simulated using
commercial software tools. The macroscale heat treatment was simulated on a
layered cylindrical geometry to mimic the heat transfer across the cross-section of
one tooth of a carburized gear. The data input-output of all the software tools was
modeled on an ICME platform. The simulation chain implemented in this work
could be used to obtain the microstructure with minimum distortion and best
possible combination of macroscale material properties. In this way, the number of
experiments required for such a microstructure and process design could be
reduced.
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Integrated Microstructure Based
Modelling of Process-Chain for Cold
Rolled Dual Phase Steels

Danish Khan, Ayush Suhane, P. Srimannarayana,
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and B.P. Gautham

Abstract The properties of dual phase (DP) steels are governed by the underlying
microstructure, the evolution of which is determined by the processing route. In
order to design a dual phase steel with tailored properties, it is therefore important
to model and design each of the process involved at the microstructure level in an
integrated fashion. In this work, an integrated approach is used to predict the final
microstructure and mechanical properties of dual phase steels through
microstructure based modelling of cold rolling, intercritical annealing and
quenching processes. Starting with a representative volume element (RVE) of initial
ferrite-pearlite microstructure, cold-reduction during rolling is simulated in a FEM
based micromechanics approach under appropriate boundary conditions. The
deformed microstructure with plastic strain energy distribution after cold-reduction
serves as input for modelling static recrystallization and ferrite/pearlite to austenite
transformation during intercritical annealing using a phase-field approach. A mi-
cromechanics based quenching simulation is then used to model austenite to
martensite transformation, related volume expansion and evolution of transforma-
tional stress/strain fields. The resultant microstructure with its complete state is used
to evaluate the flow behavior under uniaxial loading conditions in a FEM based
micromechanics approach under periodic boundary conditions. Property variation
for different initial microstructure, composition and processing conditions are
studied and discussed.

Keywords Micromechanics ⋅ Phase-field ⋅ Intercritical annealing ⋅ Process
integration ⋅ Microstructure modelling ⋅ Phase transformation ⋅ Property
prediction
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Introduction

Cold rolled dual phase steels are known for their high strength, high toughness and
high formability. This makes them a suitable candidate for producing
strength-relevant and crash-relevant body-in-white components having complex
geometries such as cross-beams, pillars and other reinforcements [1]. This has been
possible due to the multiphase nature of these steels wherein the different
microstructure constituents impart varied properties to the steels. The constant
pursuit of the auto-makers to cater to the increasing fuel-efficiency demands and
safety regulations have led to the necessity of continual improvement and opti-
mization of the properties and hence the microstructure of these steels.

Researchers have continuously tried to optimize the properties of the dual phase
steels with new processing routes and processing conditions [2, 3]. The final
properties of dual phase steels not only depend upon the individual properties of
these micro-constituents but also on their morphology and distribution. On the other
hand, the properties of the individual phases, their morphology and distribution
depend upon the processing history of the steel. Therefore, in order to optimize the
final properties of steels in a systematic way, it is not only important to optimize the
individual processes involved but also the entire process-chain with explicit
tracking of the microstructure evolution. With the advent of microstructure based
process-structure [4, 5] and structure-property [6, 7] modelling techniques, it is now
possible to model the evolution of microstructure and properties with the processing
conditions. Apart from that, with more efforts being put towards solving problem
through ICME route, optimizing the entire process-chains of the products in a
closed-loop with systematic decision making at each decision point is the need of
the hour.

The final steps of a typical processing route for the production of cold-rolled
dual phase steels is shown in Fig. 1. There has been number of attempts in past for
sequential integration of microstructure based process models as well as integration
of process-property models. Madej et al. [8] carried out microstructure based
modelling of cold-rolling of ferritic-pearlitic steels using FEM and used its plastic
energy distribution output for modelling static recrystallization (SRX) during
inter-critical annealing (ICA) using cellular automata in a digital material

Fig. 1 A typical processing
route for cold-rolled dual
phase steels
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representation framework. Rudinizki [9] on the other hand studied the through
process modelling of production of dual phase steels by modelling ICA using
phase-field approach followed by property prediction of the microstructure thus
obtained using FEM based micromechanics approach. Ramazani et al. [10] mod-
elled the process chain for dual-phase by integrating a similar phase-field approach
based ICA model with FEM based micromechanics model of property prediction
that took into account the effect of geometrically necessary dislocation formed
during quenching on the final properties. However, none of these efforts attempt the
integration of process-chain right from the cold-rolling till the final
property-predictions in an ICME framework.

The present work involves the integration of microstructure based models of
cold-deformation, inter-critical annealing and quenching processes to take into
account the effect of each of them on the final microstructure and properties pre-
diction of a cold-rolled dual phase steel. The focus is on the integration of models
on an ICME-enabling platform that allows running the process-chain simulations in
a loop with decision-making at each stage, thereby opening up the opportunity for
optimizing the process-chain in a closed-loop.

Integrated Numerical Models

Figure 2 shows the integration of various micro-scale process models used in this
study along with relevant phenomena modelled and related information exchange.
The process-chain simulation starts with a 2D RVE of ferritic-pearlitic
microstructure having certain statistics defined in terms of ferrite grain size, pear-
lite colony size etc. This RVE represents a typical ferritic-pearlitic microstructure
obtained at the end of runout table (ROT). A typical RVE used in this study is
shown in Fig. 3a. The microstructure RVE was subjected to different mechanical
and thermal boundary conditions of the subsequent processes and the essential
physics involved was modelled to keep track of the evolution of microstructure
along with its state of stress and strain. Following sections describe the details of the
various microstructure-scale process and property models used.

Cold-Rolling

Cold reduction was modelled as a plain-strain compression of the RVE under
homogenous boundary conditions using a FEM model in ABAQUSTM. Chemical
composition based flow curves for ferrite and pearlite [11], were used as input for
the model. Based on the stress and strain partitioning between ferrite and pearlite
phases, plastic strain energy was calculated at each material point of the RVE.
A typical plastic strain energy distribution in a ferritic-pearlitic RVE having 14%
pearlite, deformed to 50% cold reduction is shown in Fig. 3b.
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Fig. 2 Integration of various micro-scale process models along with information exchange

Fig. 3 Microstructures involved at different stages of micro-scale process-chain simulations.
a Initial ferritic-pearlitic RVE. b Plastic strain energy density (J/mm3) distribution in deformed
RVE at the end of cold-reduction. c Microstructure obtained at the end of ferrite recrystallization
during ICA. d Final microstructure obtained at the end of ICA simulation. e Plastic strain
distribution in the microstructure at the end of quenching simulation. f Stress (MPa) distribution in
the final ferritic-martensitic microstructure at the end of uniaxial loading
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Inter-critical Annealing (ICA)

ICA involves two key microstructural phenomena viz., static recrystallization of
ferrite and phase transformation from ferrite/pearlite to austenite. Two different
phase-field approaches were used to model recrystallization [4] and phase trans-
formation [12]. Stored plastic strain energy within the deformed grains from the
cold-rolling model was used as the driving force for recrystallization and a grand
potential difference was used as the driving force for phase transformation. Binary
Fe–C was considered for the simulations assuming no recrystallization in pearlite
phase which was assumed to be homogenous and hard [4]. Periodic boundary
conditions were considered throughout the model. All grain boundaries were
assumed to be high angle boundaries and respective orientation effects were
neglected. Grain boundary properties were taken from Raabe and Hantcherli [13].
Typical microstructures obtained during ICA, isothermally held at 760 °C for 3 min
are shown in Fig. 3c, d.

Quenching

In order to model the effect of volume expansion and transformation strain asso-
ciated with austenite to martensite (γ → α′) transformation, and calculation of
resultant residual stresses, a microstructure based quenching simulation was set-up
as a FEM micromechanics model in ABAQUSTM. The microstructure obtained
from the phase field models of ICA serves as input for the model. Temperature
profile was imposed on the microstructure as thermal load under periodic boundary
conditions and the volume expansion associated with γ → α′ transformation was
modelled using different temperature dependent thermal expansion coefficients [10]
for ferrite and austenite/martensite. High temperature flow curves for ferrite and
austenite/martensite were modelled as ratios of room-temperature flow curves, as
used by Ramazani et al. [10]. Calculated plastic strain distribution at α ̸α′ interface,
due to γ → α′ transformation, at the end of quenching simulation is shown in
Fig. 3e.

Property Prediction

The microstructure obtained at the end of quenching simulation, with its complete
state of stress and strain, was subjected to uniaxial loading conditions in a FEM
micromechanics model under periodic boundary conditions. Chemical composition
dependent phenomenological work hardening models for individual phases, as
developed by Rodriguez and Gutierrez [14], were used as input for the model. First
order volumetric homogenisation of the calculated stress and plastic strain values
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was carried out over the entire RVE, at each time-step of the analysis, in order to
calculate the uniaxial flow curve for the steel. Stress distribution in the deformed
microstructure at the end of uniaxial loading is shown in Fig. 3f.

Figure 4 shows the integrated workflow of the various models on the ICME
enabling platform, TCS PREMAP [15]. Such a workflow enables a systematic
optimisation of the dual phase steels properties by running the process-chain
simulations in a loop and enabling the user to make decisions at different stages of
the process-flow in order to arrive at the most-suitable process-conditions.

Figure 5 shows the comparison of final flow curves of dual phase steels obtained
after running the process-chain simulations for 50% cold-reduction followed by
3 min Inter-critical annealing at 760 and 780 °C.

Fig. 4 Integrated work-flow of all the micro-scale models on the ICME platform, TCS PREMAP

Fig. 5 Flow curves for two dual phase steels obtained after 50% cold-reduction followed by ICA
at 760 and 780 °C
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Summary

Cold-rolled dual phase steels are an important class of AHSS steels that are finding
increasing usage in the automotive bodies in order to achieve desired targets of
mass saving and safety regulations. Based on the increasing requirements of the
industries, optimising the properties and hence the microstructure of these steels, in
a systematic way, to find user-specific suitable combination of composition and
processing conditions, is very much needed. In order to achieve this, microstructure
based models for different processes and property prediction were implemented and
integrated in a work-flow that enables the user to explore various processing sce-
narios. The idea has been demonstrated by running the process-chain models for
different processing scenarios and the results have been reported.
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Improving Manufacturing Quality
Using Integrated Computational
Materials Engineering

Dana Frankel, Nicholas Hatcher, David Snyder, Jason Sebastian,
Gregory B. Olson, Greg Vernon, Wes Everhart and Lance Carroll

Abstract The prediction of materials properties and their variation within a
specification or design space is key in ensuring reliable production uniformity. To
capture the complex mechanisms that underpin materials’ performance,
processing-structure-properties links are established using a “systems design”
approach. QuesTek Innovations LLC has previously utilized multi-scale ICME
modeling methodologies and tools (e.g., CALPHAD thermodynamic and kinetic
databases, property models, etc.) and advanced characterization techniques to
design advanced materials with improved performance. This work focuses on
building an ICME infrastructure to predictively model properties of critical
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materials for energy and defense applications by optimizing existing materials,
performing calculations to quantify uncertainty in material properties, and defining
target specification ranges and processing parameters necessary to ensure design
allowables. Focusing on two material case studies, 304L austenitic stainless steel
and glass-ceramic-to-metal seals, we show how these ICME techniques can be used
to better understand process-structure and structure-property relationships. These
efforts provide pathways to novel, fully optimized alloys and production processes
using the Accelerated Insertion of Materials (AIM) methodology within ICME.
The AIM method is used for probabilistic properties forecasting to enable rapid and
cost-efficient process optimization and material qualification.

Keywords ICME ⋅ Materials design ⋅ Manufacturing ⋅ CALPHAD ⋅
Uncertainty quantification

Introduction

Integrated Computational Materials Engineering (ICME) has supplanted traditional
design of experiments (DOE) approaches to materials development. Beginning with
its design of ultra-high performance Ferrium™ steels, QuesTek has pioneered the
Materials by Design® approach to rapidly design, scale up, and qualify new
materials. The foundation of QuesTek’s Materials by Design technology is its
systems-based design framework that considers the various interactions between
chemistry, processing, microstructure and properties to achieve a new material’s
desired performance [1]. QuesTek’s design process for a new material begins by
working with the key stakeholders such as final product users as well as alloy
producers to establish specific material property and processing criteria. Honeywell
manages and operates the Kansas City National Security Campus for the United
States Department of Energy and is a leading producer of specialized engineered
materials. Honeywell invents, develops, and characterizes materials and processes
for a variety of materials to meet unique requirements for customer components.
Honeywell specializes in product enhancement and transitioning those enhance-
ments to manufacturing production.

Here, QuesTek and Honeywell have used the ICME approach to improve reli-
ability and production uniformity for novel processing methods such as Additive
Manufacturing (AM) as well as traditional material processing methods for a wide
variety of materials. During this program, QuesTek has worked to implement ICME
tools and methodologies into the manufacturing process at Honeywell. The ICME
modeling includes simulation of material behavior across length scales (from the
atomic to continuum level) and will be used to predict properties variations (in-
cluding minimum engineering properties) given the range of composition and
processing conditions within each material’s established specifications. QuesTek
has pioneered several “Accelerated Insertion of Materials” (AIM) methodologies to
enable these predictions including computational model integration,
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location-specific microstructure and property modeling of components, and
uncertainty quantification and management [2]. In the current program, QuesTek
has worked with Honeywell to apply various ICME models and AIM method-
ologies to selected production material systems.

QuesTek and Honeywell have validated and refined ICME models using data
including properties measurements, microstructural evaluations, and processing
conditions of targeted materials. ICME models were further calibrated and extended
using this data. Future efforts in this program will also focus on incorporating ICME
models into Honeywell’s simulations capabilities. These techniques will be incor-
porated into Honeywell’s manufacturing process to further develop material
processing/structure/properties relationships and predict material behavior while
reducing uncertainty and manufacturing variability.

Approach

A number of computational modeling tools underlie QuesTek’s ICME-based
approach to modeling and design of materials. QuesTek utilizes CALPHAD
(Calculation of PHAse Diagrams)-based tools such as Thermo-Calc for multi-
component thermodynamic and phase diagram calculations, DICTRA (Diffusion
Controlled phase TRAnsformations) for diffusion simulations, and TC-PRISMA for
simulation of 3D multiparticle diffusive precipitation kinetics. Modules in Ques-
Tek’s proprietary Integrated Computation Materials Dynamics (iCMD®) software
interact with Thermo-Calc to produce step and contour plots while easily varying
input parameters over desired ranges. More than 25 modules exist that can be
customized for calculation of specific thermodynamic and physical properties
including but not limited to equilibrium phase fraction, driving force,
liquidus/solidus/solvus temperature, T0 temperature, Ms temperature, TTT/CCT
diagrams, yield strength, and thermal conductivity. One particular strength of
iCMD is the ability to produce and overlay contour plots of calculated parameters
or functions.

This work will show how QuesTek and Honeywell (1) applied ICME-based
modeling to critical Honeywell materials to allow for better understanding of
process-structure-property relationships and quantitative prediction of material
properties, (2) expanded the application of ICME modeling from conventional
metal alloy systems to complex multi-material and non-metallic material systems,
and (3) facilitated efforts to develop fabrication and qualification capabilities for
parts produced via additive manufacturing techniques. To build an ICME frame-
work for each material or material system of interest, system design charts (SDCs)
were constructed after extensive technical review and feedback from materials users
regarding application-specific performance requirements, quantitative property
objectives, operating conditions, and processing constraints. This iterative process
served to reinforce program goals and identify gaps in the existing modeling
capabilities to describe process-structure and structure-property linkages.
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Subsequent effort has focused on applying existing ICME tools to better describe
material systems and quantify variability while concurrently working to develop
additional models to fill identified ICME gaps. Examples of program work pre-
sented here include case studies for both a conventional ferrous alloy (SS304L) as
well as a complex multi-material, metallic/non-metallic system (glass-ceramic-to-
metal seals).

Material Case Study #1: 304L Stainless Steel

304L stainless steel is an austenitic steel with low carbon content (≤ 0.030 wt%)
which allows for good weldability and resistance to intergranular corrosion.
Microsegregation within the solidification structure can lead to banded composi-
tional variations within the austenitic matrix as a consequence of the forging pro-
cess, resulting in the formation of delta ferrite stringers which can impact weld
integrity and general ductility [3]. Subsequent heat treatments can lead to decom-
position of the delta phase and formation of brittle intermetallic phase (i.e. sigma
and chi phases) and a corresponding decrease in uniform ductility [4]. Due to the
low carbon content and relatively low carbide-forming additions, the microstructure
is largely carbide-free.

A systems design chart constructed for SS304L is shown in Fig. 1. The left-hand
column represents the processing flow, which includes melting, solidification, hot
rolling, forging, annealing, machining, welding, and operation. Relevant structures
include the solidification structure, brittle phases, grain structure, and the metallic
matrix consisting mostly of austenite but with low levels of delta ferrite as well as
possible martensite resulting from stress-induced transformations during working or
machining. Certain applications can involve H-rich service environments leading to
H embrittlement, and therefore H diffusivity in the matrix as well as the density and
potency of H trapping sites are of interest for modeling purposes. Weldability is
governed by the Cr and Ni equivalent ratio of the austenite phase, which can be
calculated directly from the matrix composition. Structural properties such as
strength and ductility are modeled using composition and microstructure-dependent
mechanistic contributions, such that given a specification space and computational
thermodynamics tools based on Calculation of Phase Diagrams (CALPHAD)
methodologies [5], variations in properties can be predicted.

CALPHAD-based computational tools such as Thermo-Calc and DICTRA
software packages [6] have been utilized to model solidification (solidification
sequence, freezing temperature range, segregation profiles), homogenization, and
the resulting microstructure (austenite composition, sigma phase thermal stability).
An example of such calculations can be found in Fig. 2. Figure 2a shows a
Thermo-Calc equilibrium step diagram with predicted equilibrium phase fraction as
a function of temperature, calculated using Thermo-Calc Software’s TCFE8 ther-
modynamic database for Fe-based alloy systems. This calculation is useful for
determining the temperature window of sigma phase stability and thus identifying
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critical processing steps that could result in material embrittlement. Figure 2b
compares solidification simulations using different cooling rates, plotting the per-
cent solidified against the temperature. The blue curve is a Thermo-Calc equilib-
rium simulation in which infinitely slow cooling is assumed, allowing for full
back-diffusion in the solid and therefore no resulting microsegregation in the
solidification structure. The purple curve is a Thermo-Calc Scheil simulation which
assumes an infinitely fast cooling rate with no back diffusion in the solid and
therefore predicts the worst-case microsegregation. A DICTRA simulation with a
finite cooling rate utilizes a multidimensional diffusion model to calculate the
solidification and back diffusion rates, resulting in an intermediate cooling rate and
level of microsegregation (green/red curve). The DICTRA solidification model,
while computationally more expensive than the Thermo-Calc models, provides the
most realistic solidification simulation.

In addition to thermodynamic calculations and property prediction functionali-
ties, the iCMD platform has two tools to evaluate material properties over a
multi-dimensional range of processing variables: Min/Max and Uncertainty Anal-
ysis. Both of these tools take as inputs elemental composition, processing tem-
perature, and other model variables. Uncertainty ranges for each desired input value
are then specified. Output may be any desired thermodynamic parameters such as

Fig. 1 Systems design chart for SS304L. Green links indicate existing modeling capabilities;
purple links indicate models from the literature that can be validated and implemented; red links
indicate models that need further development; black lines indicate models that are outside of the
scope of the project. Linkages represent models including (1) Thermo-Calc, (2) DICTRA, (3) H
embrittlement model, (4) Grain size model, (5) yield strength model, (6) Weldability models
including Cr/Ni equivalent ratio, (7) Toughness model (color online)
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phase fractions of secondary phases, phase compositions, etc. Min/Max evaluates
the extrema of these outputs by taking the extrema of each of the varied input
parameters. Uncertainty Analysis performs a random statistical evaluation in the
specified range to determine the probability of a given property measurement given
the target composition range. Quantification of property probability, including 1%
minimum properties, is key to understanding and controlling process variation in a
manufacturing setting.

In Fig. 3, QuesTek has applied the Uncertainty Analysis tool to forecast the
variation in predicted strength values within a known processing variability

Fig. 2 a Equilibrium step diagram from Thermo-Calc showing predicted phase fractions (log
scale) in a SS304L steel versus temperature. b Results from equilibrium and Scheil simulations
(Thermo-Calc) as well as DICTRA solidification simulation highlighting the differences in
predicted solidification ranges

Fig. 3 Uncertainty Analysis for SS304L a forecast normal probability across spec range for
SS304L yield strength based on iCMD strength model for austenitic stainless steel, b histogram
with experimental data for SS304L yield strength provided by Honeywell (blue) with forecast
yield strength values (red) output from uncertainty analysis in iCMD (color online)
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window. A yield strength model for austenitic steels has been implemented in
iCMD which includes contributions from Peierls stress, dislocation strengthening,
solid solution strengthening, and grain size strengthening. The normal distribution
of the predicted strength values forecast for the entire specification range can be
found in Fig. 3a. Figure 3b displays the forecast data in a histogram along along-
side measured data for SS304L yield strength provided by Honeywell. The upper
tail of the measured data set (blue bars) is uncharacteristic of the expected normal
property distribution and likely anomalous. It is suspected that two primary causes
for this anomaly are that the data was collected over several decades via various
experimental techniques, and that the data was not collected with intent to reuse
within an ICME analysis. Due in part to these findings, Honeywell recognizes that
careful data collection, enhanced with comprehensive meta-data, and storage of
data in accessible, future-proofed formats to be a critical enabler of ICME. Dis-
counting the upper tail reveals a distribution with a similar shape and width to the
forecast model (red bars). The offset in the mean yield strength values of the
forecast and measured data is likely due to uncalibrated strength model terms.
A recalibration of the model to account for unknown inputs (i.e. dislocation density)
would allow for better agreement in the predicted mean yield strength models.
A key takeaway is that the range of forecast yield strength agrees well between
predicted and measured values, and a recalibration of the model would allow for
accurate prediction of not only the mean, but also the 1% minimum properties.

Material Case Study #2: Glass-Ceramic-to-Metal Seals

Glass-ceramic (G-C) to metal seals (G-C/M seals) are of key technological
importance for providing hermeticity in applications that require insulation of
adjacent chemical environments while maintaining electrical isolation of metal pin
interconnects across the seal [7]. The Li2O-Al2O3-SiO2 (LAS) system, such as the
commercial Elan 46, is of interest as an industry standard for glass-ceramics used in
G-C/M seals due to its easily tunable coefficient of thermal expansion (CTE) and
good mechanical properties. Precious metal alloys such as the Pd-Ag-Cu-Au-Pt-Zn
Paliney® alloy are used for electrical interconnects due to their good corrosion
resistance, high strength, and low electrical contact resistance. The thermal com-
patibility of the G-C and metal, as well as the character of the bonded interface, are
critical factors in determining the reliability and integrity of the G-C/M seal. Models
describing this system must address both bulk phenomena of the glass-ceramic and
metal contact material as well as heterogeneous interfacial phenomena which are
not easily described by bulk thermodynamics.

The systems design chart in Fig. 4 captures the high complexity of the G-C/M
system. Glass-ceramics consist of an amorphous glassy matrix phase containing
crystalline ceramic grains. In lithia-alumina-silica (LAS)-type glass-ceramics, the
ceramic grains are a quartz or cristobalite solid solution which nucleate heteroge-
neously on crystallized lithium phosphate in the glass melt. The
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Pd-Ag-Cu-Au-based alloys are age-hardenable via discontinuous and/or spinodal
precipitation due to an fcc miscibility gap [8–9]. Additions of Zn mainly contribute
to alloy strength via solid solution hardening, although precipitation of a Zn-rich
phase at low temperatures might additionally contribute to the alloy strength [10].
Different phase separation mechanisms dominate at intermediate and high tem-
peratures, resulting in a large dependence of alloy strength on the thermal profile of
the belt process [11]. Developing a thorough process-structure understanding for
both the Paliney alloy and glass-ceramic seal is integral for reliable property
prediction.

The key properties for glass-ceramic seal reliability and hermeticity include good
wettability on metal surfaces as well as high strength. In order to maintain good
structural integrity, the coefficient of thermal expansion (CTE) of both the
glass-ceramic seal and the metal contact surface must be carefully controlled such
that a significant CTE mismatch does not occur at operating temperature, which
could lead to cracking in the glass ceramic and failure of the seal. The melting
temperature and high temperature strength of the contact pin are of importance
because of the high temperatures the part is exposed to during sealing and
operation.

Thermodynamic modeling of the Pd-Ag-Cu-Au-Pt-Zn Paliney system using
Thermo-Calc Software’s TCSLD3 solder alloy solutions thermodynamic database

Fig. 4 Systems design chart for glass-ceramic-to-metal (G-C/M) seals. Green links indicate
existing modeling capabilities; purple links indicate models from the literature that will can be
validated and implemented; red links indicate models that need further development; black lines
indicate models that are outside of the scope of the project. Linkages represent models including
(1) Thermo-Calc, (2) Glass crystallization theory, (3) Yield strength model, (4) Interface model
(color online)
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allows for a better understanding of the phase stability in this complex 6-component
alloy. Equilibrium map and step diagrams correctly describe the fcc miscibility gap
reported in published experimental studies [11], resulting in a 2-phase region with
an Ag-rich Au-Pd-Au fcc phase and a Cu-rich Cu-Pd-Pt fcc phase. A step diagram
for the Paliney® 7 alloy in Fig. 5a clearly shows the miscibility gap in the fcc phase,
as well as the presence of a low-temperature PdZn phase, which has not been
experimentally confirmed. Stability calculations allow the chemical spinodal to be
plotted in Fig. 5b. The addition of an elastic strain energy term will allow for the
plot of the coherent spinodal line, giving further insight into the mechanism of
phase separation. A better understanding of the thermodynamics and kinetics of
phase separation during the thermal belt process is also necessary for building
mechanistic models for key properties such as yield strength, ductility, and CTE.

A gap analysis was performed in order to determine available modeling capa-
bilities in the LAS glass-ceramic system. To assess the phase stability, numerous
thermodynamic databases were considered. Thermo-Calc Software’s
Geochemical/Environmental GCE2 thermodynamic database was found to include
relevant elemental components and descriptions for the Quartz polymorphs of
interest. However, a full description of devitrification kinetics is necessary to
accurately model the most critical features of the glass-ceramic microstructure, and
therefore modeling of the equilibrium thermodynamics is insufficient. Future work
will focus on modeling of the nucleation and growth kinetics during the thermal belt
process.

Another modeling gap identified in the G-C/M system was modeling of the
interface itself. Traditional bulk thermodynamic simulations do not capture
the chemical and physical phenomena at and near the interface between the
glass-ceramic and metal alloy. Future work will address the characterization of the
interface in order to better understand reliability issues and failure mechanisms
associated with the interfacial region.

Fig. 5 a Thermo-Calc equilibrium step diagram showing the predicted equilibrium molar phase
fraction versus temperature. b Thermo-Calc phase diagram showing the miscibility phase
boundary between the single phase fcc region and two-phase fcc miscibility gap (solid line),
overlaid with the calculated chemical spinodal boundary for stable spinodal decomposition
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Conclusions

QuesTek and Honeywell have utilized an ICME framework to address problems
relevant to existing alloys that are considered critical materials for Honeywell’s
business. The successful completion of the ICME framework for these materials
will allow for process modeling, quantitative and mechanistic property forecasting,
and uncertainty quantification within a known specification space. Expansion of the
ICME methodologies beyond traditional metal alloy systems is valuable for a
complex manufacturing environment in which components contain multiple and
heterogeneous material systems. The thorough understanding of the
process-structure-property relationships enabled by this ICME framework will
allow for flexibility in material suppliers, consolidation and simplification of
specifications, and eventually design of new alloys for enhanced performance or
new processing routes such as additive manufacturing.
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ICME Based Hierarchical Design Using
Composite Materials for Automotive
Structures

Azeez Shaik, Yagnik Kalariya, Rizwan Pathan and Amit Salvi

Abstract Composite materials are increasingly being used in transport structures
due to their higher specific stiffness and specific strength. They can also be molded
relatively easily to achieve aerodynamic shapes. Fiber reinforced composites offer
excellent energy absorption under crushing loads and hence are increasingly being
used in safety and load bearing applications. Composite material characterization is a
complicated task due to micro-scale non-homogeneity and its resulting anisotropy
and is generally accomplished with expensive physical tests at coupon level. High
fidelity computational models are increasingly being used to accurately establish the
elastic as well as inelastic nonlinear behaviour due micro-damage and fracture. The
fiber material and its architecture, resin selection and its curing process control the
resulting composite properties. Draping of fabrics before resin infusion also leads to
geometrical non-linearities in the structure. All these parameters in the above pro-
cesses need to be tightly coupled and can be altered in turn to provide a maximum
performance for a given application under certain loads. A multi-scale methodology
to study global-local relations of materials can also be integrated in the entire process.
In this paper, Integrated Computational Materials Engineering based hierarchical
design process integrated with composite material selection and microstructure
based material design is presented. This framework for design decisions is currently
being integrated using a TCS PREMɅP framework developed in house.

Keywords ICME ⋅ Multi scale ⋅ Repetitive unit cell ⋅ Composite

Introduction

Over the years, the use of composite materials has been increased in many areas
such as aerospace, automotive, marine, energy and defense. Most of the structural
design in the industry is stiffness driven where composite materials are offering
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excellent performance per unit weight. New class of 2D and 3D fiber composites
are pushing the limits of strength based designs. The materials offer enhanced
toughness under static as well as crash loading compared to laminated composites.
Complex shapes can also be manufactured using weaving operation using fiber
bundles (tows). Due to its complicated architecture, these materials accumulate
damage though micro-cracks and fiber tow/resin debonding. Thus, the fibre
architecture at the local material level is directly connected to the overall structural
performance.

The typical structural design cycle consists of appropriate material selection
followed by material sizing and shaping (topology optimization). In textile and
woven composites, material selection as well as material sizing are embedded at a
microstructure level itself. Changes in fiber tow cross-sectional size and weave
angles can change the anisotropy of the material as well as their failure mechanism
which in turn govern failure strength as well as fracture toughness. Thus, material
optimization is not only limited to sizing but also connected to its microstructural
design. Traditionally, qualification of materials is done by carrying out expensive
and time consuming material property tests to establish stiffness (elastic) as well
strength properties in all material coordinates. Thus, to eliminate time and cost
associated with the physical testing, “validation through simulation” approach can
be adopted. In this approach, the material characterization can be carried out using
high fidelity computational models which can be connected to structural compu-
tational models.

High fidelity computational models which bridge length scales are increasing
being carried out in design of composite structures [1]. In an automotive structure,
large assemblies are divided into smaller assemblies and then components. These
components are again analysed at ply level and within plies. The analysis typical
moves from large length scale to a smaller length scale as shown in Fig. 1. In this
approach, local or lower length scale models are used to verify or qualify design
strategies at higher length scales, e.g. adhesive bonded joints or rivets can be analysed
using fracture analysis to qualify joining strategies at the structural level. The
allowables and tolerances on the manufacturing of the joints are thus calculated
computationally. This strategy can also be employed to quantify global design by
passing material property data such as stiffness and strengths by modelling
microstructure at local level. This top down as well as bottom up approach can very
well be utilized to design futuristic composite structures. In this study, a methodology
is proposed to combine structural as well as material analysis to design composite
structures. With the integrated design, introduction of newer materials and their
configurations can be readily incorporated without carrying out expensive testing.

Failure analysis of composites materials has been extensively investigated over
last two decades [2–4]. Most of the studies link the microstructural damage accu-
mulation and fracture to its material properties at macro level. The performance of
the microstructure at macro level (material level) purely depends on the perfor-
mance of its constitutes such as fibers (fiber tows) and resin as well their interac-
tions. If the constituents and its interaction are modelled correctly, they exhibit
various failure modes under variety of loads and boundary conditions. The accuracy
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of the properties of constituents and their interactions is extremely important in this
multi scale approach.

Textile fiber composite material are made up of fiber bundles (tows) woven in a
particular fashion and impregnated with a resin material. These materials exhibit
superior out-of-plane stiffness, strength and toughness properties when compared to
laminated composites. However, the geometry of this composite class is complex
and the choice of possible architectures and constituents is nearly unlimited. Many
parameters of woven fiber architectures can be changed, such as fiber tow size,
weave type, hybridization or choice of constituents (fiber and resin type) to alter the
material properties of the composites. The elastic properties of the complicated
microstructures can be predicted using analytical models which are based on its
constituent’s properties such as tow size, tow undulation and fiber material [5–8].

Non-linear properties of the composites have been investigated using multiscale
analysis. In composite materials, geometric repetitive unit cell (RUC) of fiber
architecture and resin are designed and analysed for damage and failure [9–16]. The
inelastic performance of these complex materials are experimentally validated
under varying load conditions, e.g. under crash loads and shock wave. These
properties can be effectively used at the macro scale where laws of continuum
mechanics are applicable. By connecting these scales, performance of the com-
posite structures can be connected to individual constituents of the micro scale such
as fiber, resin and their interface. In this study, the three constituents are fiber tows
(fiber bundle impregnated with resin), resin and their interface. The properties of the
fiber tows itself can be obtained by using multi-scale analysis.

Fig. 1 Hierarchical design of automotive structure

ICME Based Hierarchical Design Using Composite Materials … 35



Design Case Study

A design case study was undertaken to demonstrate proposed integrated material
and geometric multi-scale approach. A metallic car door assembly was designed
using composite materials as shown in Fig. 2.

The design of this door was carried out using variety of load cases given by the
designer. Every component of the assembly is designed using stiffness based
deflection criteria. The material selection for every component is carried out for FRC
as well as foam or balsa core. Materials selection was also done based on variety of
unidirectional (0), bi-directional (0/90) and quad-directional (0/+45/90/−45) fabrics.
The fabric selection was done based on the stress (and strain) contours obtained from
preliminary run using isotropic materials for design as shown in Fig. 3.

The panel thickness (number of plies) is calculated to match the original
deflection criteria of every single component. A failure index based on Tsai-Hill;
Tsai-Wu criteria was also checked. Note that further weight reduction can be

Fig. 2 Exploded view of the automotive door

Fig. 3 Selection of directional fabric based on stress/strain contours
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obtained by redesigning the whole component and by combing multiple parts but
it’s out of the scope of this work. Based on above criteria individual component
were designed to obtain significant weight reduction with increase safety (failure)
margins. This stiffness driven analysis is carried out using ABAQUS standard
analysis with continuum shell elements.

Sub Component Design with Oil Canning Loads

The assembly is then subjected to local loads at the subcomponent level to check
for local failure. A sub component of the assembly can be subjected to many local
load conditions and thus these local loads are applied specifically to a part of the
entire assembly. A requirement of oil canning load on the outer panel of the load
case is studied to verify material as well as sizing of the plies. The oil canning load
or the bump load decides the ability of the panel to deflect or dent under quasi-static
load. This load can deform the panel elastically or damage it locally. This problem
can be solved by creating the entire assembly of solids and subjecting to the oil
canning loads which is computationally expensive as many subcomponents do not
bear any loads. A multi-scaling approach can be selected to carry out the study in
two steps more quickly and accurately using an ABAQUS sub-modelling
technique.

In oil canning, a load of 225 N was applied on the area on the surface of the
panel as shown in Fig. 4a with all the four edges constrained as shown. The oil
canning analysis is carried out using ABAQUS Explicit analysis. The location of
the load is calculated by creating and solving a separate buckling analysis. This
location is where the panel is most likely to deform. Time dependent load is applied
on the panel and resulting deflections are calculated as shown in Table 1.

To check the failure of this panel, it was then converted to solid elements
representing the actual 2 ply layups from continuum shell elements as shown in
Fig. 5.

Fig. 4 Oil canning load case
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It was observed that the delamination between the two plies under the oil canning
load was not initiated. For higher oil canning load that ends up in delamination
redesign of the panel is warranted. This can either be carried out either by increasing
the number of plies to stiffen the panel (geometric sizing), or by changing the
material with higher inter-laminar strength (material design) such as woven or textile
fabric composite laminate. In both cases the changes are made at the global level and
the qualification is carried out again down through the scales. In the geometric sizing
option, the weight of the panel increases even though existing in plane stiffness of
the panel is sufficient for the deflection criteria. In this study, combination of both
approaches are incorporated. Keeping the global stiffness requirement similar, the
material is redesigned to increase its strength. This is carried out by using woven or
textile fiber weaves. The material can be changed by changing the fiber weave type
from 0–90 plain weave to 0–90 textile weave. An analytical model is used to match
the in-plane properties of the panel by changing the fiber tow size, their amplitude
and undulation as shown for a 3D weave in Fig. 6. Hybrid fiber material tows can
also be considered for the design. Slight change in the material properties can be
compensated by change in the thickness of the panel.

Table 1 Time dependent oil
canning load versus
displacement

Time (s) Load (N) Displacement (mm)

0.01 25 0.01
0.02 60 0.04
0.03 100 0.08
0.04 160 0.15
0.045 225 0.27
0.06 225 0.38

Fig. 5 Sub-model of oil canning load area
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Repetitive Unit Cell (RUC) Model

A repetitive unit cell model (RUC) is a geometry model of the microstructure which
can be repeated and arranged in a certain order multiple time to obtain a bulk
material. Bulk properties (elastic as well as inelastic such as strength and toughness)
of the bulk material is averaged resultant of this unit cell. Thus by analysing the
RUC, inelastic properties of the bulk can be obtained. Conversely, these models can
also be used to design a microstructure that yield desired properties of the bulk
through optimization. RUC models of 0–90° plain weave and 0–90° textile weave
of carbon fiber tows and epoxy resin matrix are shown in Fig. 7. The RUC consists
of fiber tows and the surrounding resin block. Thus by developing exact geometric
model of the fiber tows and resin and assigning correct properties to its constituents

Fig. 6 Calculation of elastic properties through analytical model

Fig. 7 RUC model of 0/90 plain and 0/90 weave carbon fiber tow with epoxy resin
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such as fiber tows, surrounding resin and their interface, non-linear mechanical
properties of the RUC can be obtained accurately for variety of load conditions such
as tension, compression, shear, fracture toughness etc. This type of “virtual testing”
with proper experimental validation can save tremendous amount of time and cost
spent on physical testing.

Size independent non-linear response of the bulk material is obtained by virtual
testing on representative volume element (RVE) of the composite. The RVE can be
made by stacking and repeating RUCs. At some stacking of RUCs or at a given
periodicity, the response of the RVE will asymptote, which is size independent
material property of the bulk composite. This periodicity will change from fiber
architecture, material properties as well as type of the property e.g. R-curve in case of
fracture toughness. Figure 8 shows the three 0/90 woven RVE of carbon fiber tows
and epoxy resin matrix made up of 1 × 1, 2 × 2 and 3 × 3 periodicity of RUCs.

Figure 9 shows the comparison of the nonlinear tension response of these RVEs.
It can be observed that as RVE for the 0/90 woven textile composite can be

Fig. 8 RVEs made up of 1 × 1, 2 × 2 and 4 × 4 RUCs of carbon fiber tow with epoxy resin

Fig. 9 Tension response of
0/90 woven composite of
carbon fiber tow with epoxy
resin
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established at 1 × 1 and above periodicity, i.e. the asymptotic material properties
can be observed at 1 × 1 RUCs.

Figure 10 shows the comparison of the nonlinear tension response of these
RVEs. It can be observed that as RVE for the 0/90 plain textile composite can be
established at 4 × 4 and above periodicity. This captures phenomenological nature
of the material properties of these composites due to strong microstructural
dependency.

Automation of the ICME Process

The suggestion of the alternate composite microstructure can be automated using
python and fiber weave architecture software. In this study, open source TexGen
software is used to generate various fiber architecture RUCs such as plain, woven,
braided and 2D/3D textile weaves. These geometries are then converted into Finite
Element (FE) input files and relevant material properties are assigned to fiber, resin
and the interface. Virtual testing for tension, compression, shear and fracture
toughness are automatically carried out and the material properties thus measured
are stored and used to qualify for the panel requirements. The process is repeated by
changing parameters such as fiber and resin materials, tow sizes, and undulation
angles and amplitudes until required properties are met. Figure 11 shows the
flowchart of the overall process.

This entire process is being implemented using a TCS PREMɅP platform. TCS
PREMɅP is an IT platform for enabling integrated computational materials engi-
neering including design of materials, manufacturing processes and products, by
using a combination of physics based simulations, data driven reasoning and guided
experiments supported by decision support tools and knowledge engineering sys-
tems. The TCS PREMɅP platform is built on TCS’s model-driven-engineering
architecture making it a highly flexible, configurable and scalable solution that can
be applied to a variety of engineering domains and design applications. Figure 12

Fig. 10 Tension response of
0/90 plain composite of
carbon fiber tow with epoxy
resin
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shows the flowchart of the entire ICME lead design process for the composite
structures. Currently, draping analysis and cure kinetics analysis is being incor-
porated in the platform.

Conclusion

A generalized ICME based design and analysis process to design automotive
composite structure is presented in this study. Various analytical and computational
multi-scale modelling strategies are used in the process. Material selection and
qualification is carried out to maximise structural performance at lower cost. Also, a
separate automated material design based on microstructure optimization is carried
out. Automation at different length scales is introduced to make the model robust.
Structures with large assemblies can be designed efficiently and at lower cost and
time using this generalized methodology. Experience based thumb rules in design
as well as manufacturing associated with composite materials can be integrated and
used effectively. This methodology can be customized by the designer using
multiple in-house design platforms.

Fig. 11 Flow chart for the material design process

Fig. 12 ICME lead integrated design flow in PREMɅP
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Towards Bridging the Data Exchange Gap
Between Atomistic Simulation and Larger
Scale Models

David Reith, Mikael Christensen, Walter Wolf, Erich Wimmer
and Georg J. Schmitz

Abstract Materials properties are rooted in the atomic scale. Thus, an atomistic
understanding of the physics and chemistry is the foundation of computational
materials engineering. The MedeA computational environment provides a highly
efficient platform for atomistic simulations to predict materials properties from the
fundamental interactions effective at the nanoscale. Nevertheless, many interactions
and processes occur at much larger time and length scales, that need to be described
with microscale and macroscale models, as exemplified by the multiphase field tool
MICRESS. The predictive power of these larger scale models can be greatly
increased by augmenting them with atomistic simulation data. The notion of per
phase-properties including their anisotropies provides e.g., the key for the deter-
mination of effective properties of multiphase materials. The key goal of the present
work is to generate a common interface between atomistic and larger scale models
using a data centric approach, in which the “interface” is provided by means of a
standardized data structure based on the hierarchical data format HDF5. The
example HDF5 file created by Schmitz et al., Sci. Technol. Adv. Mater. 17 (2016)
411, describing a three phase Al–Cu microstructure, is taken and extended to
include atomistic simulation data of the Al–Cu phases, e.g., heats of formation,
elastic properties, interfacial energies etc. This is pursued with special attention on
using metadata to increase transparency and reproducibility of the data provided by
the atomistic simulation tool MedeA.
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Introduction

Integrated Computational Materials Engineering (ICME) offers a unification of
various computational approaches and simulation tools addressing multiple phe-
nomena at multiple time and length scales. Such multiscale modeling is vital to
accurately describe the processes, structures, properties, and performance of
materials [1]. Essentially, all materials properties are rooted in the atomic scale,
which defines the shortest length and time scale within the ICME framework. As
such, having the ability to compute properties at these scales offers a basis for a
fully integrated computational framework able to study properties of materials prior
to their actual synthesis. This extends far beyond the currently established practice
of many continuum methods, which rely strongly on experimental data.

All atomistic simulation methods use “discrete” models that explicitly relate
materials properties to interactions between atoms. At the lowest level, interatomic
interactions are defined by the electrons. Describing these requires a quantum
mechanical approach based on solving the Schrödinger equation for a many-electron
system. In the past decades, density functional theory (DFT) and related methods
have established themselves as quantum mechanical modelling workhorses offering
a good balance between computational cost and accuracy. Above this quantum
mechanical level one can find forcefield methods based on a classical description of
the atomic interactions. At this level electrons are not explicitly described and
Coulomb interactions are simplified on an abstract atomistic level where charges are
attributed to atoms. Besides the atomic charge the interactions between atoms are
described by convenient functional forms such as Lennard-Jones potentials, Morse
potentials or the forms used by the embedded atom method. Class 2 forcefields
include complex coupling terms involving 2-, 3-, and 4-body interactions. Such
forcefield approaches are computationally much less demanding than the quantum
mechanical approaches, thus enabling atomistic simulations to address and describe
the evolution of thousands of atoms during time periods of nanoseconds or the
exploration of millions of configurations in Monte Carlo simulations.

A simulation software such as MedeA [2] offers a universal and versatile
common data model and a graphical user interface to overcome the inherent
methodological differences between these various atomistic approaches, being
embedded and integrated within a common, unified computational environment.
Figure 1 summarizes the various levels of atomistic simulations. A more detailed
insight on status and perspectives of atomistic simulations can be found in the paper
of Christensen et al. [3].

The major challenge, which we tackle in the present work, is to bridge the
differences between “discrete” atomistic simulation tools and “continuum” based
tools. It is important to understand that the issue is not one of mere data exchange,
but rather a subtle conceptual difference between the various computational
approaches. On a continuum level, the central issue is to accurately describe and
classify the state or evolution of a material. Once this has been accomplished within
a well-defined classification system every ambiguity has been removed.
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Furthermore, many different aspects of the material can be described within a single
framework. However, discrete atomistic simulation operates on a calculation centric
basis. Each calculation is setup to identify and describe a single property or a class
of similar properties. The quality of such a description always depends on the
methodological choice and settings with which the calculation has been performed.
While the aim is to use sufficiently accurate settings the setup should not be too
computationally expensive. Such settings are not only dependent on the applied
approach, quantum mechanical or classical, but also materials and property specific.
This necessitates multiple calculations using different approaches and settings to
describe various properties of a single material.

The paper by Schmitz et al. [4] has created a solid basis on establishing a
standard nomenclature and methodology to describe and exchange continuum data
of MICRESS microstructures which will be used in the present work. Data
exchange is facilitated by using the HDF5 file format [5]. This hierarchical data
format is well suited to store and organize data utilizing two types of objects:
datasets that can be scalars or multidimensional arrays of a defined type, e.g., float,
integer or string, and groups that act as containers holding datasets or other groups.
This makes it possible to order data in a hierarchical filesystem-like structure. In
addition, each object can be described with attributes allowing for contextual
metadata-based description of data. We believe that this flexibility as provided by
the HDF5 file format is well suited as a container for atomistic simulation data.

The present work will build upon the proposed notation as suggested in [4]. We
expand the definition of descriptors as proposed in [4] by adding another one,
which is properties. In this naming scheme, a descriptor is a dataset that describes
general information, such as structural data, while a property is a dataset that
describes results of calculations. The main difference between both is the amount of

Fig. 1 An overview on various levels of simulations with a focus on discrete atomistic simulation.
The abbreviations are: molecular dynamics (MD), Monte Carlo (MC), Brownian dynamics (BD),
dissipative particle dynamics (DPD), finite element methods (FEM), computational fluid dynamics
(CFD), calculation of phase diagrams (CALPHAD), and technology computer aided design (TCAD)
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metadata used to describe these variables (see further below). The name of a
descriptor or property, which can be either an object or a group, starts with a capital
letter. In addition, names may be composed of multiple specifiers, e.g., number of
atoms is described by the dataset NumberAtoms. Another important rule used is that
names followed by a number in brackets are vector components. So Job(1) is
followed by Job(2).

To control the memory footprint of a HDF5 file we suggest to always define the
size of a string or character dataset or attribute to exactly match the required length.

Data Structure

As a first step towards bridging the data exchange gap it is necessary to identify a
hierarchical data structure most suitable to describe results from atomistic simula-
tions. This hierarchical structure is calculation centric, or following MedeA’s
naming paradigm, job-centric. This implies that the data of each job is organized
within a group. While such a hierarchy appears to be natural for atomistic simu-
lation tools it is not very accessible to others. Consequently, a strategy is required to
make the data more generally accessible. We propose to regroup calculated prop-
erties from different jobs by the structures, i.e. the specific and characteristic
arrangement of atoms. The job-centric data structure is maintained in parallel,

Fig. 2 A possible atomistic simulation data hierarchy of the HDF5 groups is depicted. The group
JobData contains the primary calculation centric hierarchy. That data can then be mirrored, by
using symbolic-links or by copying, into the structure-centric StructureData group to allow for an
easier access
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though. A suitable strategy to deal with this dual concept is to duplicate the
job-centric data or to link it into the structure-centric form. Once this is accom-
plished atomistic simulation data can be easily incorporated into other hierarchies,
e.g., the one described by Schmitz et al. [4].

We propose to collect all atomistic simulation data within a group with the name
AtomisticSimulationData. This will make it easy to identify atomistic results when
the HDF5 file is combined with other files that contain data from other sources (see
Fig. 2).

The Job-Centric Data Structure

The calculation data are collected in the group JobData which is placed in
AtomisticSimulationData (see Fig. 2). In JobData the data from a single calculation
procedure, the job, is placed in a group with the name Job(*), with * indicating an
index that consecutively increases starting from 1 when additional jobs are added to
JobData. This index defines the Job ID: Job(1) contains all the data from the first
calculation procedure while Job(2) contains the data from the next one added to the
file. The data in a Job(*) group can be sorted into general information, properties,
structural information, and program specific data. The program specific data may
also be a text-file created by the atomistic simulation tool. We will now discuss in
detail each of these categories and the associated structure.

General Information

These variables store general information on the calculation setup of a given
procedure.

1. Description
The dataset Description is a scalar string variable that contains some general
description on the calculation procedure. This variable should be user definable.

2. NumberSteps
As a calculation procedure can sometimes contain multiple steps the total
number of steps are indicated by this scalar integer.

Properties

Properties are the actual results of the atomistic simulations. The exact makeup of
the properties depends on the calculation procedure and on the applied solver, i.e.
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the atomistic simulation tool. Focusing on DFT and classical forcefield-based
dynamics calculations in MedeA the discussion is narrowed down to calculated
properties from the DFT code Vienna Ab initio Simulation Package (VASP) [6, 7]
and the molecular dynamics simulation code LAMMPS [8]. However, the dis-
cussed definitions can be extended and adapted as required to show results from
other solvers as well.

As a procedure can contain multiple steps the properties associated with a given
step are indicated by an integer value in brackets at the end of the property name.
For example, the dataset TotalEnergy(1) contains the total energy as evaluated in
the first step while Pressure(2) contains the pressure as calculated in the second
step. Strictly speaking, this bracketed value is not a vector index as the value in the
bracket does not necessarily increase incrementally for any given property. If the
pressure is only evaluated in the second calculation step and not in the first one the
dataset Pressure(1) will not be available.

Since a detailed discussion of all the possible properties would go beyond the
scope of the present work an overview on some of the possible properties is given
in Table 1.

Structural Information

An accurate description of an atomic structure requires the use of a group of
descriptors best organized within a HDF 5 data group in Job(*). As the structure can
change during a calculation procedure an initial and, as required, a final structure
needs to be described. In addition, the possibility of intermediate structures asso-
ciated with specific calculation steps should be considered. Therefore, the group
InitialStructure will contain all descriptors of the initial structure, likewise the
group FinalStructure those of the final one. Any intermediate structure is defined by
descriptors located in Structure(*).

These groups contain a string dataset with the name Structure.cif that contains
the full structural information in the CIF file format [9]. This allows the user to view
the structure with an external program. As with properties a detailed discussion of
all descriptors would exceed the scope of this paper. An overview of possible
descriptors is given in Table 2. The aim is to use the space group (defined by
SpaceGroupName and SpaceGroupID), the cell parameters (CellParameters), the
volume (Volume), and the Wyckoff positions (WyckoffPositions, WyckoffPosi-
tionIDs, etc.) as structure definition. Note, that some descriptors are only used when
required, e.g., ForceFieldAtomType and WyckoffPositionSpins.
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Custom Tables

During a calculation procedure custom tables summarizing results may be created.
However, HDF5 datasets are homogenous, meaning that they can only contain
variables of a single kind, e.g., string, float, etc. Such a homogenous definition does
not translate well to a table where different columns might contain data of different
kind. To allow for a more flexible table definition we propose to use the group
CustomTable(*) with the index indicating the calculation step associated with the
table contained in a Job(*) group. This group then contains the string dataset Title,
and for each column the datasets Column(*) and ColumnHeader(*). With the
wildcard * indicating an integer index variable going from 1 to the maximum
number of columns defined. ColumnHeader(*) will always be string while the kind
of the Column(*) can vary.

Table 1 A list of possible properties sorted by their dimension, scalar or multidimensional array,
and the source, general, LAMMPS, VASP or other, is given

General LAMMPS VASP Other

Scalar Volume,
Density,
Pressure,
Temperature

TotalEnergy,
CoulombEnergy,
PotentialEnergy,
KineticEnergy,
VanDerWaalsEnergy

TotalEnergy DebyeTemperature,
LongitudinalModulus

Multidimensional
array

Stress DOS,
BandStructure,
FermiSurface,

ElasticConstants,
ElasticConstantMatrix,
BulkModulus,
YoungsModulus,
ShearModulus,
SoundVelocity,
PhononDOS,
PhononDispersion

Table 2 Descriptors used to describe structural information are sorted by their dimension, scalar
or multidimensional array, and their kind, which can be string, integer or float

Scalar Multidimensional array

String SpaceGroupName, StructureName,
EmpiricalFormula, Structure.cif

WyckoffPositionIDs,
ChemicalElementNames,
ForceFieldAtomType

Integer SpaceGroupID,
NumberChemicalElements,
NumberAtoms

Float Volume CellParameters, WyckoffPositions,
WyckoffPositionMasses,
WyckoffPositionSpins, ForceFieldCharge
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Program Specific Files

A Job(*) group may include additional string datasets with the contents of special
files used by the atomistic simulation tool. These provide the user with additional
information and/or functionality. When using MedeA the db.backup string dataset
may be included, providing the user with an easy means of reproducing a given
calculation protocol on his machine. This db.backup dataset just needs to be
exported as a file and imported into a MedeA JobServer.

In addition, the dataset Job.out provides a text-based summary on the performed
calculation and the dataset Structure.sci, located in a structure group, contains the
full structural information as a MedeA structure file.

Metadata

To track the actual computational setup used to calculate the properties saved in the
job centric structure, as described in the previous chapter, we propose to extensively
make use of the HDF5 metadata capability. As the quality of calculated properties
strongly depends on the actual method and computational setup used, it is important
to directly associate each property with the setup. Such a use of metadata increases
the transparency as it allows one to reproduce the described property, even if this
property has been copied or linked into a different group or file. As with descriptors
and properties the list of metadata attributes described in the present work does not
necessarily have to be complete and can be extended as required.

General Attributes

Both descriptors and properties use general attributes to track some general job
information on the location, job ID and program used.

1. Program and ProgramVersion
Both string variables registers which atomistic simulation tool has been used to
generate the descriptor or property.

2. JobID
The job ID, that is the integer value in the brackets used for Job(*), is described
by this attribute. For example, all datasets and groups located in Job(10) have a
job ID of 10.

3. JobLocation
The original location of the dataset is described by this string attribute. If, for
example, the dataset or group has been originally written to /
AtomisticSimulationData/JobData/Job(10) then this information will be given.
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Property Attributes

In addition to general attributes properties always contain the following additional
information.

1. Unit
The unit of the property is described by this string variable. It can, for example,
have a value of kJ/mol or GPa.

2. Solver and SolverVersion
The solver used to calculate the described property is registered by both string
variables.

3. EmpiricalFormula
The empirical formula of the structure, for which the calculation has been
performed, is registered by this string variable. This attribute can for example
have the value CuAu2.

4. SpaceGroupName
The space group of the structure is registered with this string using the
Herman-Mauguin notation which is known as the international notation [10]. An
example for its value is Fm3m.

Other property attributes are more specific and depend on the calculation setup
and used solver. An overview on these can be found in Table 3.

Table 3 Solver dependent metadata attributes for property datasets and groups are sorted by their
kind, which can be string, integer or float, and by their source. The source is the program or solver
used to calculate a given property and in the present work can be VASP, LAMMPS or other

VASP LAMMPS Other

String Functional,
ExchangeCorrelationFunctional,
KMesh, KIntegrationScheme,
Precision, Magnetism, Potentials,
Projection, CalculationType

ForceField,
SimulationTimeUnit,
TimeStepUnit,
InitialTemperatureUnit,
FinalTemperatureUnit,
InitialPressureUnit,
FinalPressureUnit, Ensemble

Strain

Integer SmearingFunctionOrder

Float KSpacing, SmearingWidth,
CutoffEnergy,
ElectronicIterationsConvergence,
Pressure

SimulationTime, TimeStep,
InitialTemperature,
FinalTemperature,
InitialPressure, FinalPressure,
CellConstrains

InteractionRange,
AtomDisplacementSize
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Structure-Centric Data Structure

The next step is to increase accessibility of the available data by transferring it into a
structure-centric form. That is, by placing it in the StructureData group located in
the AtomisticSimulationData group. The data consisting of descriptors and prop-
erties of each structure are located in the subgroups Structure(*), with the wildcard
* indicating an index that consecutively increases from 1 when additional structures
are added to StructureData.

The properties themselves can be sorted groups within the Structure(*)
group. For example, the ElectronicProperties group contains electronic properties
such as the electronic density of states, the VibrationalProperties group contains
vibrational properties such as phonon dispersion, the MechanicalProperties group
contains mechanical properties such as elastic constants, and other properties can be
placed in the generic Properties group.

Summary and Conclusion

In the present paper we have outlined a strategy on how to bridge the data exchange
gap between atomistic and continuum simulation tools. A basis for our discussion
has been the work done by Schmitz et al. [4] which describes microstructure data
definition within a HDF5 file. However, due to a subtle difference on how these two
approaches create and collect data, another strategy is required for atomistic sim-
ulation. We start from a calculation centric data definition, that is more suitable for
atomistic simulations, and then identify a data structure by which calculation results
can be made more accessible to others. Another important ingredient of our
approach is to make excessive use of metadata to keep track of the calculation setup
used to obtain a property.

The present approach is well suited for atomistic simulations, where a computa-
tional procedure is applied to a uniquely defined initial structure, i.e. an arrangement
of atoms defined by their element type and coordinates, resulting in a set of computed
properties. This requirement is fulfilled for most DFT calculations and
forcefield-based molecular dynamics simulations. Other approaches such as Gibbs
ensemble Monte Carlo simulations may require an extension of the present concept.
In such simulations, the number of particles may change during the course of a
simulation and hence the definition of “initial structure” needs to be extended.
Another generalization will be needed, if the initial structure is actually an ensemble
of structures, for example a set of models of amorphous structures, where the
computed properties is a statistical average obtained from the entire ensemble of
initial structures. Nevertheless, we believe that the present concept can serve as
foundation for building a bridge between discrete models and continuum approaches.
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A Flowchart Scheme for Information
Retrieval in ICME Settings

Georg J. Schmitz

Abstract Retrieving desired information about a specific material may either
proceed via querying existing data, such as the general Internet or, if the desired
information already exists, specifically dedicated databases. If the desired infor-
mation is not yet available, it has to be determined by employing one or multiple
models to compute the data. If multiple models are required for generating the
desired information, interoperability between the models plays a vital role. Inter-
operability between models implies the need to define a flow of information or a
“workflow” and also to specify the timing between the different operations of the
different models acting on a state or on subsets of a state description. Ultimately
getting such workflows well-defined, operational and also extendable to future
decision making processes requires taking some structural considerations into
account. An instructive approach is seen in the specification of workflows for
decision making in different areas where different types of flowchart tools are
needed and used to control and guide the workflow. The proposed flowchart sce-
nario is based on the description of a system state whose evolution is influenced by
distinct types of phenomena occurring at different scales. The system state further
defines the properties which can be extracted from the system state information.
Different types of models/tools operate on this state and a generic classification is
proposed which is based on the character/functionality of physical equations, such
as (i) evolution equations, (ii) property equations, (iii) equilibrium equations, and
(iv) conservation equations.
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Introduction

ICME—Integrated Computational Materials Engineering—by its name and its
nature draws on the combination of numerous modelling tools and data sources to
model the performance and life-cycle of components and products. ICME aims to
describe component properties along their production and service life cycles and,
for this purpose, draws on models for materials and microstructures or on existing
data. Models, which generate data, draw on existing data being generated by other
models or, if need be, on other models providing the desired data. The scope of the
present paper is to propose a flow chart scenario to structure and organize the
information flow in ICME settings.

Information Flow

The first step towards retrieving a specific piece of “desired information” from the
Internet, from databases or from simulations is to address several questions about
the availability of the desired information such as

• Is a descriptor, i.e. a searchable keyword corresponding to the desired infor-
mation, available in the namespace?

• Can a descriptor for the desired information be derived from descriptors already
existing in the namespace by well-defined operations?

• Is it necessary to amend the namespace?
• Is a value assigned to that particular descriptor in the state description of a model

or in any database?

This series of actions is best reflected in a flowchart type of representation,
Fig. 1.

Some of the individual steps in this flowchart are briefly explained in the
following:

Descriptor available

The “descriptor available”-check searches the actual namespace for the presence of
the keyword being sought. In the future, this check may request user confirmation
by making suggestions for similar keywords/descriptors, such as in Google search:
“You entered “tet” … Did you mean “test” …?”. For a positive reply, a search is
then performed for a value which is associated with this particular descriptor. This
search may occur in a local dataset, in electronic databases or also other sources of
information which are available on the Internet. If a negative reply results, no
suitable descriptor is present in the current namespace. Thus measures have to be
taken to generate a corresponding descriptor by amending the namespace.
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Descriptor derivable

The basic concept of a namespace draws on a minimum number of well-defined
descriptors to describe the state or the microstructure of a material. Prior to adding
any new descriptor, checks should be performed to determine whether the desired
descriptor can be derived based on the existing descriptors. As an example, the
“density” of a material, which is commonly understood to be the “MassDensity”,
can thus easily be derived from the notion of the descriptors “Mass” and “Volume”.
Some rules to derive descriptors have already been specified, such as normalising
by volume, normalising by total value, to name just two. Some further rules are
detailed in [1].

AmendNameSpace

If no descriptor is available in the given namespace and also no suitable descriptor
can be derived as specified above, amendments become necessary for the given
namespace.

Value available

Once a descriptor is available, a search for a value associated with this particular
descriptor is performed in the state description, which is stored in a local dataset;
such as HDF5 or in other types of electronic databases. The search can be further
guided or refined based on the metadata attributes of that particular descriptor. For a

Fig. 1 Flowchart allowing desired information to be sought, which is specified as the value being
assigned to the descriptor of the desired property. If the desired descriptor and a corresponding
value are available in the data space (e.g. databases or the Internet), the search is immediately and
positively terminated and the desired value is returned. If no value for the desired descriptor can be
retrieved from existing data, it is necessary to determine this value e.g. by simulations or from
experiments in a sub-flowchart
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positive check, the dataset contains a data object whose name corresponds to the
descriptor and comprises the desired value. The desired value, including all its
attributes (e.g. units), can then be easily retrieved directly from the file and the
overall information search is then positively terminated.

DetermineValue

In the case of a negative reply to the “value available” query, no data object being
associated with the descriptor exists in the local or global datasets although the
descriptor proves to be valid in the given namespace. As a first step, a corre-
sponding data object then has to be created. In a second step, a value and metadata
have to be assigned to this data object. This value may be assigned synthetically, it
may be derived from experimental data, it may be calculated from suitable models,
etc. The origin of the value should also be stored in metadata attributes related to
the descriptor.

Retrieve Value

If a value is available—or has been determined to make it available—it can easily
be retrieved by simply reading from the state description. The overall information
search is then positively terminated.

Some of the different operations required for determining a value related to a
specific descriptor, see Fig. 2, are further detailed in the following:

Fig. 2 Flowchart for determining an unknown value. If the values for descriptors are not available
they then have to be determined, e.g. by simulation chains. This introduces the need for
interoperability between different simulation tools. For explanations, see text
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Read models/tools from NameSpace

Each descriptor in the namespace comprises additional metadata information, e.g.
on ModelClasses, ModelIDs, SoftwareToolLabels. These metadata attributes indi-
cate whether the respective model(s) or simulation tool(s) either provide data or
draw on data related to the value of the actual descriptor. Multiple models and tools
may thus be related to a single descriptor. For example, the descriptor “position”
can be expected to occur in almost any model at any scale. The answer to a query
for reading models/tools for a given descriptor will thus return a list of models
and/or software tools relevant to the desired information. The search may be refined
by, for instance, confining it to specific model classes: e.g. a query for position
ModelClass atomistic, will limit the results to all tools in the namespace dealing
with positions of atoms, whereas position ModelClass continuum, will only return
models and tools related to positions of, for instance, grains in a microstructure.
Metadata information for the descriptor also allows one to distinguish between
ToolsProviding, i.e. tools known to provide a value for the data object/value
described by the descriptor, and ToolsUsing, i.e. tools using the corresponding
value.

Select suitable models/tools

From the list of models returned from the previous step, suitable tools for deter-
mining the desired property—i.e. “ToolsProviding”—have to be selected which can
then be used to calculate the desired information. Such a calculation can, however,
only be performed if (i) the namespace of the identified tool is available and
(ii) values are assigned to the required descriptors in the namespace of the addi-
tional tool.

Identify namespace addressed by tool(s)

In future, each software tool and/or model should ideally be provided together with
the full namespace required for its operation, or be provided by its execution.

Extract value

Once all the namespaces are available which are required for using (all) the models
necessary for determining the desired value, the desired value can be calculated. If
one of the models requires one or more additional values associated with other
descriptors, the procedure DetermineValue has to be re-performed for these missing
values.

Namespaces of tools versus namespaces for models

Determining non-existing values specifically requires drawing on suitable models,
tools, methods, equations, relations, databases and other means etc. In turn, these
models and tools generally need values of other descriptors/values in order to be
solved and thus be capable of providing the desired information. While simulation
tools may have complicated and complex namespaces, the namespaces related to
materials laws and physics equations are fully determined by the respective
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mathematics/physics equations or materials relations; which essentially have to be
translated into a namespace from a representation in mathematical symbols.

Models—Overview and Classifications

A desired value—if it’s not available in an existing dataset—can, in the best case,
be determined by applying a single model but, in general, it will require a com-
bination of multiple models. Models, according to the “Review of Materials
Modelling V” [2], are defined as physics equations complemented by materials
relations together forming the governing equations and are classified into four
classes: electronic models, atomistic models, mesoscopic models and continuum
models. In view of interoperability, the barriers between such model classes have to
be reduced and the current 24 classes of models, as depicted in [2], may perhaps be
further reduced and classified, and may be additionally structured in a way which
promotes interoperability.

The scenario for such a further classification is based on the description of a
system state and its evolution being influenced by all types of phenomena occurring
at all scales. The system state further defines the properties and these can be extracted
from the system state information using suitable methods/algorithms/models at all
scales during a post-processing mode of operation. A description of the system state,
which essentially corresponds to the microstructure, has been outlined in [1]. This
state description is based on a suitable set of arrays of scalars, vectors, tensors,
Fig. 3.

Different types of models/tools can then operate on this state and a further
classification scheme becomes possible since it is based on the character/
functionality of the model equations:

Fig. 3 Scalars, vectors, tensors and arrays of such mathematical entities form the basis of any
digital description of a state. **The dimension of the arrays corresponds to the number of
objects/features for discrete models, and to the number of numerical cells for discretized
continuum fields
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• Conservation equations
• Evolution equations
• Equilibrium equations
• Property equations

Most physics models are based on differential equations, which can only be
solved if the appropriate initial and boundary conditions are specified. The required
initial conditions are already comprehensively defined in the microstructure state
description. However, the boundary conditions of the domain have to be explicitly
defined and provided separately. Thus, any state description has to provide
boundary objects which can be assigned values for the boundary conditions. These
values may even be time dependant. This request is already fulfilled by the state
description proposed for the microstructures [1].

Conservation equations and other fundamental principles provide strong con-
straints for all types of equations—especially for evolution type equations. Most
prominent and important examples are: conservation of energy, momentum,
mass/species, angular momentum, charge and positive entropy production.

Equilibrium and balance models describe aspects of an equilibrium state subject
to the given conditions. Examples are phase fractions predicted by thermodynamic
equilibria, a mechanical equilibrium or the solutions of the stationary Schrödinger
equation. Dynamic equilibria result, for example, from models for flux balances.
Knowing aspects of the equilibrium state is highly beneficial in regard to formu-
lating an idea of the state to which a given system will relax. Furthermore, infor-
mation about the equilibrium state may already be sufficient if the kinetics of the
evolution process is so rapid that it is not necessary to describe the details of its
evolution. Knowledge about equilibrium conditions is most beneficial for con-
trolling and guiding simulation workflows.

Evolution models—hereafter called EVOLVERS—turn the actual state, or at
least parts of the actual state, under given conditions into a new state at a later
instant of time. Such models accordingly change the state. Evolution models are
characterized by any type of time dependency within the physics equation or within
the materials relations. Many physics equations are evolution type equations, such
as the Schrödinger equation (time dependant), Molecular Dynamics equations,
Phase Field equations, Diffusion equations, Navier-Stokes equation, to name but a
few.

Models and tools acting as “post-processors” on an existing state extract the
desired properties from that state. These are called EXTRACTORS in the fol-
lowing. These EXTRACTORS do not alter the state and thus can operate in parallel
to EVOLVERS. Examples for EXTRACTORS are mathematical homogenisation
models and tools, volume averaging, statistical tools, virtual testing, visualisation
tools. In particular, the extraction of scalar values from the state description is most
important since only scalar values allow for decisions based on inequalities or
equalities. Such decision type operations are exclusively defined in the space of real
numbers and for logical data types. The extraction of properties of a given state is
the objective of most activities. The properties—and their evolution—are the major
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feature of interest for any type of application of materials. For instance, extracting
the properties of a multiphase, polycrystalline microstructure requires knowledge
about the properties of the individual phases and about their spatial arrangement.
Knowledge of each of the phase properties can either be readily available in the
state description or may be extracted from another available state description of that
particular phase which is generated by other models. The extraction of statistical
type data is always necessary if data is to be transferred to a larger scale, where all
the information cannot be digested.

Any EVOLVER requires the specification of an initial state. This may be the
output state of a preceding tool. However at its very beginning, any simulation
chain requires assumptions about an initial state. CREATOR tools can synthesize
such a state by assigning values to the set of arrays of scalars, vectors and tensors,

Fig. 4 Typical elements currently used in a flowchart [4] and related models and tools in MoDa
colour code (see text)
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including their units, describing the state. They can also synthesize states at any
intermediate step in the simulation chain. Using experimental data to create an
initial state can also be considered as a CREATOR type activity.

Simulation Flowcharts

Interoperability between models implies the need to define a flow of information or a
“workflow” and also to specify the timing between the different operations of the
different models acting on the state or on subsets of the state description. Ultimately
getting such workflows well-defined, operational and also extendable to future
decision making processes requires further considerations. An instructive and helpful
approach is to look at the specification of workflows and decision making in different
areas where flowchart tools are specified to control the information flow, Fig. 4.

The colour classes essentially correspond to the colours depicted in the MoDa
scheme [3] with “models” (blue), “post-processors” (green) and the “state descrip-
tion” (red). To employ informatics type workflows in these models, states and
post-processors have to be supplemented by further tools such as INPUT/OUTPUT
and especially by DECISIONS which permit the workflow to be guided. In the
overall current scenario, all I/O operations are based on reading/writing to the state
description as specified and stored in an HDF5 file. Some examples of simple
workflows are depicted in the following Figs. 5 through 8.

Fig. 5 Simple example of a
workflow to create an initial
state
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Fig. 7 Simple workflow of
an evolution type model
including decisions allowing
the evolution simulation to be
terminated when pre-set
criteria are met. A few
examples for such criteria
could be: Is an equilibrium
state reached? Is the state
stationary? Is a pre-set
simulation time reached?

Fig. 6 Simple examples of
workflows extracting different
types of properties
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Summary

A scenario for data exchange at the microstructural scale has been outlined. This
scenario is based on the definition of a state, which can be evolved and analysed by
different types of models and tools. This state essentially corresponds to a com-
prehensive digital description of the microstructure. It provides the initial conditions
for any evolution type model. The output state of such models represents, in turn, a
state which can then be further advanced along the simulation chain. Models and
tools have been classified into evolution types and extractor types. These allow one
to either evolve or process the state, respectively, corresponding to the paradigms:
“processing determines microstructure” or “microstructure determines properties”,
to extract property data from the state.

The digital representation of the state is characterized by a suitable set of arrays
of scalars, vectors, and tensors. A nomenclature/namespace for the metadata
descriptors for each of the arrays has been proposed [1]. This nomenclature has
been elaborated based on continuum models. However, it also considers descriptors
for electronic, atomistic, and mesoscopic models.

A major conceptual approach is the hierarchical arrangement of the individual
arrays describing the state or the microstructure. This allows the microstructure to
be differently represented, such as statistically or spatially, in a coherent way within
the same data structure. This inherent hierarchy of local and integral data is essential

Fig. 8 Example of a workflow to evolve different aspects of a state which relate to phenomena
evolving on different timescales. An example may be the evolution of a thermal field (slow)
depending on the evolution of an electrical current distribution (fast)
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to bridge the scales between different physical phenomena and enables a seamless
interaction with e.g. with, for example, models/tools operating at the component
scale. The HDF5 file format is proposed as a specific implementation of such a
hierarchical data structure. This open source format is very powerful and versatile,
and has already established itself as a standard in computational fluid dynamics and
in several other fields of application.

Finally, a concept has been proposed for specifying workflows in simulation
chains. The state description, models describing the evolution of the state and
models extracting properties are the major building blocks. To allow one to control
and guide the workflow, “decisions” have been specially introduced as additional
mandatory building blocks of a flowchart.

In summary, the basic concepts for interoperability between simulated, experi-
mental and synthetic microstructures presented here are now available and appear to
be viable. These concepts are constructed to also enable/ensure interoperability
between models operating on components and processes as well as
electronic/atomistic/mesoscopic models. Future activities should deal with further
extending these concepts into the community, applying them in practical industrial
cases, further developing and incorporating them into workflows and simulation
platforms, broadening their scope towards uncertainty propagation and error esti-
mates, generating robust simulation chains, harmonizing namespaces and many
other fields.
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Sreedhar Reddy, B.P. Gautham, Prasenjit Das,
Raghavendra Reddy Yeddula, Sushant Vale and Chetan Malhotra

Abstract ICME is expected to significantly reduce the dependence on trial and
error based experimentation cycles for materials development and deployment in
products. However, modeling and simulation is a knowledge intensive activity. In
an integrated design, choosing right models for different phenomena, at right scales,
with right parameters, and ensuring integration across these models is a non-trivial
task. The gaps in modeling and simulation need to be filled with tacit knowledge
and co-engineered with product knowledge. Therefore, an IT platform having
capabilities such as, (a) a repository of building-block models, templates and
workflows with an intelligent means to choose and compose right workflows for a
given problem, (b) a knowledge engineering framework for knowledge manage-
ment, (c) a simulation services framework for simulation tool integration and
simulation execution, (d) tools for decision support, optimization, robust design
etc., is essential for scaling up ICME for industrial applicability. This requires a
unifying semantic foundation. Ontologies can provide the common substrate for
integration of different models, the common language for information exchange,
and the means for capturing and organizing knowledge. However, ontology engi-
neering is a challenge when we consider the diversity of the material systems,
products, processes and mechanisms involved in ICME. This calls for a flexible
ontological framework that provides a means for modeling the generic structure of a
subject area (e.g. materials) and a means for instantiating subject specific ontologies
from this generic structure. We describe a model driven framework and how it has
been used for developing an enabling platform for ICME.
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Introduction

Integrated computational materials engineering (ICME) is a new paradigm for
integrated design of materials, products and manufacturing processes using mod-
eling and simulation, knowledge-guided decision making and data-driven reason-
ing. ICME is widely recognized as a paradigm changer that is expected to
significantly reduce the dependence on trial and error based experimentation cycles.
This is expected to result in (a) faster development of new materials, and (b) sig-
nificant improvement in quality and time-to-market of products by integrating
material design with product design. However, industrialization of this approach
has many roadblocks to overcome [1]. Modeling and simulation is a highly
knowledge intensive activity. Models exist at multiple dimensions and scales rep-
resenting diverse physical phenomena. In an integrated design, one has to worry
about a multitude of phenomena and the corresponding models. Choosing right
models for these phenomena, at right scales, with right parameters, and ensuring
integration across these models is a non-trivial task. Without strong automation,
scaling up ICME is going to be a difficult problem.

With this motivation, we are developing an IT platform called TCS PREMAP
[2, 3] at Tata Consultancy Services. Our goal is to use this platform to industrialize
the benefits of the ICME approach, with a special focus on integrated design of
products and materials. In view of the vast diversity of material systems and
component/product application categories, the platform consists of a set of domain
dependent and domain-independent components as shown in Fig. 1.

On the right side of the figure are the components that are domain dependent and
those on the left are domain independent. A domain may refer to a material cate-
gory with associated manufacturing processes and/or a product category. Domain
specific components include models of various kinds, design templates, design
rules, design cases, etc. Domain independent infrastructure includes, among other
things, (a) knowledge engineering framework for knowledge management,

Fig. 1 Domain independent (left) and domain dependent (right) components of the platform
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(b) simulation services framework for simulation execution and simulation tool
integration, (c) tools for robust design and multidisciplinary optimization tech-
niques (MDO), (d) decision support systems (e.g., the compromise decision support
problem construct), and (e) design of experiments and combinatorial experimen-
tation tools to drive both simulation and experimental studies.

Building all these capabilities into the platform in an integrated manner requires
a unifying semantic foundation. Domain ontology provides such a foundation. It
serves as the common substrate for integrating different models. It serves as a
means for capturing and organizing knowledge. However, ontology varies from
subject to subject, and, being a generic platform, TCS PREMAP has to cater to a
wide range of subjects. For instance, ontology of steel is different from ontology of
a fibre reinforced composite material. This calls for a flexible ontology engineering
framework that enables us to create and evolve subject specific ontologies without
hard coding them into the platform. We use model driven techniques to engineer
such a framework. In this paper we present the modeling framework underlying the
TCS PREMAP architecture and give a brief overview of some of the aspects
automated using model driven techniques.

TCS PREMAP Modeling Framework

TCS PREMAP uses a reflexive modeling framework [4] to bootstrap its modeling
infrastructure.

Reflexive Modeling Framework

An information system can be seen as a collection of parts and their relationships.
A model of an information system is a description of these parts and relationships in
a language like Unified Modeling Language (UML) [5], Web Ontology Language
(OWL) [6], etc. The modeling language itself can be described as a model in

Meta-Meta model

Meta model

Information system modelLevel 3

Level 2

Level 1

instanceOf

instanceOf

instanceOf

Fig. 2 Modeling layers
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another language. The latter language is the meta model for the former as shown in
Fig. 2. A model at each level is an instance of the model at the previous level.

The meta-meta model is the base model in the hierarchy. It is reflexive, i.e. it is
capable of describing itself, and is the basis for bootstrapping models at all levels.
Figure 3 shows this model which is compatible with Meta Object Facility
(MOF) [7]. Everything in a model is an object. An object is described by its class.
A class is specified in terms of a set of properties and relations. An object is an
instance of a class that has property values and links to other objects as specified by
its class. Since everything is an object, a class is also an object. A class is specified
by another class called metaclass. In Fig. 3, the class ‘class’ is a metaclass which is
an instance of itself. Any class that inherits from the class ‘class’ is also a metaclass.
A meta model specification consists of a set of metaclasses and their relations, and a
set of constraints and rules to specify consistency and completeness checks on its
instance models. Due to the reflexive nature of the meta-meta model, there is no
inherent limit on the number of modeling layers that can be supported.

Ontology Modeling Framework

Domain ontology provides the semantic foundation for capturing knowledge about
a domain. It is essential to model the domain at the right level of abstraction (1) to
maximize the utility of knowledge and (2) to ensure information exchange and
integration happen at the right level of abstraction. However, ontology varies from
subject to subject, and, being a generic platform, TCS PREMAP has to cater to a
wide range of subjects. To address this, we have conceptualized domain models at
two ontological levels—a meta level and a subject level as shown in Fig. 4.

Models relevant to ICME can be broadly categorized into three subject areas—
materials, products and processes. Corresponding to these subject areas we have
three related meta models—material meta model, product meta model and process
meta model. Subject specific ontologies are created as instances of these meta
models. We illustrate this with an example.

Fig. 3 A reflexive meta-meta model
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Figure 5 shows a part of the component meta model, which is a part of the
product meta model. The meta model has meta classes Component, Material,
GeometricFeature, FunctionalFeature, Parameter, etc. A component has a
geometry and a set of functional and geometric features. These features may be
described in terms of a set of parameters. A component may be made from one or
more materials; similarly different geometric features of the component may be
made from different materials.

Figure 6 shows Gear ontology as an instance of this meta model. The figure
shows classes in <class>:<meta-class> format and objects in <object>:
<class> format. A gear is a component whose geometry has features such as hub,
web, rim and teeth. Its function is to transmit motion in the same or a different
direction and a change in rotational speed. The geometric feature ‘hub’ has diameter
and width as parameters (parameters of other features are omitted from the dia-
gram). The figure also shows a specific gear (NanoCarGear) with its dimensions, as
an instance of the gear ontology.

Process

Product 

Material

Forging 

Gear

Steel

Meta level

Subject level

Fig. 4 Domain ontology
levels

GeometricFeature

ParameterFunctionalFeatureComponent

Geometry

Material

component
component

component
component

geometricFeature

geometricFeature
geometricFeature

functionalFeature

parameter

parameter

geometry
geometry

materialmaterial

of

of
0..*

0..* 0..*

0..*0..*

0..*

0..*

0..*

0..1

0..1

0..1

0..10..1

1

0..1

0..*

Fig. 5 Component meta model

An Ontological Framework for Integrated … 73



This layered modeling architecture provides several benefits:

• Extensibility. It lends extensibility to the platform by enabling new subjects to
be created as instances of meta models and integrate them with existing subjects.
For instance, to extend the platform to support the design of composite mate-
rials, we create composites ontology as an instance of the materials meta model.
Similarly to support the design of an engine block, we create engine block
ontology as an instance of the products meta model. Subject specific ontologies
thus become first class entities in the platform. Since all subjects of a subject
area are described using the same meta model, it provides the semantic basis for
capturing and discovering generalization relations among these subjects using
ontological reasoning.

• Knowledge management. It provides a means to organize domain knowledge
systematically. Knowledge that is applicable to all subjects of a subject area is
captured at the meta model level, knowledge applicable to a design subject is
captured at the subject model level and knowledge specific to a design instance
is captured at the instance level. For example, knowledge that is common to all
materials is kept at the material meta model level, knowledge pertaining to steels
is kept at the steel ontology level, and knowledge specific to a steel grade is kept
at the instance level.

• Integration. It provides a systematic means for integration across different
domains at different levels. Meta model integration enables design subject level
integration and subject model integration enables design instance level inte-
gration. Given below is a sample of a few simple integration rules:

– Product—Material: Materials used in a component of an assembly should be
a subset of the materials identified for the assembly (meta level rule).

– ManufacturingProcess—Material: Carburizing temperature in the carbur-
ization process of steels should be above the austenization temperature of the
steel under consideration (subject level rule).
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Fig. 6 Component modeling layers
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– Product—ManufacturingProcess: Open-die forging process should not be
used where near-net-shape products are desired (subject level rule).

• Automation. Meta models specify the semantics of subject models and subject
level models specify the semantics of instance models. Since all these models
are machine interpretable they lend themselves to a great deal of automation.
This has been exploited within TCS PREMAP to automate the generation of a
large part of the platform implementation such as persistence management, user
interfaces, simulation services, knowledge services, etc.

Model Driven Engineering in TCS PREMAP—A Few
Examples

As mentioned above, TCS PREMAP uses model driven generation techniques to
automate several features of the platform. We discuss a couple of these features in
this section.

Simulation Tool Integration

A design workflow consists of design of several process steps such as forging,
machining, carburization, quenching, tempering, etc. Each of these processes has its
own simulation model. In integrated design simulation, these models have to be
simulated in an integrated manner, with right information flowing from one model
to the other. This is done by mapping the inputs and outputs of each simulation tool
to the domain ontology, as shown in Fig. 7. It is then possible to validate a process
chain for information integrity by checking that right information is flowing to the
right process step. From these mappings it is also possible to generate input/output
adapters for plug-and-play integration of simulation tools.

Domain Ontology 

Mapping

Tool specific data view

Simulation Tool 1

Mapping

Tool specific data view

Simulation Tool 1

input inputoutput output

Fig. 7 Simulation tool
integration
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Data Integration

In TCS PREMAP we want to be able to utilize data (on materials, processes, etc.)
from a number of sources. The data sources may include laboratory databases,
factory floor databases, or third party proprietary data. To integrate these data
sources we map them to subject model ontologies using Global-as-view
(GAV) [8, 9] or Local-as-view (LAV) [10] schemes (Fig. 8). Subject model
ontology then serves as the unified interface to access all data sources uniformly.
A query on the subject model is translated into an equivalent extract-transform-load
(ETL) data flow graph which is responsible for extracting data from individual
sources and suitably combining them to produce the query result.

Conclusion and Future Work

We have given an overview of the computational platform we are developing to
support ICME and briefly discussed the model-driven engineering design principles
underlying its architecture. We have identified the domain modeling challenge and
presented an ontology modeling framework that has been developed to address this
challenge. We have also touched upon how model driven techniques have been
used to automate the features of the platform. The core platform is ready for proof
of concept implementations. We are currently working on advanced knowledge
engineering features such as context sensitive knowledge retrieval, context sensitive
question answering, knowledge guided machine learning, etc., which will be
integrated into the platform in due course.
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materials modelling in Europe. EMMC will pursue the following overarching
objectives in order to bridge the gap between academic innovation and industrial
application:

• enhance the interaction and collaboration between all stakeholders engaged in
different types of materials modelling, including modellers, software owners,
translators and manufacturers,

• facilitate integrated materials modelling in Europe building on strong and
coherent foundations,

• coordinate and support actors and mechanisms that enable rapid transfer of
materials modelling from academic innovation to the end users and potential
beneficiaries in industry,

• achieve greater awareness and uptake of materials modelling in industry, in
particular SMEs,

• elaborate Roadmaps that (i) identify major obstacles to widening the use of
materials modelling and (ii) elaborate strategies to overcome them.

Keywords Materials modelling ⋅ Models ⋅ Coupling/Linking ⋅ Interoperabil-
ity ⋅ Metadata schema ⋅ e-CUDS ⋅ Open simulation platform ⋅ Marketplace ⋅
Validated software ⋅ Data repositories ⋅ Translation ⋅ Economic impact

Introduction

The development of new and improved materials is a significant innovation driver
for the global competitiveness and sustainability of European industry and society
in general. It has been demonstrated in many individual cases that materials
modelling is a key enabler of R&D efficiency and innovation. Companies reported
[1] that computational modelling benefits include reduced R&D time and cost,
more efficient and targeted experimentation, more strategic approach to R&D,
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a route to performance optimisation, wider patent protection, improved supply
chain control and early understanding of application performance aiding faster and
more assured market introduction. Nevertheless modelling today is still not always
an essential part of or critical tool in creative materials design or business decision
making on product innovation. Thus, the overarching goal of the European
Materials Modelling Council (EMMC) is to stimulate and enhance the use of
materials modelling in industry, in particular SME’s. It implies fostering ongoing
efforts, addressing observable hurdles, enhance the visibility, inspire improved
models and step up the contribution of materials modelling to strengthening the
global competitiveness of the European manufacturing industries and comple-
menting the drive to the fourth industrial revolution, known as Industry 4.0.

The aim of the EMMC is to establish current and forward looking comple-
mentary activities necessary to bring the field of materials modelling closer to the
demands of manufacturers (both small and large enterprises) in Europe. The ulti-
mate goal is that materials modelling and simulation will become an integral part of
product life cycle management in European industry, thereby making a strong
contribution to enhance innovation and competitiveness on a global level. Based on
intensive efforts in the past two years within the European Materials Modelling
Council (EMMC) which included numerous consultation and networking actions
with representatives of all stakeholders including Modellers, Software Owners,
Translators and Manufacturers in Europe, the EMMC identified and proposed a set
of underpinning and enabling actions to increase the industrial exploitation of
materials modelling in Europe (Fig. 1).

The EMMC will build on these findings by supporting activities such as open1

simulation platforms, information infrastructure, materials marketplace and

Fig. 1 The different enabling
and underpinning activities of
the EMMC

1Open refers to the ability to combine different open source and proprietary elements, not to open
source necessarily.
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business decision support systems, databases, multiscale coupling science, educa-
tion and translation activities and validation. Our vision is that only when con-
sidering all these elements together sufficient synergies can be created to address the
most challenging questions and overcome the hurdles for further industrial appli-
cation of materials modelling. In particular this will enable manufacturers to utilise
modelling in their business decisions, much as this is done today with experiments.
This will help close the innovation gap (“valley of death”) between materials
modelling and industrial application and enhance a knowledge driven product
development process.

EMMC Objectives

EMMC will pursue the following overarching objectives in order to establish and
strengthen the underpinning foundations of materials modelling in Europe and
bridge the gap between academic innovation and industrial application:

1. Enhance the interaction and collaboration between all stakeholders
engaged in different types of materials modelling, including modellers,
software owners, translators and manufacturers;
addresses the need to bring all stakeholders together so that complex industrial
problems can be tackled successfully by drawing on multiple expertise. This
will also enable identifying gaps in modelling and subsequently exerting col-
laborative efforts to cure them more efficiently than is possible today.

2. Facilitate integrated materials modelling in Europe building on strong and
coherent foundations;
address a need to build, utilising this new collaboration, stronger foundations of
modelling in Europe. This includes integrating material models with data
repositories, data driven approaches (big data) and machine learning, integrated
open simulation platforms and interoperability. Openness and interoperability
will allow integrating open source and closed source commercial software and
data equally which will lead to a boost in materials modelling due to more
comprehensive exploitation of all available knowledge.

3. Coordinate and support actors and mechanisms that enable rapid transfer
of materials modelling from academic innovation to the end users and
potential beneficiaries in industry;
address a need to advance the translation and transfer process of innovation from
academy to manufacturers. Improved transfer mechanisms will be stimulated to
empower translators in academy, research organisations and R&D departments
to harvest materials modelling foundations more diligently for the benefit of
industry. This includes infrastructure such as Marketplace, which is a central
hub for materials modelling in Europe, model validation repositories, enhanced
training, and most importantly defining the role of Translators as specific
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stakeholders. There often a lack of awareness to the precise capabilities of
modelling particularly in SMEs.

4. Achieve greater awareness and uptake of materials modelling in industry,
in particular SMEs;
support and coordination actions in terms of workshops, case studies will be
made to raise awareness, and consequently utilisation of materials modelling in
all industry in Europe.

5. Elaborate Roadmaps that (i) identify major obstacles to widening the use of
materials modelling in European industry and (ii) elaborate strategies to
overcome them;
addresses future research needs that will stem directly from the actions of the
EMMC. These will lead to more targeted research to close gaps in materials
modelling and bring it up to the next level.

Taking all of the foundation and transfer elements together, the EMMC will be
in a position to create impact in industry. The EMMC main objectives will be
achieved via actions that make use of a range of accompanying measures, such as
workshop organisation which bring together multiple stakeholders and target
specific underpinning and enabling actions for wider adoption of materials mod-
elling in industry. The actions will also include targeted surveys as a means to reach
out for different stakeholders and gather rich information on a plethora of key
topics. Interest and expert groups for managing and maintaining metadata standards
document, training workshops, and summer/winter schools (for young researchers).

EMMC Stakeholder Groups

The underpinning vision of the EMMC is that only when bringing all stakeholders
together, sufficient synergies can be created to address the most challenging
questions in materials modelling today and in the future. The key concept is to
increase the interaction between all stakeholders to stimulate novel exploitation
avenues of materials modelling based on collating expertise, models, knowledge
and data. The materials modelling community consists of several stakeholders that
are all represented in the EMMC:

Manufacturers: This group represents the interests of (current and future)
end-users of materials modelling in small and large European manufacturing
industry. It gathers key company representatives across industrial sectors, from
consumer goods to industrial chemicals, from polymers to alloys etc. The objective
of the manufactures in participating in the present project is to (i) clearly articulate
commercial end-users needs, i.e. articulate what barriers need to be overcome to
introduce materials modelling into their business cycle or enable an enhanced and
more efficient/higher quality use of it, as well as what future developments they
foresee to be necessary, (ii) provide case studies for the testing, validation and
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assessment of models, workflows, platforms and software. Actions will be taken in
order to identify key areas of company interest for materials modelling solutions
and how those can be achieved and act as a sounding board and participate in
European consultation initiatives.

Translators: The successful application of materials modelling in industry depends
heavily on translating industrial problems back into modelling questions, i.e. per-
forming a process in the opposite direction to the value chain. Today, this role is
performed by different actors, including R&D staff in large enterprises, application
scientists in software companies, scientists in research institutions as well as indi-
vidual consultants. The aim of the EMMC is to promote activities that optimize the
roles of the translators by creating a set of open and transparent conditions and best
practices as well as a resource of neutral competences available to all industry more
widely, in particular to SMEs.

Software Owners: Software owners are defined as those stakeholders (academic or
commercial) who actively make their software available to third parties by a wide
range of licensing schemes. This stakeholder group includes academic software
owners who offer their software freely as open source code, and proprietary soft-
ware owners who sell their software to industry. A key objective of software owners
is the transfer of materials modelling technology to end users, in particular man-
ufacturing industry. One of the objectives is to identify where the current policies
and programmes are supporting the industrial exploitation of academic and pro-
prietary software, where there are gaps and where there are obstacles. The planned
activities aim to provide guidelines on quality assurance in software development
which aims to support the process of transferring academic software to the man-
ufacturing industry.

Modellers: This stakeholder group consists of the developers of materials elec-
tronic, atomistic, mesoscopic and continuum models and respective solvers, as well
as developers of coupling and linking schemes. The scope of this stakeholder group
encompasses two main tracks of efforts: on the one hand, the stimulation of
improved and wider exploitation of existing models, and on the other, the analysis
of the state of the art and establishment of a Roadmap for further research necessary
for the development of new or improved, more accurate, reliable (yet computa-
tionally feasible) models of industrial relevance.

Overall EMMC Approach

The main overarching objective and goal of the EMMC is to allow European
Industry to reap the benefits of materials modelling more effectively and vigorously.
To this end, the EMMC has identified a number of core activities that are vital to
increase the industrial exploitation of materials modelling in Europe. These

84 N. Adamovic et al.



activities can be structured into three main pillars on which the advancement of
European Industry rests on as shown schematically in Fig. 2.

1. Underpinning Foundations: Stronger, more robust, better validated and more
versatile materials modelling foundations. The existing Foundations in terms of
discrete and continuum models, open simulation platforms, interoperability
based on metadata schema will be further strengthened, and roadmaps estab-
lished for future actions.

2. Enabling Transfer Platform: Designing the systems and mechanisms to
transfer materials modelling to a range of industries. A Transfer Platform will
address key technological, organisational and human capital gaps. The under-
lying main concept stems from the recognition that bringing materials modelling
benefits to manufacturers requires a new collaborative and integrative approach
that reaches out through the limits of each modelling or manufacturing com-
munity. These actions include a European Marketplace hub to ease the access of
industry to materials modelling and data repositories, development of the
Translators role and function, Training and validation of software.

3. Integrated Materials Development: Facilitating a more holistic materials
development targeted at achieving tangible impact in different industrial appli-
cations. The ultimate goal is that materials modelling and simulation will
become an integral part of product life cycle management in European industry,
thereby making a strong contribution to enhance innovation and competitive-
ness on a global level.

Fig. 2 The three underpinning and enabling actions constituting the three pillars on which
advancement of European Industry through advanced integrated materials modelling rests
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The main approach of the EMMC is to establish and enforce these actions by
undertaking coordination and support actions for:

Model development and validation—aims at identifying model gaps, establishing
Roadmaps to help cure these gaps and validate materials models as a joint activity
between modellers, industrial stakeholders, translators and software owners.

Interoperability and integration—aims at providing operational infrastructures
for interoperability of different codes and data of materials facilitating the inte-
gration of multiple models and tools to build integrated modelling workflows.

Modelling marketplace and data repositories—aims at promoting platforms
providing ICT infrastructure for integration of materials models, development of
workflows and access to concerted data repositories and collaboration platforms. It
will engage in coordination and support actions to raise awareness for curation of
materials data and will drive the proliferation of repositories. The Marketplace will
also provide a central hub for materials modelling activities in Europe, including
Training and Translation services for Manufacturers.

Translation and training fromcompanies—aims at promoting and defining the role
of Translators. EMMC will develop methodologies for Translators and translation
processes adapted to various industrial sectors. Translators should be well knowl-
edgeable with the capabilities of a wide range of materials modelling paradigms.

Industrial software deployment—aims at stimulating academic software
exploitation, conformity to professional standards, user-friendliness and industrial
exploitation. The goal is to enhance the level of software development, in particular
in academy so as to enable more rapid transfer to industrial applications. Work-
shops on basic software writing will be recommended for new modellers as well as
workshops on version control and testing suites. The EMMC will organize a white
paper on software quality and software engineering advice. Furthermore, the
activities will enable all stakeholders to optimise the process and the infrastructure
which are necessary for the successful and sustainable industrial deployment of
materials modelling software.

Industrial integration and economic impact—aims at assessing the economic
impact of materials modelling on industrial prosperity, defining and documenting
case studies (i.e. documenting successful as well as unsuccessful modelling cases in
industry). The goal is to raise and measure the materials modelling impact with a
specific emphasis on coordinating the development of Business Decision Support
Systems (BDSS). These platforms should allow an end-user to select, connect and
through multi-objective optimisation drive for options that make business decisions
more data driven and acquire a higher level of efficiency for developing business
cases as fitting into the industrial value chain.

From the current materials modelling state of the art the hurdles will be identified
through industry consultation ensuring critical input to EMMC. It will ensure a
feedback loop of continuous improved materials models and access facilities for
advancing the ease of materials modelling implementation in industry. EMMC will

86 N. Adamovic et al.



bring together Modellers (discrete/continuum), Translators, and Manufacturers to
tackle each activity in a collaborative manner, actively contributing to increase the
interaction between all stakeholders. The interconnectivity and relations between
these activities is shown schematically in Fig. 3.

Industrial Relevance of EMMC Activities

The EMMC will enable industrial end-users to increase the quality and rate of
innovation of their products by:

• Improved access to advanced materials modelling tools and databases.
• Enhance interaction and collaboration between all stakeholders.
• Better access to the large pool of knowledge of materials modelling which exists

in Europe.
• Higher efficiency through integrated solutions of discrete and continuum models

and materials databases.
• Clearly defined metrics by key performance indicators (KPI’s).
• Clearer evidence of best practice in materials modelling.

The EMMC will achieve these as a result of:

1. Addressing (and providing roadmaps for) key issues in the underpinning
foundations required to build a more integrated, open and accessible landscape,
including the materials models themselves as well as their linking and coupling

Fig. 3 The interconnectivity and relations between different EMMC actions
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to support complex workflows, the interoperability and discoverability of
models and data.

2. Facilitating an Enabling Transfer Platform consisting of human capital actions
(Translators and Training), coordinated and more accessible knowledge sources
and improved end-user software development and exploitation.

3. Supporting a more compelling business case for the application of materials
modelling in industry via clearly specified, sector specific case studies, quality
attributes, cost-benefit analysis and coordination and support for the integration
of modelling into industrial decision support pathways.

a. Materials modelling and related databases will become much more acces-
sible and usable.

Integration of communities, improved access and usability for a wider range of
stakeholders entails agreeing on common nomenclature and metadata schema so that
information can easily flow around and is categorised and searched in a unified
manner. EMMC will pursue this goal by building on previous and ongoing actions
such as the Review of Materials Modelling (RoMM) [2] and the Organisation of
Modelling Data (MODA) and Metadata [3]. EMMC will lead to greatly enhanced
access and use of materials modelling as a result of: (a) supporting the adoption of
coherent terminology, which means that scientists that are not experts in modelling
codes will find it much easier to understand and hence access what materials
modelling does, (b) metadata schema that achieve a semantic level of interoper-
ability, which means faster integration and easier access for people developing
solutions, (c) de facto standards for data structures and (d) modelling platform
developments, which increase efficiency; EMMC will coordinate a reference design
for Open Simulation Platforms supporting operation across different models, data-
bases and the sub-disciplines of materials modelling. It means that codes can quickly
be integrated, hence become more easily accessible and usable, (e) data repository
design based on the above metadata schema which will facilitate translation and
easier access to information across different fields, and (d) establishment of an ICT
platform to manage the materials modelling knowledge and information in Europe,
including new sustainable collaboration channels that break through current com-
munity barriers. By means of the above actions, EMMC addresses the obstacle that
“the interoperability of software and data is a major barrier resulting in limited use of
(integrated) simulation software by non-simulation experts” [4]. It will lead to
reducing the efforts required for designing advanced integrated workflows impacting
therefore the utilisation of materials modelling in industry. In addition, the increased
use of databases will allow novel routes to develop new materials with specific
properties harvesting existing and future materials data.

b. Better access to the large pool of knowledge of materials modelling which
exists in Europe.

Industry requires a one-stop-shop, a gateway to all materials modelling relevant
information. This includes in the first instance materials data linked to Models and
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Software Solutions used to generate the data, validation information on the models
and verification of software solutions. Such information allows stakeholders a
complete view of the relevance and quality of a particular data element and its
applicability in a specific workflow. Added to that will be human resources by
linking of data and models to respective Modellers (both creators and general
experts) and relevant Translators, allowing Manufacturers direct, more targeted
interaction with Modellers and Translators. Finally, this information is augmented
with additional documentation resources such as show-cases, education and train-
ing, case-studies and linked publication repositories. EMMC will coordinate and
network with relevant stakeholders, technology platforms, excellence centres and
projects to work towards the design and establishment of a European Materials
Marketplace as an open Gateway connecting for information and knowledge
management in materials modelling. This will support federated resources of
materials data and information repositories, curation of data and information, active
collaboration between stakeholders, computational modelling services and educa-
tion and training. This will impact material modelling in Europe on all levels, in
particular enhancing the Human Capital factor by empowering all stakeholders and
bringing them together regardless of geographical or community barriers. It will
impact the proliferation of knowledge source and material data repositories, speed
of publication and dissemination as well as increased novel collaboration channels.

c. Higher efficiency through integrated solutions of discrete and continuum
models and materials databases for industrial use.

As mentioned in a TMS study [5], successful execution of a project in industry
depends upon a broad range of tools and methodologies that must be reliable, cost
effective, verified and validated to ensure the accuracy of the results. EMMC will
coordinate the definition and acceptance of standards for metadata and simulation
platforms supporting the efficient integration of modelling components for different
length- and time-scales into comprehensive modelling systems. It will build on
foundations laid by the EMMC and the European Multiscale Materials Modelling
cluster and ensure that an interoperability level is agreed on, which would form the
basis for implementations across all levels of materials modelling as well as
materials data. The Roadmap of Materials Models will identify opportunities and
gaps for coupling and linking of models. It will be an essential compendium of
methods and spawn more targeted research. Within the EMMC, interactions
between industrial end-users and the EMMC partners will identify and focus on
areas where urgent and highly relevant industrial problems can be addressed with
materials modelling of the most mature technology readiness level. In other words,
the EMMC will at first emphasise application areas, which have the highest and
most immediate industrial and societal impact.
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d. Increased efficiency and industrial effectiveness of materials models in
industry and research.

Many industrially urgent and unsolved problems can be tackled with today’s
materials modelling capabilities provided that these problems can be translated into
modelling strategies leading to tangible result. The EMMC will support the
development of the role Translators, who play a critical role in achieving a higher
and faster impact of materials modelling. EMMC will support the development of
methodologies for Translators, translation processes specific to different industry
sectors, and implementation of methodologies for using model workflows,
including identification of software components connecting models operating on
different scales. A strengthened, more widely available and trustworthy Translator
function will enable industry to decide on where and how best to use modelling to
greatest effect. Training courses with a focus on how to use the progress in materials
modelling and simulation in order to support industrial innovation will contribute to
increased efficiency and industrial effectiveness. Training will also increase the
awareness in industry about modelling software and data resources available.
Furthermore, modelling experts and translators will become more efficient and
effective as a result of EMMC interoperability actions as they will be able to choose
and utilise models much more efficiently. Further actions of the EMMC that impact
efficiency and industrial effectiveness include improved quality and end-user ready
(commercial or open) software, easier access to information and knowledge via
metadata and marketplace, best practice cases, know-how about what works and
what doesn’t and hence focus on relevant key performance indicators.

e. Establishment of technical and business-related quality attributes (Key
Performance Indicators) that inspire trust in materials modelling.

The use of modelling in industry today is hindered by a relatively low ‘level of
acceptance’ which is often due to the difficulty to appreciate what modelling
actually can and cannot bring and how exactly it will affect the commercial offering
of differentiated products. Consequently, the uncertainty and risk for a major
engagement (i.e. investment) in materials modelling is often unclear. This is
compounded as no single model or software exists to address all the critical (often
conflicting) performance criteria and various options that define a differentiated
product offering. EMMC will counter this and create impact by compiling a cata-
logue of case studies to provide tangible facts demonstrating the impact of materials
modelling in particular applications. The EMMC will consider the business case for
modelling by spawning a cost-benefit analysis and demonstrate the value of
materials modelling by using suitable technical and business related KPIs. This
work will build on the survey and report [1] on the economic impact of materials
modelling which identified already a range of KPI categories. EMMC will also
work closely with the forthcoming BDSS projects and EMMC supported Trans-
lators in the definition of technical KPI models as functional of the materials
modelling state variables, and coordinate the way in which the technical aspects of
an industrial problem are mapped to a multiscale modelling workflow, and
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represented as a KPI model. The Translator will support the end-user in deciding
business oriented quality attributes, which may depend on the modelling state
variables as well as for instance costs, and processing time, which usually depend
on the material variant currently simulated in the modelling workflow. The role of
EMMC in inspiring trust will be to support, coordinate and disseminate demon-
stration examples of implementation of KPI driven workflows in industrial appli-
cations. Also, a training guide for industrial operators using these methodologies
will be developed. Further EMMC actions that will contribute to a greater level of
trust include laying out clearly the current strengths and current gaps in the
Roadmap, a best-practice guide for standardizing the error estimates of materials
models, and model validation guidelines.

f. Industrial best practice (methodologies) for end-users increasing speed of
development in industries

The EMMC will support best practice by a range of actions. Methodology devel-
opment on Use Cases defined together with manufacturing industry organisations
will be carried out by Translators who will define best practice in specific industry
applications. The actions on Training support workforce development regarding
skills required to launch effective materials modelling supported programmes and
will increase the confidence, speed and success of implementation and hence
development in industry. The EMMC will work with stakeholders to define the
expectations of a materials modelling function in an organisation more clearly (the
What, When and How) and define measurable impact levels that this function can
be appraised by. Experience from Computer Aided Drug Discovery shows the
benefits of this process in terms of trust as well as performance [6]. Working
Groups will be formed and Workshops organised to discuss and endorse recom-
mendations and guidelines for best practice. Practitioners will be supported to
include a careful economic analysis of the cost and savings associated with
implementing materials modelling. EMMC will gather requirements and coordinate
the planned Business Decision Support projects to provide both best practice
guidelines and a coordinated platform for an economic analysis.

Conclusion

EMMC will undertake the actions in order to close the gap between materials
modelling and manufacturing. It will aspire to eliminate or at least significantly
contribute to substantially reduce the innovation valley of death by strengthening
and incorporating the underpinning and enabling actions into the modelling land-
scape in Europe. The definition of the role of Translators, the development of data
repositories based on standards and interoperability, increased collaboration
between all Stakeholders and validation actions are all only but one part of the
whole picture.
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Facilitating ICME Through
Platformization

B.P. Gautham, Sreedhar Reddy, Prasenjit Das and Chetan Malhotra

Abstract Integrated Computational Materials Engineering (ICME) is poised to be
integral to the engineering design processes in the future where product engineering
will be carried out in close association with materials and manufacturing engi-
neering. This is already being manifested in newer technologies such as additive
manufacturing and composite materials where the boundaries between product and
process and material are sufficiently blurred. In order to successfully leverage
ICME, we need enabling platforms that should allow for seamless integration of
product design with process design and materials design and should allow for all
three to be investigated, analyzed and optimized simultaneously to be able to obtain
the right material for the right product to be manufactured in the right way. It should
also provide for a unified and flexible language for expressing the problem domain
and allow for the integration of modeling and simulation tools, product and
materials databases as well as machine learning, data-analysis and optimization
algorithms into the design process. Most importantly, such a platform should be
context aware and knowledge enriched. It should provide a strong semantic basis
for expressing and capturing knowledge related to the problem domain and a means
to reason with this knowledge in a context-sensitive manner to provide context-
appropriate guidance to the designer during the design process. The current paper
proposes a basic structure for such a platform and how it is being realized as
TCS-PREMAP.
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Introduction

Motivation

A key challenge for the manufacturing industry is to reduce design time and bring
out more differentiated products over shorter cycles. In order to do this, the industry
needs to bring in a structured design process, leveraging state of the art modeling
and simulation tools and digital technologies while bringing all aspects of design
into a single window spanning different departments. Also, the design engineer
needs to be empowered with knowledge from a variety of sources such as in-house
knowledge, data from past designs, standard procedures, etc. Besides this, the
knowledge available with in-house experts on product development as well as
modeling and simulation processes also needs to be captured systematically and
made available to engineers during the design process.

Integrated Computational Materials Engineering (ICME) [1] is a new paradigm
which seeks to bring the cutting edge in modeling and simulation supported by
systems engineering and knowledge engineering tools into the product design
process. It seeks to integrate design horizontally across the product lifecycle as well
as vertically across length scales from a materials perspective. It also seeks to
enable greater collaboration between designers and the removal of silos between
design departments.

Challenges in Implementing ICME

While significant effort in bringing ICME to the industry would be directed at
developing more accurate and sophisticated materials and process models across
different length scales, successful adoption of ICME would also require the
development of enabling platforms which can successfully integrate and leverage
these models to solve industrial problems. The key challenges in implementing an
ICME-driven approach to design exist in four broad areas: (a) Integration of sim-
ulation tools, (b) Integration of teams, (c) Information handling, and, (d) Stan-
dardization and reuse of information at industrial scale.

Integration of Simulation Tools Horizontal integration across the product life-
cycle requires tying together different process steps, from sourcing to processing, to
quality assurance, to in-use performance and finally end-of-life processing. Design
decisions at any process stage could depend on decisions taken at other process
stages. Similarly, at any given stage of material design or process simulation, a
number of tools at various length/time scales need to be leveraged. For example, in
a steel plant, simulation of continuous casting phenomena would involve a
fluid-flow and solidification module integrated with a thermo-mechanical module to
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analyze the solidified section at the macroscopic scale as well as a microstructure
evolution module at the microscopic scale supported by modules for thermody-
namics and precipitation. It would also need to connect to simulation modules at the
previous step of ladle refining and the latter steps of rolling [2]. Hence, information
needs to be able to seamlessly travel from one scale to the other and one step to
another over the simulation value chain without having to resort to writing
tool-specific wrappers every time a tool needs to be accessed.

Integration of Teams Product design and development today is done in silos.
The functional design of a product is usually done by the product team, the design
of the material to be used within the product is done by another team while the
design of the process to make the product is done by a separate team. Design silos
with rigid handshakes can prove to be costly resulting in sub-optimal design or
overdesign. For example, it is important to know the limitations of the plant and
equipment as well as the constraints on cost during the alloy development phase in
a steel industry. Similarly, process optimization needs to go hand-in-hand with the
material development phase for better realization of products. Thus, there is a need
for greater integration between product design, materials design and process design
teams and there is a need for a system that is able to constantly shift and merge
different design contexts and domains and leverage different ICME tools across the
value chain.

Information Handling An engineer at any decision point uses a number of inputs
in the design process. In order to structure the design and decision process, we need
to establish a system that allows for seamless integration of knowledge sources,
simulation tools and decision-making algorithms into the design process. There is a
need for a consistent way of handling knowledge, a priori knowledge as well as
knowledge that gets generated continuously during the design process such as
results from experiments and simulations performed as part of the design process.
For example, a number of simulation control parameters constitute an important
part of the knowledge base of an industry’s design analysis department which are
often not persisted and get regenerated every time a new simulation is to be per-
formed. Persisting enterprise knowledge requires appropriate semantic bases for
handling information and data and methods for harnessing the generated knowledge
by making it available in a context-aware manner.

Standardization and Reuse Product and process engineers and researchers
should be able to retrieve and reuse any information captured or generated during a
design process that has already been undertaken in the past. There should be a
standard way of representing design processes as well as the knowledge and data
that goes into them. Ideally, this information needs to be stored hierarchically so
that information that is applicable at a higher level should naturally flow to more
specific levels in the hierarchy. The process for storing such information has to be
inherently flexible and scalable so as to be able to span diverse application domains.
This requires standardization of the terminology used, which is largely missing in
the materials science engineering community.
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How to Address These Challenges?

The above requirements are varied but the underlying common requirement is a
highly flexible and scalable IT platform within which information, knowledge and
design processes from multiple domains can be represented and integrated in a
standardized manner [3]. The platform should provide for interfaces through which
multiple users simulation tools and data sources can interact and exchange infor-
mation. It should allow for creation of complex design workflows which can
retrieve information from different knowledge sources and call appropriate simu-
lation tools at appropriate points within the design process. It should provide a
means to extract and integrate knowledge from different sources and deliver it to
designers in a context appropriate manner to help them make right decisions. This
functionality should be available as a reusable framework upon which different
domain-specific, design-goal-specific applications can be built.

The needs of the above platform can be summarized as follows:

• A common, flexible and scalable language to represent, span and integrate
diverse domains

• Ability to capture design process workflows at an abstract level and use them for
solving concrete problems

• Ability to integrate various simulation tools, databases and decision-support
systems

• Ability to capture, represent and leverage knowledge during the design process
• Ability to easily create design applications
• Ability to learn from iterations of the design process

Proposed Platform for Implementing ICME

Figure 1 gives the conceptual structure of a proposed software platform for
implementing ICME. In the following paragraphs we briefly explain each aspect of
the platform and how it has been implemented in TCS PREMAP.

Domain Representation

The foundational layer in the architecture is the Domain Representation layer which
provides a common language that can be used to represent all entities within the
domain and the relationships between them. This language has to be highly flexible
and scalable. The same language should also be able to represent knowledge related
to the domain so that it can be seamlessly leveraged while answering questions
related to the domain.
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Figure 2 provides a high-level view of the domain representation structure of
TCS PREMAP. It comprises three hierarchical ontological levels—the meta-level,
the subject-level and the instance-level (ontology is a computer-understandable
language for representing information). The models at the meta-level are connected
and form an integrated set of meta-models. This hierarchical structure of models is
important since from a given meta-model, we can create a whole range of
subject-level models and from a single subject-level model, we can derive
numerous instances. The meta-model definitions form the fundamental language of
the platform. The platform then allows users to define their own domain by defining
models at the subject-level. Since the model structure allows for object-orientation,
any entity at the subject-level could itself be derived from a more generic entity at
the subject-level. Hence, the subject-level allows for creating a further internal
hierarchy based on specialization. At the instance level in the model hierarchy,
individual instances of the components, processes and materials are created and
represented using specific values. Hence, for every combination of subject level
models, numerous instances can be created for exploring the design space.

Representation of Design Workflows

The process of asking questions related to the domain is via Design or Engineering
Workflows. Using Design Workflows, generic questions are asked and the generic
process for answering them is represented. For example, we can ask, what is the

Domain
Representation

Design 
Workflows

Design 
Instantiation

Machine 
Learning

Instance Simulation Data Testing

Knowledge Repository

Fig. 1 Conceptual structure of the proposed IT Platform for implementing ICME
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process followed in a given plant to troubleshoot a particular problem in product
quality. What are the steps involved and how can the decisions be taken to sys-
tematically eliminate possible sources of deviations in the quality. The process that
is followed in executing the above steps, taking decisions and systematically
coming up with the solution is represented as a Design Workflow. While assem-
bling Design Workflows, one needs to access and refer to different entities in the
domain. Hence, the Design Workflows need to be tightly integrated with the
Domain Representation layer at every step of creating the workflows.

In TCS PREMAP, design workflows are represented using a workflow
meta-model consisting of constructs to represent steps, connectors and gateways.
Workflow steps indicate the processing steps in the workflow. They could represent
actions such as user interaction, simulation, database lookup, invocation of a rule, a
decision-support algorithm, etc. Gateways provide a means to model decision
flows. A diverging gateway represents a decision point where alternate paths can be
taken based on decision variables. A converging gateway merges decision paths.
All data elements in the workflow are mapped to domain ontology entities thereby
providing semantics to the information exchanged between processing steps in the
workflow.

Process

Product

Material

Forging

Gear

Steel

Meta Model

Subject Model

CD Press 1

N=20, m=1

ASTM 5120

Instances

Fig. 2 Hierarchy of ontological levels for domain representation

98 B.P. Gautham et al.



Design Instantiation

Once abstract workflows for asking and answering design questions are set up, one
can create instances of the workflows. While creating instances of design work-
flows, the corresponding entities in the domain also get instantiated. For example, if
we are currently restricting our interest to the manufacturing of a gear, then through
the workflows we have a way of asking questions related to the manufacture of the
gear, but before we do that, we need to actually instantiate a specific gear. At this
stage, we also need to instantiate the sources of information and decision enablers
that would be flowing into the design workflows. For example, to be able to take a
certain decision during the design of the gear, a simulation needs to be performed to
predict the stresses at a certain point within the gear [4]. At the abstract workflow
level, we only need to specify that there exists a step where a simulation will be
performed which will predict the given stress for which a location has been created
during the domain representation. During the instantiation step, the actual con-
nection to the simulation tool gets established, the data that is expected by the
simulation tool is passed in the format that it expects it in, the results of the
simulation such as internal stresses, etc., are fetched and are stored at appropriate
locations within the instance of the gear that was created as part of the instantiation
step and the decision step based on these stress value is taken. Simultaneously, as
part of the design procedure, one may need to access data sources which may be
passive data stored earlier or could also be live data that is being gathered from the
plant or an online data repository.

Within TCS PREMAP, an instantiated design workflow executes in the context
of the design problem which is created by instantiating the corresponding
subject-model entities. The life cycle of these instantiated entities is managed by a
set of classes (e.g. Java classes) generated from the subject model. These entities
carry information pertaining to the design problem on hand. The generated classes
manage the storage, retrieval, persistency and consistency of this information. User
screens are also automatically generated by mapping screen controls to subject
model entities. The generated screens store and fetch user inputs and outputs from
the corresponding entity instances. Similarly simulation service wrappers are also
automatically generated by mapping a simulation tool’s inputs and outputs to
subject model entities.

Learning from Past Design Runs

Over time, a designer would have performed a large number of executions of the
instantiated design workflows. A particular workflow would be run with different
input design parameter values and resulted into different sets of results. The next
step is to establish a model between the inputs and the results using machine
learning algorithms which can be stored in the Knowledge Repository so that it can
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be included as a check in future design workflows for pre-eliminating designs that
are highly likely to be sub-optimal. Learning from past design problems and using
these learnings for future design problems is an essential ingredient of a next-
generation engineering-design platform..

Figure 3 gives an overview of the machine learning framework proposed in
TCS PREMAP. As problems are solved in a design process, the data generated in
the process along with the associated design context are captured in a database. This
data is then mined to learn models using machine learning techniques. The machine
learning process itself has several stages—data preparation, feature selection, model
selection, experimentation, etc. All these are domain-knowledge dependent, and
this knowledge is context dependent. The machine learning framework uses
context-based knowledge retrieval to retrieve the relevant knowledge to make these
decisions. After models are learnt, they are stored back into the knowledge
repository under the same context. These models can then retrieved and reused in
the future when working on similar design problems.

Knowledge Capture, Representation, Retrieval and Inclusion
into the Design Process

Just as a machine-learnt model can be stored in the Knowledge Repository, the
design workflows themselves constitute knowledge and can also be stored in the
Knowledge Repository and so do workflow instantiations which can also be pro-
moted to the Knowledge Repository as instances of successful/unsuccessful
designs. Hence, the designs, the way they are arrived at, and the learnings during
the design process, all become knowledge available for leveraging during future
design runs and can be stored in the Knowledge Repository.
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Machine Learning Engine

Data 
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Algorithm 
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Problem context Machine learning 
knowledge

ModelsDomain knowledge

Design Workbench

Data Rules Services ...Models

Knowledge Repository

Domain Ontology

Models Rules Cases Services Documents

Knowledge Representation Model

Knowledge Services

Fig. 3 Overview of the machine learning framework
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The goal of the knowledge engineering framework in TCS PREMAP is to
enable knowledge-guided decision making within design process by delivering
context-appropriate knowledge to designers to help them make right design deci-
sions. We use a knowledge modeling approach to achieve this. Figure 4 gives a
high-level representation of the knowledge model [5]. Knowledge serves an intent
in a context. The intent could be to solve a decision problem or to perform a task.
Knowledge could be in the form of a procedure, a predictive model, a set of rules,
etc., that need to be executed to serve the intent. Knowledge could also be repre-
sented by a document that provides necessary information to the designer. The
domain ontology provides the vocabulary to express knowledge.

The knowledge retrieval process starts by identifying the designer’s intent. It
then collects information relevant to the intent from the design process. This
information is used for identifying the matching context and retrieving the
knowledge relevant for the <intent, context> combination. The retrieved knowl-
edge is then suitably adapted to the context of the design process and processed (if
it is a document, it is simply shown to the designer).

Conclusions

The manufacturing industry is poised to bring in the next wave of digitization in its
design processes. ICME represents a new paradigm where silos between depart-
ments are removed and collaborative design is effected using seamless inputs from
simulation tools, databases, knowledge engines and decision-support algorithms.
However, in order to effectively leverage ICME, there is a requirement for a
platform which provides for a common language to capture design information as
well domain knowledge, a way to capture the design steps and decisions in reusable
workflows, easy connection to different simulation tools and data sources, and the
integration of past as well as machine-learnt knowledge into the design process.

subClasssubIntent

Intent

Decision Problem Task

Context

Knowledge Element

Procedure Predictive Model Rules Document

Fig. 4 Knowledge model—Overview
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In the current paper we have elaborated each of these components in terms of their
structure, technology and function and have also shown how they can be combined
to effect the next generation of product, process and materials design using the
TCS PREMAP platform.
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Bridging the Gap Between Bulk Properties
and Confined Behavior Using Finite
Element Analysis

David Linder, John Ågren and Annika Borgenstam

Abstract Theoretically and empirically based models of materials properties are
crucial tools in development of new materials; however, these models are often
restricted to certain systems due to assumptions or fitting parameters. When
expanding a model into alternative systems it is therefore necessary to have suffi-
cient experimental data. When working with composite or highly confined mate-
rials, such as layered structures or coatings, this can be problematic as most
available data is on bulk materials. The present work displays the potential of using
Finite Element Method (FEM) simulations as a tool to understand experimental
observations and expand existing models to new systems using only bulk properties
of the constituent phases. The present work focuses on the effect of geometrical
constraints on the indentation behavior of elasto-plastic materials as an example on
how FEM may be used to better understand experimental observations in composite
or layered materials. The results may also be integrated into phenomenological
models, expanding their application range.

Keywords Indentation behavior ⋅ Confined hardness ⋅ Finite element analysis

Introduction

The Finite Element Method (FEM) is a commonly used computational method,
apart from simulations such as properties of components and their behavior during
application [1], the method may also be used in computational reproduction and
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simulation of materials testing, such as hardness measurements [2] and tensile
testing [3]. Single phase and composite material models are implemented in
commercial software such as Abaqus. The implemented composite material models
are practical when dealing with materials where the macroscopic properties are
known and the overall material response to e.g. mechanical load is of interest. In
order to achieve a better understanding of the influence of relative phase fraction
and properties of the constituent phases on the macroscopic behavior of a composite
material, actual composite microstructures with explicitly defined phases, with
corresponding properties, may be used in simulations.

In many composite materials, the size (or thickness) of the constituent phases
can vary down to the range of a few hundred nm or even less. At these length
scales, the deformation behavior of a phase will differ from that in a bulk material.
Models that are based on elastic mismatch or differences in hardness at larger scales
may thus not be valid in these materials. As materials development progresses
towards more complex structures, it is not sufficient to study only thin films or
wires, one also need to consider the effect of 3D-constraints and confinement.

The aim of the current study is to take the first steps towards expanding existing
methods to simulate indentation hardness to 3D-confined materials by FEM using
different axisymmetric models with geometries ranging from bulk samples to
large-sheet thin films and finally thin films confined by surrounding material.

Theoretical Background and Practical Considerations

Material properties are closely related to the microstructure of a material, which in
turn is a result of chemical composition and processing parameters such as cooling
rate. There are many ways to include these effects into hardness modeling, for
example by the use of empirical relations for specific systems or more general
models such as models on solution strengthening [4] and precipitation hardening
[5]. Empirical and semi-empirical models linking bulk properties and geometrical
factors, such as film thickness, to measured hardness [6, 7] are very practical when
considering bulk properties and macro hardness or the effective hardness of a
specific geometry. Furthermore, the well-known size effect of small depth inden-
tation, i.e. indentation depths in the range of micrometers and below, has been
modeled by Nix and Gao [8] by linking measured hardness values to a characteristic
length-scale. In order to incorporate the effect of nano-scale indentation (in the
range of 100 nm and below) Huang et al. [9] adjusted the model by including a
second characteristic length-scale. They also incorporated the size-effect into
FEM-modeling by limiting the flow stress through the application of geometrically
necessary dislocation (GND) density. The modified model shows a good fit to
experimental data even at indentation-depths below 100 nm. Despite the existence
of models to describe the size-effect during very shallow indentation, this is rarely
incorporated in the models used for e.g. thin film hardness but Beegan et al. [10]
have shown how to do this for the Korsunsky [6] and Puchi-Cabrera [7] models.
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In order to correctly model indentation hardness in composite materials all the
different effects such as composition, constituent phases, area function of the
indenter, material pile-up/sink-in around the indenter and geometrical constraints
(in 3 dimensions), as well as the indentation size effect, need to be incorporated. In
this work, several simplifications have been made to limit the different contributions
to the hardness in order to study the effects of geometrical constraints on the
indentation behavior of a soft phase embedded in a hard phase. In order to verify the
model and the material parameters, experimental bulk and thin film indentation data
have been used as comparison.

Computational Method

As the focus of this work is on the influence of geometrical constraints on inden-
tation in soft materials, the hard phase is for simplicity assumed to act as rigid and
unmoving and may thereby be replaced in the FEM model by fixed boundaries of
the soft phase. Further, the bulk properties of the soft material is averaged over the
entire volume and thereby assumed to be homogeneously distributed, isotropic and
size-independent. As the bulk properties are taken from experimental data this may
not be an entirely correct description as e.g. precipitates may influence the local
properties, however, as the aim is to qualitatively model the indentation behavior
this should not be of great concern.

The simulations in this study have been performed in Abaqus/CAE 6.14, using
CAX4 elements (axisymmetric stress) with full integration. A mesh of
quad-dominated elements was used in the analysis. A fine mesh is applied just
beneath the indenter and, in order to reduce the computational time, a coarser mesh
is applied further from the indenter, as shown in Fig. 1. An axisymmetric model

Fig. 1 Example of the “3D-confined” geometry used in the FEM-analysis, w and h mark the
variable width and thickness of the sample material
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was built to resemble a nanoindentation setup with a conical indenter where
indentation is performed in the center of a sample. The conical indenter has a
half-angle of 70.2° to approximate nanoindentation with a Berkovich tip [11]. For
simplicity the indenter has been modeled as rigid, this is a fair assumption for
indentation for soft materials but needs to be used with caution for harder materials.
The bottom surface is fixed in all directions and the side is fixed in the indentation
direction. The indentation is displacement controlled and the analysis is divided into
a loading and a unloading step.

The indentation hardness (H) is calculated by

H =
F
A

ð1Þ

where F is the load from the indenter and A is the contact area between the indenter
and the sample which often is described by a indenter-specific area function that
needs to be corrected according to the quality of the tip and the sink-in or pile-up of
material around the indent. The contact area (A) is directly calculated by the model,
thereby avoiding the problems related to sink-in and pile-up, and the reaction force
on the indenter is used as the indentation load (F). F and A are saved for each
time-step and then used to calculate the hardness (according to Eq. (1)) as a
function of indentation depth.

Material Properties in the Model

As we are interested in elasto-plastic materials it is necessary to define the plasticity
of the material in addition to the Young´s modulus and Poisson ratio. In these
simulations the Hollomon relation [12],

σ =K * εn ð2Þ

has been used to describe the plastic response. σ is the true stress, ε the true strain
and n the strain hardening exponent. K is the strength coefficient calculated as

K =
σY
σY
E

� �n ð3Þ

where E is the Young’s modulus and σY is the Yield stress of the material. The
strain hardening exponent has been fitted to experimental hardness values or taken
directly from references (as in the case of the Al listed in Table 2).

In order to find, and verify, the strain hardening exponents (n) for different
materials, bulk indentation has been performed to compare experimental data to the
calculated values. These n are then used in the investigation of the effect of geo-
metric constraints on the indentation behavior of the materials. Three types of
confined geometries have been used in this study; “bulk” geometry for verification
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and reference hardness values, “thin film” geometry where hardness is evaluated
with respect to material thickness and “3D-constrained” geometry to investigate the
combined effect of width (w) and thickness (h) on indentation behavior. Figure 1
shows an example of a geometry and mesh used in the analysis. The geometric
variables w and h are marked by black arrows. The geometrical parameters used in
this study are listed in Table 1.

Results and Discussion

Indentation of Bulk Materials

The calculated bulk hardness values of different materials are listed in Table 2
along with the corresponding material parameters. The hardness values calculated
for Ni (soft) and Ni (hard) both correspond well to the lower and upper limit of
experimental Ni hardness according to [13]. The bulk hardness of Al also fits the
values reported in [2] reasonably well. The stress fields below the indenter reached
as far as approximately 10 times the indentation depth, i.e. roughly a quarter of the
total depth of the bulk geometry, thus confirming that the bulk indentation should
be unaffected by the boundaries.

Indentation of Thin Films with Rigid Constraints

Figure 2 shows the hardness increase (relative to bulk hardness) with increasing
indentation depth in Ni and Al thin films (250 nm thick) when applying rigid
boundary conditions. There is a clear difference in the hardening behavior of the

Table 1 Geometrical
parameters used for the
different geometries

Geometry Abbreviation w (nm) h (nm)

Bulk B 10,000 10,000
Thin film TF250 10,000 250
Thin film TF500 10,000 500
3D-confined 3D 1,000 250

Table 2 Materials and parameters used for the FEM analysis as well as the resulting bulk
hardness value using conical indenter with a half-angle of 70.2° and 225 nm indentation depth

Material Ref. Young’s
modulus
(GPa)

Yield
stress
(MPa)

Poisson
ratio

Strain
hardening
exponent

Simulated
hardness
(GPa)

Experimental
hardness
(GPa)

Ni (soft) [13] 200 [13] 70 [13] 0.3 [13] 0.25 (fit) 0.75 0.78 [13]

Ni (hard) [13] 200 [13] 115 [13] 0.3 [13] 0.25 (fit) 1.08 1.08 [13]

Al [2] 70 [2] 168 [2] 0.33 [2] 0.05 [2] 0.45 0.52 [2]
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two materials with the Ni film showing an increase of almost 30% at an indentation
depth equal to 90% of the film thickness whereas the Al film only shows an increase
of around 15%. The relative hardening is thereby related to the bulk properties of
the material. Given that this is the hardening when using rigid constraints, this
should be the upper limit of hardening for these materials using very stiff substrates.
Comparing to the experimental data from Saha et al. [2], where they measured the
hardness of an Al-film on a glass substrate, a 15% increase in hardness seems like a
reasonable value at this relative indentation depth. As it is possible to reproduce
these results rather well alternative geometries may also yield reasonable results.

Indentation of 3D-Confined Materials

The effect of 3D-constraints (radius of 1 μm) is shown in Fig. 3. The comparison to
a thin film of the same thickness (250 nm) shows that the influence of 3D con-
straints could have a rather significant influence on the hardness of the material. At
small indentation depth the influence is negligible; however, as the normalized
indentation depth reaches around 75% of the film thickness, the effect of the 3D
constraints becomes noticeable. The hardening at 90% normalized indentation
depth is increased from around 15% to around 20%. This effect may be explained by
the confinement of the stress-fields as the material is deformed. Figure 4 shows the
Mises-stress of the thin film and the 3D-confined geometries at small (a, b) and
large (c, d) indentation depths (d) compared to the film thickness (h). At small
indentation depth, the stress fields are the same for the two geometries. At larger
indentation depth, the stress fields reach the fixed edge of the 3D-geometry and are
thereby unable to propagate further, this leads to a stress concentration in the
already deformed material.
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Fig. 2 Hardness increase compared to bulk hardness as a function of indentation depth for
250 nm thick thin films of Ni (orange diamonds) and Al (blue circles) using fully rigid constrains
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The qualitative (if not yet quantitative) results of thin film hardness is captured
by the model, by further extending this to “3D-constraints” the experimentally
observed indentation behavior in composites (such as cemented carbides where the
measured binder hardness [14] is significantly higher than corresponding bulk
hardness [15]) may be better understood.

0%

2%

4%

6%

8%

10%

12%

14%

16%

18%

20%

0 50 100 150 200 250

H
ar

d
n

es
s 

In
cr

ea
se

Indentation depth (nm)

TF250

TF500

3D

Fig. 3 The effect of 3D constraints (orange) on the indentation hardness of Al with respect to
indentation depth compared to a thin films with the thickness 500 nm (green) and 250 nm (blue),
the radius of the 3D-constrained material is 1 μm

Fig. 4 Mises stress fields in TF250 (a, c) and the 3D (b, d) geometries of Aluminum at 20%
(a, c) and 80% (c, d) normalized indentation depth. The stress states are color-coded with blue
corresponding to 0 MPa and red corresponding to 210 MPa
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The effect of confinement on the nano-indentation (with indentation depths in
the range of a couple of hundred nm) hardness seems to be limited unless the
confinement is in length-scales of 0.5 μm and below. However, this is a range
which is found in many composite materials and the effect is therefore important to
consider when modeling the mechanical properties of such composites.

Summary

The indentation behavior of confined materials have been investigated by
FEM-analysis. Different geometries have been used to investigate the influence of
geometrical confinement and the results show the potential of using FEM to achieve
a better understanding of the mechanical response of composite materials as well as
the constituent phases. The results must, however, be interpreted with some caution
due to the simplifications made in the model. The effects of rigid constraints on the
indentation behavior for different materials can be summarized as follows:

• The use of rigid constraints should be able to provide an upper limit of the effect
of constraints in composite materials and possibly be used to describe the
indentation behavior in composites with very large difference in stiffness of the
constituent phases. Comparison to experimental data suggests that this may be
the case.

• The influence of 3D-constraints on the indentation behavior becomes more
significant the larger the indentation depth as the deformation and the stress
fields interact with the confining boundaries.

Further investigation of the influence of different parameters is needed for more
conclusive statements to be made but the current results show the potential to use
FEM to better understand and predict the mechanical response of constituent phases
in composite materials.
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Ontology Dedicated to Knowledge-Driven
Optimization for ICME Approach

Piotr Macioł, Andrzej Macioł and Łukasz Rauch

Abstract Development of new materials, products and technologies with the ICME

approach requires challenging computations, controlled by optimization algorithms.

A computational time might be decreased with a “knowledge-driven optimization”—

an optimization process is controlled not only by a numerical algorithm, but also by a

Knowledge Based System. That requires development of a common language, able to

cover communication between numerical models without sophisticated translators.

There are several formalisms of knowledge representation, but the most common

ones are based on First Order Logic (FOL) and Description Logic (DL). None of

them meets all the requirements of knowledge management in ICME processes. We

present an approach to development of an environment for knowledge management,

combining DL and FOL. An exemplary multiscale problem is described, as well as

an OWL2 based ontology and rules controlling an optimization process.

Keywords Ontology ⋅ Multiscale modelling ⋅ Integrated models ⋅ Knowledge

based system ⋅ Knowledge-driven optimization

Introduction

Integrated Computational Materials Engineering (ICME) is an approach to design

products, technologies and materials within an integrated environment. The goal is

to find the best available combination of a material and a technology to manufacture
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a desirable product. One can describe the ICME process as an optimization, with

a multiscale model applied to evaluate an objective function. A successful design

process requires resolving of two fundamental problems—the high computational

demands (arising from high computational requirements of multiscale models, mul-

tiplied by running in an optimization loop) and the integrity of knowledge involved

in the process, arising from complexity and heterogeneity of ICME processes.

A technological process is a system of several sub-processes. All of the mutual

dependencies, the constraints and the sources of ambiguities should be taken into

account. Hence, management of knowledge, taking into consideration all the aspects

of materials, processes and modeling issues is a necessary component of ICME.

ICME requires also coherent software tools for designing and modeling, meet-

ing two contradictory requirements: the flexibility (to be able to support diverse

technological challenges) and the internal consistency (to ensure a seamless com-

munication between various numerical models). Furthermore, both decreasing of a

number of runs necessary to achieve an optimization goal and decreasing of compu-

tational costs of a single run are most welcome. Initial iterations of optimization do

not require as high reliability as later ones. Moreover, in multi-step processes, not all

stages need to be modeled with high accuracy. Hence, overall computational costs

may be decreased by adaptation of the numerical model to the actual requirements

[10, 12]. Typically, interfaces between sub-models are analyzed by researchers and

hard-coded within integrating procedures. This approach fails when the number

of sub-models grows. Alternatively, the modeling environment should be able to

automatically agree the communication interfaces between sub-models. This task is

reachable only when a common language is used for all the involved interfaces.

Run-time adaptation of the multistep numerical model itself is a non-trivial task.

First, the applicability range of the sub-model in question must cover the expected

process conditions. Secondly, the sub-model reliability and the accuracy must har-

monize with a distance of a particular optimization step from the quasi-optimum of

the problem. If more than one sub-model fulfill both conditions, the less computa-

tionally demanding one is chosen. In our approach, a structure of an integrated model

is controlled by a Knowledge Based System (KBS).

Summarizing, the core of the proposed approach is knowledge management.

There are three perspectives: (i) the management of knowledge of a process, a mate-

rial and modeling techniques, (ii) the information passing between sub-models and

(iii) the rules for an optimal choice of components of integrated model of a process.

In this paper an example based on an optimization of a manufacturing process for

auto body parts made of the Advanced High Strength Steels (AHSS) is discussed.

The detailed description of the process can be found in [16]. The discussed process

consists of a multi-pass hot rolling (the first step) and a laminar, controlled cooling

(the second step). The hot rolling step is aimed at reducing thickness of a sheet, as

well as preparing a requested microstructure and thermal conditions for the lami-

nar cooling step. The second step is aimed at obtaining a required microstructure.

In the original work, for the hot rolling, a simplified model considering a number

of passes and cooling conditions between passes had been applied. Empirical equa-

tions for phase transformations (the Avrami approach) had been used for modeling

of microstructure evolution during the laminar cooling.
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Knowledge Management

All the introduced issues are the Knowledge Management problems [4]. Knowledge

management can be considered as a methodology of management of information and

knowledge in institutions or as a system of IT tools, supporting or partially replacing

human beings, executing tasks requiring intelligent behavior. Methods of knowledge

representation are divided into two groups, the ontological and the rule-based ones.

Ontology is a kind of conceptualization (called specification of conceptualization)

[2, 3]. In the presented research this form of a knowledge representation is applied

for management of knowledge of process, material and modeling techniques and for

information passing between autonomous sub-models.

Ontologies, especially those based on Description Logic (DL) are strongly con-

nected to the concept of Semantic Web. They are also frequently applied in other

fields. Unfortunately one of the important limitations of DL is the lack of effective

and reliable reasoning mechanisms. Hence it is necessary to integrate an ontology

language with a rule-based one. Simultaneously, expressing of the rules with more

than one variable is difficult if possible. This limitation is not present when First

Order Logic (FOL) and Horn clauses are applied (e.g. [5, 8, 9]). Unfortunately,

FOL has its own limitations, connected mainly to difficult describing of relations

between predicates—what can be easily and naturally done with concept hierarchies
and roles in DL. The need of integration of rule-based and ontological languages

had been identified by designers of the Semantic Web. The response to this issue

was initially development of the RuleML language and later the Semantic Web Rule
Language (SWRL), a “bridge” between DL and FOL. Unfortunately expressiveness

of the SWRL is large enough to make this language undecidable. In effect, the hope

of eliminating of the FOL limitations with DL had failed. Recently several hybrid

solutions has been proposed (e.g. [1]). They are focused on automatic conversion of

DL knowledge to the Horn clauses form. Such approach is not suitable for the given

problem due to the need of defining relations between concepts (classes), what is

difficult or even impossible with DL. Hence, in the proposed approach, the original

knowledge base grounded on the ontology is extended with a model describing rules

arising from these relations. This intermediate ontology module is applied for devel-

oping of the knowledge base compatible with the REBIT System, based on Horn

clauses and developed by AGH-UST [12].

Ontology

The first part of the presented research has been focused on formulation of the ontol-

ogy, classifying a description of a problem domain with DL. Among the available DL

languages and the adequate IT tools, OWL2 language was chosen. In DL, a domain is

described by concepts, hierarchies of concepts and roles (specific relations between

concepts and individuals of concepts). OWL2 is a realization of these assumption,
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Fig. 1 The object properties defined for the different abstraction levels

Fig. 2 The exemplary individuals and instantiated object properties

with slightly different nomenclature (a concept in DL is a class in OWL2, a role in

DL is an object property in OWL2), simultaneously extending capabilities of domain

describing (i.a. via introducing of data properties). OWL2 do not require strict dis-

tinguishing between the so-called TBox (a terminological box, a structure of knowl-

edge) and ABox (an assertional box, particular cases). A knowledge modeling expert

decides, is the particular real object a class or an individual.

In this paper only the subset of the whole ontology is presented. The whole

ontology is available online [11]. There are five main “categories” of classes: Mate-

rial, Experiment, Model, Technological process and Simulation (of technological

process). Each of these “superclasses” includes hierarchies of subclasses, connected

with is-a relations. The second component of the ontology is a set of object proper-
ties, binding particular classes. These properties can be defined on different abstrac-

tion levels. For example, the object property solvesProblemOf binds the abstract

classes Method and Phenomena. The subproperty solvesCoupledPlasticFlowHeat-
Transfer binds the FEM (subclass of Method) and PlasticFlowHeatFlow (subclass

of Phenomena) classes (Fig. 1). The class hierarchies and the relations between them

(object properties) defines permissible items, which can be used by knowledge devel-

opers to precisely and unambiguously define particular cases. This task is done by

adding individuals to particular classes. Besides classes, also object properties are

instantiated, binding individuals belonging to particular classes (Fig. 2).
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Numerical Models

The integrated model of the process consists of two modules, the hot rolling and

the laminar cooling. Detailed description of the integrated model can be found in

[14]. The hot rolling module takes into consideration heat flow and plastic defor-

mation in macroscale and dynamic recrystallization in mesoscale. Depending on

expected accuracy, 1D, 2D or 3D FEM-based models may be used in macroscale

and an Avrami-based Internal Variable model, a Cellular Automata (CA) model or an

Artificial Neural Network (ANN) based metamodels in mesoscale (description of the

metamodeling technique can be found e.g. in [6]). The laminar cooling module may

use 1D/2D/3D FEM models for macroscopic heat transfer, Avrami/CA/ANN models

and a 2D FEM model of carbon diffusion for phase changes modeling in mesoscale as

well as an empirical equation and a thermodynamic model for precipitation kinetic in

mesoscale. Each of the sub-models is described as an individual within the ontology.

The description includes applicability ranges, accuracies, predictive capabilities and

computational requirements. Detailed example of this approach (thermo-mechanical

treatment of aluminum alloy) can be found in [13].

Generation of Rules with an Ontology

As mentioned above, three phases may be distinguished in knowledge management.

While the DL solution is sufficient for two first tasks, the remaining one, configuring

of the multiscale/multistep model during the optimization process requires a different

approach. The structure of the numerical model is modified by the KBS. Hence, the

KBS must be able to unambiguously answer the question “which sub-model should

be used”. Since DL languages are not able to meet this requirement, FOL reasoning

engines must be used. Unfortunately, automatic converting of DL knowledge into

FOL rules is very difficult if possible. In the presented approach, an additional layer,

transcribing DL-based knowledge into rules is developed.

The first step of translation is converting of the generic ontology into the func-

tional one, compatible with FOL rules. The original classes, the object properties

and the data properties are converted to “templates” of rules. Each generic object

property is transformed into the set of functional object properties. In our research

we applied REBIT System, developed by AGH-University of Science and Tech-

nology. Its leading idea is representing of facts with variables. The vocabulary of

REBIT System consist of variables defined by standard or predefined types by dif-

ferent multiplicity and ordering, user-defined functions, constants, terms represent-

ing instances of variables, constant and function in atomic formulas (an atomic
formula—elementary logical expression consisting of a left hand term, a right hand

term and the relational operator) and finally rules consisting of a precondition (con-

junction of atomic formulas) and a conclusion assigning a new value to the selected

variable. The excerpt of OWL2 model of REBIT vocabulary is shown in Figs. 3, 4

and 5.
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Fig. 3 The AvailabilityCellularAutomata rule

Fig. 4 The exemplary precondition’s atomic formula

Fig. 5 The exemplary conclusions atomic formula

The generic ontology is a base for the functional ontology. Each item in the

generic one is converted to a set of preconditions and a conclusion, but without par-

ticular values, which must be entered by a domain expert, acquired from an existing

databases or evaluated by knowledge acquisition methods. The generic ontology pro-

vides consistency of the functional ontology and subsequently the rule-based knowl-

edge base. Each variable in the knowledge base has its counterpart in the generic

ontology (“leaves” of class hierarchies in the generic ontology) or, in some cases,

the proper individual. Similarly each rule (relation between precondition and con-

clusion) has its counterpart, an adequate object property in the generic ontology.
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RULE Av a i l a b i l i t y C e l l u l a r A u t om a t a
IF I n i t i a l M i c r o s t r u c t u r e A v a i l a b l e = True AND
ComputPowerAvai lab le = High AND CARulesAva i l ab le = True
THEN Ce l l u l a rAu t oma t aAv a i l a b l e = True

RULE A v a i l a b i l i t y I n i t i a l M i c r o s t r u c t u r e 0 1
IF I n i t i a lM i c r o s t r u c t u r e F r omM i c r o g r a p h = True
THEN I n i t i a l M i c r o s t r u c t u r e A v a i l a b l e = True

RULE Mic r og r a phAva i l a b l e
IF GradeMicrograph = GradeComputa t ion AND
GrainSizeCompare ( MeanGrSi , MeanGrSiComp , Dev i a t i o n ) = True AND
PhaseComposCompare ( PhaseCompos , PhaseComposComp ) = CloseEnough
THEN I n i t i a lM i c r o s t r u c t u r e F r omM i c r o g r a p h = True

RULE CARules
IF E s t ima t e dP r o c e s sT empe r a t u r e IN CAModelTemperatureRange AND
Es t ima t e dCoo l i n gRa t e IN CAModelCoolingRateRange AND
Ma t e r i a lG r a d eRu l e s = Ma t e r i a lG r adeCompu t a t i on
THEN CARulesAva i l ab le = True

Fig. 6 The exemplary rules for the functional ontology

In the Fig. 6 the exemplary rules generated from the functional ontology are pre-

sented. The REBIT rules model provides reliable reasoning mechanism, based on

deductive reasoning principles. Our experiences show that knowledge base model

presented above allows also reasoning when variables must be represented with lin-

guistic or ranged values, on the ground of fuzzy reasoning [7, 10].

The presented problem could be, with some restrictions, treated as a Multi-

Criteria Decision Making (MCDM) problem. A comparison of rule based reasoning

methods with classical MCDM methods was presented i.a. in [15]. MCDM meth-

ods requires providing of a complete set of criteria for each reasoning process. The

REBIT’s ability to optimize knowledge inference is a significant advantage, allowing

to avoid unnecessary investigations and decreasing computational requirements.

A reasoning process may be followed with an example. The rules presented in

Fig. 6 are applied for cooling of a modern bainitic steel [14]. The availability of a

CA model is investigated. Let assume, that estimated process temperature is 850 ◦C
and the applicability range of the temperature variable is between 600 ◦C and 800 ◦C
(temperature range of the austenite-ferrite transformation). Hence,CARules rule can-

not be fired. There are no other rules able to determine the variable CARulesAvail-
able. Consequently, the AvailabilityCellularAutomata cannot be fired. The REBIT

system is able to determine that any further variables, like mean grain size, mate-

rial phase composition, etc. do not have to be evaluated. This ability distinguish

the REBITs approach from classical optimization methods and might significantly

decrease necessary computational time.
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Conclusions

Presented research is aimed at development of the knowledge management system,

integrating DL and FOL knowledge representations. This system will be able to

manage knowledge associated with an ICME process. Currently existing systems

are usually limited to DL or FOL approach, while few existing systems combining

both representations lose benefits of at least one of them. Developing of a consistent,

broad and useful knowledge base (regardless of a chosen representation) is a very

difficult challenge. Hence, if usefulness of developed knowledge is limited by its

representation, the necessary efforts are believed to be unreasonable. The presented

approach is expected to change this perception, mainly by decreasing the time nec-

essary for optimization process, simultaneously increasing reliability of numerical

computations. Not less important advantage is simplifying of development of mul-

tiscale/multistep models (due to the common communication language) and better

knowledge reuse (due to its human-friendliness, high expressiveness and an reliable,

FOL-based reasoning mechanism). However, this goal is not very close yet. The pre-

sented approach has been verified only with very limited knowledge range and in an

“laboratory environment”. Knowledge acquiring, managing and transforming is still

inconvenient. More thorough tests are necessary, as well as development of user-

friendly IT tools, supporting all operations on knowledge.
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Integration of Experiments
and Simulations to BuildMaterial Big-Data

Gun Jin Yun

Abstract In this paper, a method for extracting stress-strain databases from
material test measurements is introduced as one of the potential Integrated Com-
putational Materials Engineering (ICME) tools. Measuring spatially heterogeneous
stress and strain evolutionary data during material tests is a challenging and costly
task. The proposed method can extract a large volume of spatially heterogeneous
stress and strain evolutionary data from experimental boundary measurements such
as tractions and displacements. For the purpose, nonlinear finite element models are
intrusively implemented with artificial neural network (ANN)-based material con-
stitutive models. Then a specialized algorithm that can auto-progressively train
ANN material models guided by experimental measurements is executed. Any
complex constitutive law is not presumed. From the algorithm, ANN gradually
learns complex material constitutive behavior. The training databases are gradually
accumulated with self-corrected stress and strain data predicted by the ANN.
Finally, material databases are obtained. For an example, visco-elastoplastic
material databases are obtained by the proposed method.

Keywords Material Big-Data ⋅ Self-learning simulation ⋅ Artificial intelligence
neural network ⋅ Nonlinear finite element analysis

Introduction

Recent research in Integrated Computational Materials Engineering (ICME) area
has recognized pressing needs for construction of material Big-Data to accelerate
development of emerging state-of-the art materials [1–3]. Material design requires
advanced mechanics theories [4, 5] and multiscale models [6], and high-fidelity
computational tools [7]. Not only do validation and verification of these theories
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and computational models require material Big-Data but also Big-Data can facilitate
creations of new knowledge and mathematical models through informatics, statis-
tics and artificial intelligence, etc. [8–12]. Although measurement technologies
have been greatly advanced, it is still costly to obtain material Big-Data from
experimental tests. Applications of artificial intelligence to material Big-Data are
expected to enable fast development of emerging materials.

In this paper, a new computational approach that can generate material Big-Data
is introduced. In the method, artificial neural network (ANN) [13] substitutes for
material constitutive models in general nonlinear finite element analyses.
Since ANN material models need a batch of stress and strain history data,
self-learning simulation (SelfSim) methodology was used to create material
Big-Data of a large volume of stress and strain history data [14]. Boundary mea-
surements from experimental structural or material tests are inputs to the SelfSim.
During SelfSim training, ANN models are gradually evolved learning true material
response by the reference experimental boundary measurements. Predictability of
the SelfSim trained ANN material constitutive models can be improved continu-
ously whenever new experimental test data are available. Once ANN model is
sufficiently trained with comprehensive experimental data, it can be readily used as
a material constitutive model in nonlinear finite element models subjected to dif-
ferent loading histories. However, the trained ANN material models is applied to
generate history stress-strain data. It has not been attempted to apply the SelfSim
method to generate material Big-Data. For a demonstration, a Neo-Hookean
hyper-elasticity model with rate-dependent hysteresis was utilized in this paper.

ANN Based Material Model and SelfSim Computational
Algorithm

In this section, a new ANN material model is highlighted, and the primary com-
ponents of the SelfSim analysis and integration idea with experiments are
described.

ANN-Based Material Model

The ANN-based material model is defined as

σn = σNN ½εn, εn− 1, σn− 1, ςnð �: ½NN Architecture�Þ ð1Þ

In order to achieve the single-valuedness between inputs and outputs of the
hysteretic ANN-based constitutive model, one internal variable ςn = σn− 1εn− 1 +
σn− 1Δεn is included [15]. To deal with finite strain problems, the ANN material
model should directly update Cauchy stresses with respect to a material reference
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framework and integrate the objective Jaumann stress rate with respect to time in
order to obtain co-rotational stress tensors at each increment. The updated Cauchy
stresses can be expressed as:

nσij = σNN ½ΔRip
nεpqΔRT

qj,ΔRip
n− 1εpqΔRT

qj,ΔRip
n− 1σpqΔRT

qj, SVij�: ½NNArchitecture�
� �

ð2Þ

where ΔR is the incremental rotational matrix used to account for the rigid body
rotation; the superscript T indicates transpose of a matrix. ABAQUS automatically
conducts this simple rotational transformation of stress and strain tensors before
UMAT is called. Jacobian material stiffness matrix (C) is updated using an explicit
expression which is a function of inputs and outputs as well as the ANN parameters,
such as weight factors, scale factors and activation function values from each
neuron. In finite strain problems, a large volume change due to geometric nonlin-
earity may slow down the convergence rate. Thus, the Jaumann stress rate of the
Kirchhoff stress ðJσÞij½ei⊗ej� in the co-rotational configuration is used for the stress
update in this paper. Therefore, the Jacobian matrix is formulated as [16]

C=
1
J
∂Δ Jσð Þ
∂Δε

=
1
J
∂ Jn+ 1σij − Jnσij
� �

∂Δn+1εkl
=

1
J
∂Jn+ 1σij
∂Δn+ 1εkl

=
1
J
∂Jn+ 1σij
∂n+ 1σNNpq

∂Jn+ 1σNNpq
∂n+ 1εNNrs

∂
n+ 1εNNrs

∂Δn+ 1εkl
=

1
J
Sσ

Sε
∂Jn+ 1σNNpq
∂n+ 1εNNrs

where Sσ =
∂Jn+ 1σij
∂n+ 1σNNpq

and
1
Sε

=
∂
n+ 1εNNrs

∂Δn+ 1εkl

ð3Þ

where J indicates the determinant of the deformation gradient tensor F and Sσ and
Sε indicate the scale factors corresponding to stresses and strains, respectively.

ANN material models are intrusively implemented into nonlinear finite element
analysis procedures. The incremental iterative equilibrium equation is expressed as

KtΔdðkÞn =Fext
n − I k− 1ð Þ

n =Fext
n − ∑∫ BTσNNdV ð4Þ

where Kt is the tangent stiffness matrix; d is the displacement vector; Fext
n is the

external force vector at load step n and I k− 1ð Þ
n is the internal resisting force vector at

the load step n and the iteration step ðk− 1Þ and B is the strain-displacement matrix.

SelfSim Computational Algorithms

Experimental boundary measurements i.e. reaction forces and displacements are
measured from a structural or material test. Two ANN-based nonlinear FE models
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are prepared. One ANN-based FE model is subjected to the measured boundary
reaction forces and called FEM-A. The other ANN-based FE model is subjected to
the measured boundary deformations and called FEM-B. In addition to the two
loops in the conventional nonlinear finite element analyses by Newton-Raphson
(NR) algorithm, SelfSim requires two additional iteration loops, which are NN Pass
and auto-progressive (autoP) training. A schematic computational flowchart that
includes the additional loops for SelfSim is depicted in Fig. 1a.

In each of the load incremental steps, NR iteration is performed until reaching
equilibrium states. This NR iterations for convergence to equilibrium are performed
multiple times. Such multiple NR iterations is called the autoP training, which
continues until the predetermined number is reached or a convergence criterion is
satisfied [14]. Sweeping all load steps is called one NN Pass. Multiple NN Passes
are necessary since the ANN-based material model may not be trained with one NN
Pass. In Fig. 1b, iter1, iter2 and iter3 indicate gradual training of the ANN model
toward true stress-strain response through autoP training. During the SelfSim
simulation, stress-strain history data at all material points are appended into the
training database. After SelfSim training, the ANN model can be used in forward
nonlinear FE analyses. This generates material Big-Data in terms of stress-strain
history data.

Fig. 1 a Flowchart for SelfSim training and b schematic ANN model’s auto-progressive learning
of true material response
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Example of Building Material Big-Data

For a simulated material testing (Fig. 2a), a laminated rubber bearing subjected to
pure cyclic shearing was selected in which an ABAQUS built-in hysteretic
Neo-Hooke model [17] with rate-dependency was used. An FE model for the
reference simulation was also constructed using 150 8-node 3D solid elements
(C3D8H) for rubber materials and 75 8-node solid elements (C3D8H) for shim
plates assuming a plane strain condition. A maximum 167% shear deformation (e.g.
ratio of horizontal shear displacement to the height of specimen) was applied. On
the contrary, an FE model for the SelfSim training was constructed using 150
4-node plane strain elements (CPE4H) with an ANN-based UMAT subroutine for
rubbery material and 75 4-node plane strain elements (CPE4H) with a linear elastic
material model for steel shim plates (Fig. 2b). The rubber bearing is subjected to
pure cyclic shearing displacements on the top surface without eccentric vertical
loads at two different frequencies (1 and 10 Hz). The reference data from two
cycles (the first cycle with amplitude 40 mm and the second cycle with amplitude
100 mm) at 1 Hz frequency were used in the SelfSim training. The reference
boundary information for the FEM-A and FEM-B includes force and displacement
histories at all nodes on the top surface and at four points (at the center of each mid
rubber layer) on each side. In all simulations, the geometric nonlinearity is con-
sidered. Table 1 summarizes parameters used for the ANN material model.

Fig. 2 a Laminated rubber bearing and b plain strain finite element model used for SelfSim
simulation

Table 1 Parameters used in SelfSim analysis for Numerical Test II

Name of parameters Values

ANN model and SelfSim parameters Architecture 16-25-25-4

Number of auto-progressive cycles 3

Number of epochs for pre-training 1000

Scale factors for strains (εxx, εyy, εzz and εxy) (2,2,0.1,10)

Scale factors for stresses (σxx, σyy, σzz and σxy) (500,500,500,500)

Scale factors for internal state variables (400,400,400,400)

Max strains used in pretraining data (eradius) 0.01

Tolerance for auto-progressive cycle 0.05
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For the SelfSim training, only one ANN Pass was performed since the
SelfSim-trained ANN model after one ANN Pass was capable of predicting the
target material constitutive behavior with sufficient accuracy. Stresses and strains
history data were extracted from the forward analysis along all of the load steps at
every integration point, and they were normalized with max or min values.
The ANN material model at different loading steps was used in a forward analysis.
Positive stress components were normalized using the maximum stress, and neg-
ative stress components are normalized using the minimum stress. As depicted in
Fig. 2, the stress components become more accurate as the ANN model is more
trained by the SelfSim. The closer the points are distributed to the solid diagonal
line, the more accurate the predictions by the ANN model are. For example, in the
case of shear stress component, percentage of the number of points that fall within
the 20% error band has increased from 70.91 to 91.13%.

A gradual learning of the logarithmic strain (true strain) value from the forward
analysis was also observed in Fig. 3b. It indicates that the SelfSim analysis can
effectively generate realistic strain distributions within the entire domain of the
boundary value problem throughout the load steps. For instance, the shear strain
component was almost perfectly predicted with high accuracy, as shown in Fig. 3b.

Conclusions

In this paper, a new approach for building material Big-Data from limited experi-
mental test measurements was introduced. In the method, an ANN model substi-
tuted for the material constitutive model in the general nonlinear finite element
model. An algorithmic technique called SelfSim auto-progressively trains the ANN
material model referring to experimental boundary measurements. From the Self-
Sim training, the ANN based material model could be trained and subsequently
used in forward nonlinear FE analyses. From the forward analysis, ANN generates
a Big-Data consisting of stress-strain history data. From an example with a lami-
nated rubber bearing, the SelfSim training methodology was proven to be an effi-
cient way to generate material Big-Data and gradual accuracy improvements of the
SelfSim trained ANN model could be demonstrated.
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Part II
ICME Design Tools and Application



ICME-Based Process and Alloy Design
for Vacuum Carburized Steel Components
with High Potential of Reduced Distortion

H. Farivar, G. Rothenbucher, U. Prahl and R. Bernhardt

Abstract Carburized steel components are usually quenched from a hardening
temperature, which lies in a complete austenitic phase, to room temperature. This
leads to a microstructure comprised of mostly martensite plus bainite giving rise to
unwanted heat-treatment-induced distortion. However, having a soft phase of ferrite
dispersed throughout the microstructure can be quite effective in this regard. This is
attributed to the capability of ferrite in accommodating the plasticity resulted from
austenite-to-martensite transformation expansion. In the context of this work, it is
demonstrated that how a proper selection of chemical compositions and a hardening
temperature can greatly suppress the associated distortion. Hence, in order to sys-
tematically design a new steel alloy which fits to the above mentioned conditions,
an ICME-based methodology has been employed. Thus, a series of calculations
have been carried out by means of the well-known thermodynamic-based software
Thermo-Calc® and the scripting language of Python. The austenite to ferrite phase
transformation kinetics is also captured by the software DICTRA® generating a
virtual TTT (Time-Temperature-Transformation) diagram which is subsequently
utilized for further finite element simulations in the software Simufact.forming®.
The carburizing process, the following phase transformations and the effect of the
developed microstructure on the final distortion are simulated in macro-scale
through Simufact.forming. The finite-element-based results of the Simufact.form-
ing have in turn been enhanced by the results of the above-mentioned
thermodynamic-based computational tools. At a later stage the simulation out-
comes are experimentally validated by employing Navy C-Ring specimens.

Keywords ICME ⋅ Process and steel alloy design ⋅ Carburizing ⋅ Distortion ⋅
Simulation ⋅ Navy C-ring
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Introduction

Because machinability is important simultaneously with strength in gears used in
the transmissions and suspensions of automobiles and construction equipment, the
majority of gears used in these applications are manufactured by a process of
forging and machining followed by surface hardening by carburization, using case
hardening steels. In recent years, higher strength in these gears has been strongly
desired from the viewpoints of weight reduction and downsizing. In automotive
applications, heat-treatment-induced distortion of gears has also become a problem
due to demand for reduced noise [1].

Carburized steel components are usually quenched from a hardening tempera-
ture, which lies in a complete austenitic phase, to room temperature. This leads to a
microstructure comprised of mostly martensite plus bainite giving rise to unwanted
heat-treatment-induced distortion. However, having a soft phase of ferrite dispersed
throughout the microstructure can be quite effective in this regard. This is attributed
to the capability of ferrite in accommodating the plasticity resulted from
austenite-to-martensite transformation expansion. Therefore, in order to properly
design a steel alloy with such a described concept, numerical thermodynamic-based
tools such as ThermoCalc® and DICTRA® have been utilized. The design approach
concentrates on critical transformation temperatures namely Ae3 (equilibrium
temperature at which transformation from austenite into ferrite begins) and Aem
(equilibrium temperature at which precipitation of cementite in austenite begins for
hypereutectoid steels) and kinetic of phase transformation as function of chemical
composition. The aim of numerical alloy design is to produce a microstructure in
the core of case-carburized steel consisting of ferrite by properly adjusting its
chemical composition in order to evaluate the final heat-treatment-induced distor-
tion compared to those grades with martensitic-bainitic microstructure. During
conventional heat treatments both carburized surface and core of the specimen
remain in a single austenitic phase region. However, basically, by adjusting the
alloying elements the critical transformation temperatures can be controlled. For
instance, by adding ferrite stabilizer elements (Si, Mo, Al and…) the Ae3 tem-
perature is elevated and makes it possible to produce a dual-phase microstructure of
austenite and ferrite in the core of carburized specimen at the hardening tempera-
ture, while the carburized layer is still in a single austenitic phase. Having a soft
ferrite phase in the core of carburized components lowers the usual dimensional
changes associated with such typical case hardening processes, Fig. 1.
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Numerical Alloy Design

In order to design a desired alloy with an optimum chemical composition which
meets the goals described earlier, the software Thermo-Calc® has been used. An
optimum chemical composition here is interpreted as a set of alloying elements
which fulfills the following criteria:

• Maximum possible difference between the critical transformation temperatures
(ΔT = Ae3 − Aem). Hence, a certain volume fraction of ferrite in the core of
component can be reached quicker at a given hardening temperature;

• Lowest possible hardening temperature (Hardening temperature = Aem + 20 °C).
The lower hardening temperature, the less distortion potential;

• Sufficient hardenability;
• Reasonable time for reaching a specified volume fraction of ferrite in the core;
• Reasonable time for carburizing the case to a specified amount.

To come up with such a satisfactory chemical composition, the alloying contents
of a set of widely-used case hardening steels have been selected as reference.
Accordingly, an interval for each element is defined based on which the respective
element content is systematically altered. Furthermore, the corresponding critical
temperatures are calculated and extracted. Obviously, it is not possible to calculate
and extract the critical transformation temperatures (Ae3 and Aem) for each
chemical set separately and a set of codes essentially need to be written. By means
of such codes which have been developed in a scripting tool, Python®, different
macro files are created according to each individual chemical composition so that
they can be imported to the Thermo-Calc® software. The macro files are made
executable and further submitted to Thermo-Calc® through the Linux shell, Bash,

Fig. 1 Schematic representation of a typical carburizing heat-treatment, b modified carburizing
heat-treatment leading to a ferrite containing phase in core by means of adjusting the chemical
compositions and hardening temperature
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Fig. 2. Furthermore, all calculated critical temperatures are collected and post
processed.

With respect to the selected increment for changing the elemental values, the
total number of chemical sets are exceeding than 6000. Obviously not all of them
are acceptable according to our previously defined criteria. Having applied the first
3 criteria, the total number of chemical sets reduced to 25 sets and the rests are
excluded. The remaining sets of alloying elements can provide enough difference in
critical temperatures which satisfy the first three criteria as explained above
(ΔT = 50 °C, 85 °C if Carbon concentration in the case is selected as 0.80 and
0.70, respectively).

In order to estimate the hardenability of the above chemical compositions the
so-called Ideal Diameter parameter (DI) has been calculated. Quantitative measure
of a steel’s hardenability is expressed by its DI. DI values are an excellent means of
comparing the relative hardenability of two materials [2]. Hence, the ASTM
Specification A255-02 (Standard Test Method for Determining Hardenability of
Steel) is selected as our database. Ideal diameter (DI) is calculated using the Eq. (1)
with individual values. It is assumed that all of chemical compositions sets have an
identical grain size, ASTM grain size number 7. It should be noted that this formula
is an empirical relation and it has been used for the purpose of comparison of the
effect of various alloying elements on the hardenability behaviour of material.

DI =BaseHardenability × fSi × fMn × fCr × fMo × fNi ð1Þ

As a final chemical composition the following set has been selected, Table 1. It
is worth mentioning that the amount and mass ratio of Al and N have been designed
(Al/N = 3) in a way so that they can effectively contribute to the austenite grain
size control by means of their pinning effect, Zener force.

Fig. 2 Overview of the numerical platform created for the purpose of optimum alloy design

Table 1 Chemical composition of the designed steel (in wt%)

C Si Mn P S Al Cr Mo Ni N Fe

0.18 0.40 0.75 0.010 0.020 0.035 0.35 0.50 0.10 0.010 Balanced
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Results and Discussion

Case-Hardening Process

Based on the selected chemical composition, Table 1, a material has been casted in
vacuum inductive furnace at the Steel Institute (IEHK) of the RWTH Aachen
University. The material was initially homogenized sufficiently and then followed
by hot forging in multiple steps and final air cooling to room temperature. The
hot-forged block was subsequently normalized and directly annealed to get a coarse
ferritic-pearlitic microstructure with improved machinability. As it was initially
explained in this paper, in order to investigate the effect of microstructure on the
final distortion, the so-called Navy C-Ring specimens, Fig. 3b, have been manu-
factured out of the hot-forged and annealed material. The specimens were subse-
quently subjected to the heat-treatment cycle as it is depicted in Fig. 3a in a
dual-chamber vacuum carburizing furnace (ALD Vacuum Technologies GmbH®)
located at the Steel Institute of RWTH Aachen University. Navy C-Ring specimens
have frequently been addressed in the literature and employed by many researchers
to study the variations in components dimensions associated with typical case
hardening heat-treatments in which the amount of distortion of a quenched sample
is studied by the change in the gap width [1, 3–7].

The investigated Navy C-Rings are carburized under vacuum at 950 °C by
means of the so called pulse carburization method in which the carburizing process
has been partitioned to multiple consecutive boost/diffusion cycles enhancing the

Fig. 3 Schematic representation of a the applied heat-treatment cycle, b employed Navy C-Ring
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process effectiveness [8–10]. The corresponding carburizing parameters have been
set so that the case hardness depth equals to 0.5 mm (CHD = 0.5 mm). As it is
illustrated in Fig. 3a, when the carburizing part is ended, the first set of specimens
are cooled down to reach a hardening temperature of 860 °C and soaked at this
temperature for 15 min prior to quenching to room temperature. Since this hard-
ening temperature is well above the Ar3 temperature (temperature at which ferrite
starts to transform out of parent austenite during the cooling), therefore, no ferrite is
stable and hence, the corresponding microstructures both in the core and carburized
surface are in a single austenitic phase. On the contrary, however, the second, third
and fourth set of the samples have been cooled down more to reach a lower
hardening temperature of 775 °C and for three different holding times over which
austenite decomposes to ferrite leading to different volume fractions, respectively.
Whereas, the high carbon-containing layer of these carburized samples are still in a
single stable austenitic phase. It has to be mentioned that in order to perform the
above mentioned experiments, four individual separated tests have been carried out
accordingly. Moreover, for the sake of having sufficient statistics, in each single
experiment three Navy C-Rings are employed and further characterized.

Microstructural Investigation

The microstructures of the carburized and quenched test pieces have been char-
acterized by means of light optical microscope (LOM) to study the developed
microstructures. Therefore, the samples have been embedded and etched in a 3%
Nital etchant to reveal the constituent phases. Figure 4 represents the microstructure
in the core of the carburized and quenched Navy C-Rings in their thickest part
(Body). As it can be seen in Fig. 4a, the sample which has been quenched from the
hardening temperature of 860 °C contains bainite and martensite. Whereas, the
samples which have been quenched from the hardening temperature of 775 °C
show the existence of ferrite phase whose fraction increases proportionally with the
holding time.

Fig. 4 Typical LOM pictures in the thickest part (Body) of the carburized and quenched samples
from the hardening temperature of a 860 °C soaked for 15 min, b 775 °C no soaking time,
c 775 °C soaked for 5 min and d 775 °C soaked for 15 min

138 H. Farivar et al.



Distortion Measurement

As it was earlier mentioned in this work, the amount of distortion in the
case-hardened Navy C-Rings is inspected by the change in their gap distance,
Fig. 5a. The specific geometry of this test piece makes it possible to investigate the
effect of microstructure in the thickest part (labeled as Body) on the dimensional
change of the quenched sample. In other words, from the thickest part of a Navy
C-Ring upwards the sample becomes thinner in its two sides. Hence, these two
thinner parts can act like two levers through which the influence of microstructural
characteristics is magnified and reflected in its upper part (labeled as Head). In order
to precisely measure the distortion of the heat-treated samples, just prior to the
thermal cycle and just after the quenching process they have been inspected by
mans of a coordinate-measurement machine (CMM, UPMC 850 Carat of Fa. Zeiss)
with 0.8 µm accuracy, Fig. 5b, and thus, the net effect of the case hardening process
is quantified.

In Fig. 6 the correlation between the volume fraction of ferrite formed in the
thickest part of the Navy C-Rings (Body) and the measured absolute gap change
has been presented. It clearly shows that the maximum measured gap change
belongs to the case in which no ferrite formed (860 °C soaked for 15 min prior to
quenching), whereas for the samples quenched from 775 °C a smaller amount of
distortion is measured with increasing the volume fraction of ferrite. Furthermore,
according to Fig. 6, no tangible influence on suppressing the gap change for the
samples quenched from 775 °C with no soaking time have been measured. How-
ever, by increasing the ferrite fraction, the effect of this soft phase on suppressing
the gap change becomes more obvious. The smaller gap change measured in the
case of the samples which were quenched from 775 °C and for longer soaking times
can be attributed to a higher fraction of the soft ferrite phase which accommodates
the volume expansion of its adjacent bainitic and martensitic constituents during the

Fig. 5 a Illustration of the employed Navy C-Ring and its gap change, b CMM utilized for
distortion measurement
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quenching. A lower hardening temperature also plays a role to suppress the
quenched-induced distortion but to a lower degree. This can be inferred when the
samples with an identical quenching temperature of 775 °C but two different
holding times (i.e.: two different ferrite fraction) are compared.

Austenite to Ferrite (γ → α) Phase Transformation

Based on the applied carburization temperature and the process duration time an
average prior austenite grain size has been experimentally obtained and was further
used in DICTRA® in order to set an initial austenite cell size. A series of isothermal
simulations have subsequently been carried out in different temperatures employing
relevant thermodynamic (TCFE7) and kinetic (MOBFE2) databases to numerically
predict the critical temperatures in which ferrite starts to transform out of austenite
(Ar3). The simulation results basically generate a virtual Time-Temperature-
Transformation (TTT) diagram predicting the γ → α phase transformation kinetics
which is quite essential and will be further called during the finite element simu-
lations (Fig. 7).

Case Hardening Simulation in Macro-scale

In order to understand the effect of microstructure on the final distortion induced
due to the applied case hardening process a set of finite element simulations have
been set up in Simufact.forming® software. According to the chemical composition
listed in Table 1, the corresponding carbon diffusivity coefficients as function of
temperature and carbon content have been calculated in DICTRA® and further

Fig. 6 Measured absolute
gap change as function of
ferrite volume fraction for the
carburized and quenched
Navy C-Rings
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implemented in Simufact.forming® to simulate carbon diffusion during the car-
burizing process, Fig. 8.

Moreover, in order to numerically estimate the critical temperature in which
ferrite starts to transform out of austenite (Ar3) the generated virtual Time-
Temperature-Transformation (TTT) diagram as it was explained in section
“Austenite to Ferrite (γ → α) Phase Transformation” has been utilized to support
the FE simulations. Additionally, an appropriate heat transfer coefficient (HTC) has
been used for the finite element simulations with respect to the boundary conditions
(quenching medium, Nitrogen pressure during the quenching) of the vacuum fur-
nace employed for conducting the real hardening process. Figure 9a indicates the
ferrite phase fraction developed in the core of the sample after 15 min holding time
at 775 °C. It is worth mentioning that the outer surface of the sample due to its
higher carbon content even after decreasing the temperature remains austenitic.

Fig. 7 a Evolution of ferrite out of austenite over time for different temperatures, b virtual TTT
diagram for 5%, 7.5% and 10% ferrite fraction

Fig. 8 Typical simulation of
carbon diffusion on the
carburized Navy C-Ring
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In Fig. 9b the predicted deviation of the sample’s head has been demonstrated
for the samples soaked for two different holding times (0 and 15 min) and quenched
from a single temperature of 775 °C. It is readily observed that the final reduced
distortion is mainly due to the ferrite formation and the reduced quenching
temperature plays a minor role. In Fig. 9c the simulated gap changes have been
compared with those which were obtained experimentally. It is seen that the
simulation results are in a perfect qualitative agreement with the measured distor-
tion. These microstructural-dependent simulations confirm that ferrite can decrease
the macroscopic dimensional change of the Navy C-Rings. It has to be mentioned
that although the decreasing trend of the distortion is perfectly captured by the
simulations, however, the absolute amount of the gap changes are over predicted
and require further development.

Conclusion

In the context of this work an ICME-based methodology has been employed in
order to design an optimum chemical composition of a case hardening steel with
high potential of reduced quenching-induced distortion. In order to meet this goal, a
set of calculations on the basis of a numerical platform have been performed in
Thermo-Calc® and DICTRA® which are coupled with the relevant thermodynamic
and kinetic databases. By means of the developed platform a set of chemical
compositions have been selected in a way so that ferrite transformation out of
parent austenite becomes possible while temperature is dropped from carburizing
segment down to the hardening temperature. Besides, the hardening temperature
has been designed lower than that which is typically selected. Lowering hardening
temperature increases the risk of network-like carbides on the carburized layer due
to its higher carbon content which subsequently deteriorates the final mechanical
properties. However, this issue has also been foreseen and according to the

Fig. 9 a Ferrite fraction developed in the core of the sample after 15 min holding time at 775 °C,
b deviation of the sample’s head which are soaked for 0 and 15 min at 775 °C and c comparison of
the measured and simulated variations in gap distance
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employed alloy design methodology the formation of detrimental carbides on the
carburized layer is suppressed. The performance of the designed material has fur-
ther been examined through distortion investigation of the Navy C-Ring specimens
manufactured out of the developed steel. The existence of a soft ferrite phase, to a
major degree, in addition to a lowered hardening temperature, to a minor degree,
give rise to a final reduced quenching-induced distortion. This was also analyzed by
means of the finite element-based software Simufact.forming® which in turn was
supported by the thermodynamic and kinetic simulations of DICTRA® and
Thermo-Calc®. The finite-element simulations are in a good qualitative agreement
of the experimentally obtained data. It is interestingly predicted that with increasing
the fraction of ferrite the final change in the sample’s head is decreased. In the
presented work, it has successfully been demonstrated that by coupling computa-
tional softwares integrated on a numerical platform and according to a desired
application an appropriate material and a heat-treatment process can properly be
engineered.
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Study of Transient Behavior of Slag
Layer in Bottom Purged Ladle:
A CFD Approach

Vishnu Teja Mantripragada and Sabita Sarkar

Abstract Purging of argon gas in the molten metal bath is a process that is reg-
ularly involved in secondary steel making operations. The injected gas imparts
momentum to the liquid metal, which induces high turbulence in the molten metal
and helps in homogenization of the bath composition and temperature, and facili-
tates the slag metal interactions. In this study, a computational fluid dynamics
(CFD) based numerical investigation is carried out on an argon gas stirred ladle to
study the flow and interface behavior in a secondary steel making ladle. A transient,
three phase coupled level-set volume of fluid (CLSVOF) model is employed to
track the slag-metal, gas-metal and slag-gas interfaces. The transient behavior of
slag layer deformation and open eye formation is studied for different slag layer to
metal bath height ratios at various argon gas flow rates.

Keywords Slag eye ⋅ Steel making ladle ⋅ Multiphase flows

Introduction

Argon gas is purged from the bottom of the ladle during secondary steel making
operations. The argon gas jet dissociates into many bubbles after entering the steel
bath, and a gas-liquid plume is formed. If this plume has enough momentum, it
breaks open the slag layer and exposes the molten metal inside to the atmosphere.
This exposed metal region on the slag surface is known as open-eye. Open-eye
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formation has both advantages and disadvantages, depending on the ladle refining
process used. For example, large slag eye opening enhances the dissolution of
oxygen into the steel, resulting in reoxidation. Here, open-eye formation is not
desirable. However, during processes like desulphurization, the open eye formation
facilitates more slag-metal contact, facilitating faster slag-metal reactions. In this
case, open-eye formation is advantageous.

Significant amount of research work on the dependence of slag eye area on the
gas flow rate, density and viscosity of slag, location of the gas injector etc. were
reported in the literature [1–5]. However, only the slag eye opening size was
reported in these studies and the transient behavior of the slag layer was not studied.
Also, all these studies have been done by performing experiments on scaled down
water models. Liquids such as petroleum ether, benzene, paraffin oil etc. were used
in these cold model experiments as upper phase liquids, to mimic the behavior of
the slag layer. The ratio of densities of molten steel and argon as well as molten
steel and slag were not exactly replicated in all these cold model experiments, using
water, air and the above upper phase liquids. Due to this reason, accurate prediction
of slag eye area in industrial scale ladles has been unsuccessful [3].

CFD based numerical studies have been performed on industrial scale ladles to
understand the open-eye formation behavior [6, 7]. These were performed for
obtaining the average open eye area at various gas flow rates and other parameters
such as slag thickness, molten metal bath depth, position of the gas injector etc. The
transient nature of the turbulent flow during single plug bottom gas injection has
been studied numerically, by tracking argon bubbles in Lagrangian framework [7].
The volume average velocity and turbulent kinetic energy of the molten steel were
considered as the parameters for transient analysis, and the time taken by the system
to reach a steady state was reported. However, the transient nature of slag layer
deformation was not considered in this study.

Numerical studies on industrial ladle as well as experimental studies on scaled
water model were performed to study the transient nature of the flow and to predict
the slag layer opening size, using combined bottom gas bubbling and electro-
magnetic stirring [8]. The time taken by the system to reach a steady state, during
electromagnetic stirring was identified. However, transient analysis of the flow
during bottom plug gas injection has not been reported in this work.

In the present work, a coupled level-set volume of fluid (CLSVOF) method is
used to model three dimensional, transient, three phase turbulent flow and to study
the slag layer deformation during argon gas purging in a 160 Tonne capacity steel
making ladle [9, 10]. SST k-ω turbulence model is used to describe the turbulent
flow in the ladle. The transient nature of the open-eye is studied and the time
averaged slag eye area is obtained at various values of argon gas flow rate and slag
thickness.
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Mathematical Modeling

Governing Equations

Volume of fluid (VOF) method: In volume of fluid method, the tracking of the
interface is done by solving volume fraction continuity equation for the slag and
argon phases, which is given by

∂

∂t
αiρið Þ+∇ ⋅ αiρivi⃗ð Þ=0 ð1Þ

where, α, ρ are the volume fraction of a phase in a control volume and density
respectively and v ⃗ represents the flow velocity. The index “i” represents argon and
slag phases, indicating that the above equation is solved only for these two phases.
Once this equation is solved for obtaining the volume fractions of both these
phases, the volume fraction of steel in a cell can be obtained as follows:

αSteel = 1− αSlag + αArgon
� � ð2Þ

Level-set method: Level set function is defined as a signed distance to the interface.
For a two-phase flow system, it is expressed as

φ xð Þ =
+d if x ∈ Primary Phase
0 if x ∈ Interface
− d if x ∈ Secondary Phase

8<
: ð3Þ

where, d is the distance from the interface. Thus, on the interface, the value of the
level-set function φ is equal to zero. The level-set equation can be written as

∂φ

∂t
+∇ ⋅ v ⃗φð Þ=0 ð4Þ

Both level set method and volume of fluid method are popular interface tracking
methods, used for modeling flows involving immiscible fluids and complex inter-
faces. The level-set function is smooth and continuous. Hence the interface cur-
vature, surface tension effects etc. can be accurately estimated. However, the
level-set method does not follow volume conservation. This limitation is overcome
by using VOF method, which conserves volume fraction efficiently. VOF model,
however is not spatially continuous and a smooth interface is not obtained for
complex topologies [11]. To overcome the deficiencies of both these methods, a
coupled level-set volume of fluid (CLSVOF) method is considered for the current
work.
Momentum Equation: The surface tension force is added as a source term to the
momentum equation. The momentum equation is given as follows
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∂

∂t
ρ v ⃗ð Þ+∇ ⋅ ρ v ⃗ v ⃗ð Þ= −∇P + ∇ ⋅ μ∇ v ⃗ð Þ½ �+ ρg ⃗ − σ κ δ φð Þn ⃗ ð5Þ

where, P is the pressure, g ⃗ is the acceleration due to gravity, σ is the surface tension
between two phases, κ is the curvature of the interface and n ⃗ is the local normal to
the interface. δ φð Þ is a function, which depends on the level-set function as well as
the interface thickness. Here, ρ, μ are the volume fraction averaged density and
dynamic viscosity of the phases. That is, a single momentum equation is solved all
over the computational domain, considering the volume averaged properties of a
control volume.

Standard SST k-ω model is used to predict the turbulent nature of the flow [12].
It effectively uses the k-ω model in the near wall region and k-ε model in the free
stream regions, by using blending functions. Similar to the momentum equation, a
single set of turbulence equations is solved throughout the computational domain,
by considering the volume averaged properties.

Geometry and Boundary Conditions

A three-dimensional computational domain was considered, which is shown in
Fig. 1. The ladle was filled with molten steel, with slag layer floating on the surface
of the bath. Argon gas was injected into the molten steel bath from the inlet, located
at the bottom of the ladle. Computational Fluid Dynamic (CFD) techniques were
used to solve the governing equations.

Fig. 1 Schematic of computational domain along with boundary conditions
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The computational domain was divided into a total of 657,882 cells. The surface
of the geometry is divided into two dimensional tetrahedral elements and the rest of
the geometry is divided into hexahedral elements. The different boundaries of the
computational domain are marked and the corresponding boundary conditions are
also indicated in Fig. 1.

If ‘L’ is the depth of molten steel bath in the ladle and ‘Ain’ is the area of the
inlet, then the argon gas mass flow rate ‘Q’ at the inlet is represented in terms of
Reynolds number as

Re=
ρArQL
μArAin

ð6Þ

The physical properties and operating conditions of argon gas purging employed
in this study are shown in Table 1.

Results and Discussion

Numerical simulations were carried out for a total flow time of 300 s, at various
operating conditions as discussed in Table 1. An attempt was made to study the
transient behavior of the slag-eye deformation during argon gas injection. The
cross-sectional view of the ladle in the form of phase distribution contours at
different times during the flow are shown in Fig. 2. The instantaneous stream lines
of the flow are superposed on these phase distribution contours.

It can be observed from these contours that around the gas-liquid plume and
below the slag layer opening, there is a recirculating current. In Fig. 2, even though

Table 1 Fluid properties and
operating conditions

Property Value

Ladle capacity 160 T
Steel density 7020 kg/m3

Steel viscosity 0.006 kg/m-s
Slag density 3500 kg/m3

Slag viscosity 0.03 kg/m-s
Argon viscosity 8.9e–5 kg/m-s
Surface tension slag-steel 1.15 N/m
Surface tension steel-argon 1.82 N/m
Surface tension slag-argon 0.58 N/m
Slag thickness to metal bath

depth ratio ΔL
L

� � 0.03–0.06

Reynolds number (Re) 6158–10,263
Operating temperature 1873 k
Total flow time 300 s
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it looks like the slag phase is pushed near to the walls as the flow progresses, the
slag opening in similar other cross-sections narrows down, leading to an ellipse
shaped open eye formation. This elliptical shape of the slag opening is observed at
higher Reynolds numbers.

The slag opening area is averaged over the entire flow time to obtain the time
averaged slag eye area. For the range of operating conditions considered in the
current study, the average slag eye opening area was computed and its maximum
value was found to be about thirty percent of that of the total slag layer area. The
contours of average slag layer opening at various Re and slag thickness to bath
depth ratios are shown in Fig. 3. The open eye cross-section changes from circular
to elliptical shape as the Reynolds number increases, which can also be observed
from this figure. This change in the shape of the cross section, which is often
accompanied by an increase in the slag eye area occurs when the inertial forces on
the slag layer dominates the surface tension and viscous forces. For processes like
desulphurization, more slag-metal contact area is crucial. From Fig. 3, it can be
observed that high slag-metal contact can be obtained at high Reynolds numbers

Fig. 2 Stream lines and phase distribution contours at Re = 10263 and ΔL
L =0.0293.
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and low ratios of slag thickness to the metal bath depth. However, if preventing
reoxidation of the steel is of importance, then high slag thickness to bath depth
ratios and operating the ladle at low Reynolds numbers is recommended.

The variation of slag-eye area with time at different Reynolds numbers is
obtained for two different slag thickness to metal bath ratios, and is plotted in
Fig. 4. It can be observed from this figure that the slag opening increases as the flow
begins and it becomes stationary as the process reaches steady state. It can also be
observed that the slag eye area rises initially and as the flow progresses, it falls back
and becomes stable. Slag layer is highly viscous in nature. The momentum of the
argon plume at lower Reynolds numbers is easily dissipated in the slag layer,
leading to a small open eye area. However, at higher Reynolds numbers and par-
ticularly at low ratios of slag thickness to metal bath depth, the viscous dissipation
is dominated by the buoyancy and inertial forces of the argon plume, leading to
larger open eye area.

A graph showing variation of the time averaged slag layer opening with increase
in the Reynolds number is plotted at various values of the ratio of slag thickness to
metal bath depth, which is shown in Fig. 5. The time averaged slag eye opening

Fig. 3 Contours of average slag-eye opening at various Re and ΔL
L values
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area is normalized with the initial area of the slag layer, i.e. the area of the slag layer
before purging argon gas. It can be observed that with an increase in the Reynolds
number, the slag eye opening area increases. Also, when the ratio of slag thickness
to the bath depth is low, the average slag opening area is high. It is also observed
that with an increase in the Reynolds number, the rate of change of average slag eye
area is more at lower values of slag thickness to bath depth ratio. As discussed
earlier, at high Reynolds numbers and low slag thickness to metal bath ratios, the
viscous effects of the slag layer are dominated by the inertial effects of the argon
bubble plume. When this happens, we can observe a sudden increase in the slag
opening size, which can be observed in Fig. 5.

(a)
ΔL

L
= 0.0293 (b)

ΔL

L
 = 0.0587 

Fig. 4 Transient behavior of slag layer during argon gas purging

Fig. 5 Variation of slag eye
area with Reynolds number
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Conclusions

Multiphase coupled level-set volume of fluid (CLSVOF) simulations were per-
formed to investigate the transient behavior of the slag layer during bottom purging
of argon gas in steel making ladles. The results show that the slag eye size increases
initially and reaches a steady state, after which the slag eye size remains constant. It
is seen that the slag eye area increases as the Reynolds number increases or as the
ratio of slag thickness to the bath depth decreases. To facilitate the slag-metal
interactions, it is recommended to operate the ladle at high Reynolds numbers. If
preventing oxygen contamination of molten steel is crucial, then low Reynolds
numbers and high slag thickness to bath depth ratios are recommended.
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Developing Cemented Carbides
Through ICME

Yong Du, Yingbiao Peng, Peng Zhou, Yafei Pan, Weibin Zhang,
Cong Zhang, Kaiming Cheng, Kai Li, Han Li, Haixia Tian, Yue Qiu,
Peng Deng, Na Li, Chong Chen, Yaru Wang, Yi Kong, Li Chen,
Jianzhan Long, Wen Xie, Guanghua Wen, Shequan Wang,
Zhongjian Zhang and Tao Xu

Abstract The ICME (Integrated Computational Materials Engineering) for
cemented carbides aims to combine key experiments with multi-scale simulations
from nano (10−10∼10−8 m) to micro (10−8∼10−4 m) to meso (10−4∼10−2 m) and to
macro (10−2∼10 m) during the whole R&D process of cemented carbides. Based on
ICME, the framework for R&D of cemented carbides, involving end-user demand,
product design and industrial application, is established. In this work, a description
to our established thermodynamic and thermophysical (diffusion coefficient, inter-
facial energy, and thermal conductivity and so on) databases is presented, followed
by simulation of microstructure evolution during sintering of cemented carbides by
means of phase field method. Work is also done to investigate the correlation
between microstructure and mechanical properties (crack, stress distribution, and
coupled temp-displacement) by using phase field and finite element methods. The
proposed ICME for cemented carbides is used to develop a few new cemented
carbides (including double layer gradient cemented carbides and γ′-strengthened
Co-Ni-Al binder cemented carbides), which have found industry applications.

Keywords Thermodynamic database ⋅ Thermophysical database ⋅ Cemented
carbides ⋅ Phase field simulation ⋅ Finite element method
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Introduction

Cemented carbides are of a great importance in the manufacturing industry, which
have long been used in applications such as cutting, grinding, and drilling [1]. They
are hard and tough tool materials consisting of micrometer-sized tungsten carbide
embedded in a metal binder phase. In order to increase the performance and extend
the service lifetime of the cemented carbides, gradient cemented carbides have been
developed. In the past decades, cemented carbides were mainly developed through
a large degree of mechanical testing. However, there are numerous factors
influencing the microstructure and properties of cemented carbides, such as alloy
composition, sintering temperature and time, partial pressure and so on. These
factors can only be varied in an infinite number of ways through experimental
method. The need to describe the interaction of the various process conditions has
led to the ICME approach, which presents the opportunity to limit the experiments
to an economical level.

Computational thermodynamics, using, e.g. the Thermo-Calc and DICTRA
packages, has shown to be a powerful tool for processing advanced materials in
cemented carbides [2–4], which is more efficient on composition and process
parameters optimization compared with expensive and time-consuming experi-
mental methods. With the development of thermodynamic and diffusivity data-
bases, it is possible to make technical calculations on commercial products which
are multicomponent alloys. On the basis of thermodynamic database, thermody-
namic calculations can give an easy access to what phases form at different tem-
peratures and alloy concentrations during the manufacture process. In the present
work, a description to our established thermodynamic and thermophysical (diffu-
sion coefficient, interfacial energy, and thermal conductivity and so on) databases is
presented, followed by simulation of microstructure evolution during sintering of
cemented carbides by means of phase field method. Work is also done to investigate
the correlation between microstructure and mechanical properties (crack, stress
distribution, and coupled temp-displacement) by using phase field and finite ele-
ment methods.

Development of the Thermodynamic
and Thermophysical Databases

Thermodynamic Database

Thermodynamic database is the important part of the ICME, which can give an easy
access to multi-component equilibrium state resulting from heat treatment and be
combined with diffusion kinetics and phase field to simulate the grain growth,
solidified microstructure and so on. In our group, a thermodynamic database which
contains the major elements in cemented carbides C-W-Co-Fe-Ni-Cr-V-Ti-
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Ta-Nb-Zr -Hf-Al-N-Mo was established [3]. The basic information of the database
is first the unary data, i.e. pure elements, which are taken from the compilation of
the Scientific Group Thermodata Europe (SGTE), and then the binary, ternary and
even higher-order systems. All phases present in those binary and ternary systems
are described by means of the Gibbs energy as a function of composition and
temperature which enable making predictions for multi-component systems and
commercial alloys. With parameters stored in database, many different models,
including the substitution solution model and sublattice model have been adopted
for the phases in cemented carbide systems. (Co, AlNi3) is a potential material to
totally or partially replace the traditional Co as an alternative binder phase for
cemented carbides. The database adopts the self-consistent thermodynamic
description for the entire Al-Co-Ni ternary system, which can be used to design the
formation of the strengthening phase AlNi3 in Co binder phase [5]. Figure 1 pre-
sents the calculated vertical section along AlNi3-Co system. The ternary carbides,
which show a better performance than their binary counterparts, have received
extensive attention [6, 7]. The database provides an accurately thermodynamic
description of the miscibility gaps of the HfC-TiC, TiC-ZrC, VC-ZrC and
HfC-TiC-WC systems. Figure 2 is the calculated miscibility gaps of Hf–Ti carbides
in the HfC-TiC-WC system [8].

Diffusion Database

A reliable diffusion database is critical to simulate microstructure evolution of
gradient cemented carbides and cellular cemented carbides, which have better
performance and longer service lifetime than traditional cemented carbides. In

Fig. 1 Calculated vertical
section along AlNi3-Co

Developing Cemented Carbides Through ICME 157



2014, we established a diffusion database for multi-component C–Co–Cr–W–Ta–
Ti–Nb–N cemented carbides [9]. The atomic mobility database for fcc and liquid in
C-W-Co-Fe-Ni-Cr-V-Ti–Ta-Nb-Zr-Mo-Al-N cemented carbides was updated based
on our new experimental data, literature data, first-principles calculation and the-
oretical assessment via the DICTRA (Diffusion Controlled TRAnsformation)
software package. The atomic mobility parameters in liquid are theoretically cal-
culated by the newly modified Sutherland equation, and the atomic mobility
parameters in fcc phase are optimized by using the diffusivities measured in the
present work and from the literature. The mobility parameters for self-diffusion and
impurity diffusion in metastable fcc structure were determined through a
semi-empirical method or first-principles calculations. Comprehensive comparisons
between calculated and measured diffusivities indicate that most of the experimental
data can be well reproduced by the currently obtained atomic mobilities. Figure 3
illustrates the calculated interdiffusion coefficients in fcc Co–W alloys at 1000,
1100, 1200, and 1300 °C along with the experimental values [10]. Figure 4 pre-
sents the calculated diffusion paths for various ternary Co–Cr–W diffusion couples
annealed at 1100 °C for 432,000 s, compared with the corresponding experimental
data [11].

Interfacial Energy

Interfacial energy is essential for control of grain growth and obtaining the desired
microstructure in sintered poly-crystalline material. Understanding the structure,
composition and energetics of internal interfaces is one of the most significant issue

Fig. 2 Calculated miscibility
gaps of Hf–Ti carbides in the
HfC–TiC–WC system
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in the field of cemented carbides. A complication is that the interfacial energy is
difficult to determine experimentally. During the past years, theoretical tools such as
density-functional theory (DFT) have been used extensively to predict energies of
various interfaces [12–14]. Using DFT calculations, Monte Carlo simulation,
Calphad together with key experimental methods, the stability, segregation
behavior, morphology and equilibrium interfacial phase diagram of cemented
carbides were obtained. Figure 5 illustrates a typical WC/Co interfaces with

Fig. 3 Calculated
interdiffusion coefficients in
fcc Co–W alloys at 1000,
1100, 1200, and 1300 °C
along with the experimental
values [10]

Fig. 4 Comparison between
the calculated and the
measured diffusion paths for
the six diffusion couples
annealed at 1373 K for 432.0
ks [11]
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orientation relationship (0001)WC//(111)Co as well as [2 -1 -1 0]WC//[-1 1 0]Co.
The interface energy γ was expressed as the excess Gibbs energy per unit interface
area due to the presence of an interface.

Microstructure Characterization

TEM Observation

Ultrafine-grained WC-Co cemented carbides with average WC grain sizes varying
from 0.2 to 0.5 μm, exhibit higher hardness and wear resistance than traditional
cemented carbides. However, keeping this small grain size during the sintering
process is difficult due to the existence of Ostwald-ripening mechanism. VC-Cr3C2

is the most effective combination of grain growth inhibitor for ultrafine-grained
cemented carbides. However, the mechanism about its high effectiveness is still
unclear. In a recent work [15] the inhibiting mechanism was investigated in a
commercial ultrafine-grained WC-Co-VC-Cr3C2 cemented carbide by an
objective-aberration-corrected transmission electron microscope. The results show
that continuous segregation layers enveloping WC grains account for the high
effectiveness of VC-Cr3C2 inhibitor. In detail, there are (V,W,Cr)Cx layers on
(0001)WC basal facets and (Cr,W,V)C layers on {101̄0}WC prismatic facets (see
Figs. 6 and 7). Especially, the newly observed continuous and coherent (Cr,W,V)C
layers on {101̄0}WC prismatic facets accounts for the superiority of VC-Cr3C2

inhibitor compared to individual VC inhibitor.

Fig. 5 The atomic structure of a WC(0001)/Co(111) interface, the atomic species are represented
by different colors: Co(blue), W(gray), C(brown)
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Phase Field Simulation

Liquid phase sintering is a process for forming high performance, multiple-phase
components from powders. The process includes very complex interactions
between various mass transportation phenomena, among which the liquid phase
migration represents an important one in the aspect forming gradient structure in
cemented carbide.

In the present work, phase-field simulation of the liquid phase migration phe-
nomenon during liquid phase sintering is performed in WC-Co based cemented
carbide. A skeleton of 10 WC grains with particle size of 1 μm connected with SS
interface is constructed and put in a box size of 128 × 128 filled with saturated
liquid Co to investigate the grain separation process at 1673 K. The simulation
results at 1, 5, 10 and 100 s are given in Fig. 8. It can be seen that during the
separation of WC grains, the liquid phase tends to first fill in the triple junction,
followed by complete particles segregation. Similar to the two-grain system, the

Fig. 6 TEM studies of the prismatic (101 ̄0)WC WC/Co interface co-doped with Cr and V, and
viewing direction is parallel to [12̄10]WC. a HAADF image of the prismatic WC/Co interface.
b Fourier-filtered HRTEM image of the region of (a). c HREDX (high-resolution energy
dispersive X-ray) line scan profile along gh shown by the arrow in (a), d HREDX line scan profile
along ik shown by the arrow in (a), e FFT pattern of the area marked in red dashed square in (b)
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growth and ripening process of WC solid grains afterward take longer time. The
segregation of WC grains in the liquid matrix, from another perspective, reveals the
liquid binder melt absorption into the WC skeleton with no fluid flow. Quantitative
analysis on the microstructure evolution as well as the binder volume change
induced by this “migration” is performed as below to compare with the so called
LPM process in cemented carbide system.

According to the present phase field simulation, the variation of contiguity in the
WC-Co system can be analyzed quantitatively. According to the definition of
contiguity, the SS and SL interface area within a 64 × 64 region located in the
middle of the box in Fig. 8 is counted. The statistical results is plotted in Fig. 9 as
dashed line, which is in reasonable agreement with the previous experimental result
when the binder content is lower than 20 vol.%, while the computed contiguity
dramatically decrease to zero at a binder content of 26 vol.%. The number of 26 vol.
% denotes the critical binder content for complete separation of the WC grains in
the present simulation, after which the binder content will keep growing owing to
the WC grain growth. Future work considering the specific WC/WC grain
boundaries ðσSS <2σSLÞ may lead to reasonable simulated contiguity of cemented
carbide when the binder content is in the range of 20–60 vol.%.

Fig. 7 Schematic of a WC
grain covered by (V,W,Cr)Cx
and (Cr,W,V) precipitates in
atomic scale. XCr and XV
represent for mole fractions of
Cr and V, respectively
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Fig. 8 Simulation of the separation of 10 WC particles at 1673 K for 0, 0.5, 1 and 10 s, box size
128 × 128. The composition of WC is denoted in gray, while the liquid matrix is shown in black

Fig. 9 Comparison between
the present phase field
simulated contiguity (solid
line) and the previous
experimental data
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Correlation Between Microstructure
and Mechanical Properties

The mechanical properties of cemented carbides are closely related to their
microstructures. It is well known that hardness, TRS and fracture toughness are
influenced by microstructural features such as volume fraction of phases, contiguity
and grain size. However, it’s still a challenging work to predict macroscopic
properties from microstructure because of its complicated geometry. As a generic
and flexible numerical method, FEM (Finite Element Method) is a powerful tool for
investigating microstructure-property relations in cemented carbides. Both real and
simulated microstructures can be used as input for FEM simulation. The mechanical
behaviors of phases are described by appropriate constitutive models and damage

Fig. 10 Simulated crack path
in cemented carbides

Fig. 11 Simulated thermal
residual stress in cemented
carbides
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models. Boundary conditions are set to simulate the experiment condition. The
simulation can reveal how the material responds to mechanical and/or thermal load
in microscale. Macroscopic properties can also be calculated from such simulation.
FEM has been used to investigate elasto-plastic behavior, strength, residual stress
and crack propagation in cemented carbides. Figure 10 shows the presently sim-
ulated crack path under tensile load, and the microstructure was taken from the
literature [16]. Figure 11 shows the distribution of thermal residual stress in a
WC/Co composite.

Development of a Few New Cemented Carbides
Through ICME

The urgent need to develop cemented carbides with excellent performance has pull
industry toward ICME. With the integration of ICME into design, several brands of
cemented carbides have been developed in the present work. Based on thermo-
dynamic calculations and a concept of miscibility gap, a new type of double-layer
gradient WC-Co-Ti(C,N)-ZrC cemented carbide has been prepared, as seen in
Fig. 12. Based on a combination of thermodynamic calculations and
calculation-designed experiment, the microstructure and concentration distribution
of the different gradient layers have been systematically studied [17]. Another
section, the WC-Co-Ni-Al cemented carbides with novel γ + γ′ Co-based binder
have offered a great potential in the field of carbide rolls and hot die. Based on
thermodynamic calculations, decisive experiments and microstructure characteri-
zations, the formation mechanism for grain size of binder phase in WC-Co-Ni-Al

Fig. 12 a Calculated phase equilibria close to the sintering region of an alloy with the
composition of WC-8Co-3Ti-2Zr-0.2 N. b SEM microstructure and distributions of elements Co,
Ti and Zr of the alloy
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cemented carbide has been clarified, as seen in Figs. 13 and 14 [18]. This work
provided important information on controlling the grain size of γ′-strengthened
Co-Ni-Al binder phase, which is of fundamental importance to the understanding of
the performance characteristics of WC-Co-Ni-Al cemented carbides.

Conclusions

Thermodynamic and thermophysical (diffusion coefficient, interfacial energy, and
thermal conductivity and so on) databases have been developed through a com-
bination of experimental, theoretical and assessment work. The liquid phase
migration process in the cellular cemented carbides was investigated through 1D
numerical simulation and 2D phase field approach. The correlation between
microstructure and mechanical properties has been investigated by using finite
element method. An ICME framework with the validated ability to the development

Fig. 13 a calculated driving force of the precipitation of the γ-binder phase from liquid inWC–50
(Co–Ni–Al) with different binder composites at 1250 °C; b the solid-liquid interfacial energy in
WC–50(Co–Ni–Al) with different Ni3Al contents

Fig. 14 a EBSD maps of (a) WC-38.6Co-11.4Ni3Al and b WC-34.8Co-15.2Ni3Al with different
binder phase grains shown in a color IPF (inverse pole figure)
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of a few new cemented carbides, including double-layer gradient cemented car-
bides, γ′-strengthened Co-Ni-Al binder cemented carbides, and so on, is demon-
strated to be the effective way to develop new materials including cemented
carbides.
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CSUDDCC2: An Updated Diffusion
Database for Cemented Carbides

Peng Deng, Yong Du, Weibin Zhang, Cong Chen, Cong Zhang,
Jinfeng Zhang, Yingbiao Peng, Peng Zhou and Weimin Chen

Abstract Cemented carbides are widely used in industry as cutting tools, wear
parts, as a result of the high hardness and good toughness. A reliable diffusion
database is critical to simulate microstructure evolution of cemented carbides. In
2014, we established version one of CSUDDCC1 (Central South University Dif-
fusion Database for Cemented Carbides Version one). In this work, a description
for the updated diffusion database CSUDDCC2 is presented. The atomic mobility
database for fcc and liquid in C–W–Co–Fe–Ni–Cr–V–Ti–Ta–Nb–Zr–Mo–Al–N
cemented carbides was established based on our new experimental data, literature
data, first-principles calculation and theoretical assessment via the DICTRA
(Diffusion Controlled TRAnsformation) software package. The atomic mobility
parameters in liquid are theoretically calculated by the newly modified Sutherland
equation, and the atomic mobility parameters in fcc phase are optimized by the
diffusivities measured in the present work and from the literature. The mobility
parameters for self-diffusion and impurity diffusion in metastable fcc structure were
determined through a semi-empirical method or first-principles calculations.
Comprehensive comparisons between calculated and measured diffusivities indicate
that most of the experimental data can be well reproduced by the currently obtained
atomic mobilities. Combining the thermodynamic database for cemented carbides,
the diffusion database has been used to simulate the microstructure evolution during
sintering of gradient cemented carbides. The simulated microstructure agrees rea-
sonably with the experimentally observations.
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Introduction

Cemented carbides are hard and tough tool materials consisting of micrometer-sized
tungsten carbide particles embedded in a metal binder phase, usually rich in Co [1].
They are widely used in applications such as cutting, grinding, and drilling [2]. In
order to increase the resistance to plastic deformation or improve high-temperature
performance, other carbides or carbonitrides with a cubic structure, such as TiC,
(Ti, W)C, and (Ti, Ta, Nb) (C, N), have been introduced into WC–Co matrix.
Having a good plasticity and toughness, the binder phase is named as soft phase.
The WC and cubic phases are called the hard phase, and have a very high hardness
and strength [3]. Some grain growth inhibitors such as Cr and V may also be added
in small amounts. In order to prevent crack propagation from the coating into the
substrate, a gradient layer, which is free of cubic phases and enriched in binder
phase, is introduced between coating and substrate [4]. The formation of the gra-
dient structure in multicomponent cemented carbides at liquid phase sintering
temperature is a diffusion-controlled process, which is mainly affected by alloy
compositions, sintering temperature, time and atmosphere. Knowledge of diffu-
sivity is indispensable to understand formation mechanism, optimize technological
parameters and design a new type of graded cemented carbides [5]. With the
development of thermodynamic and diffusion databases, Thermo-Calc [6] and
DICTRA [7] software have become a very important technique to simulate the
gradient zone formation in the cemented carbides. The diffusion database
CSUDDCC1 for important phases of major elements C–Co–Cr–W–Ta–Ti–Nb–N
in cemented carbides has been developed in our group [5]. The simulations of
different kinds of graded cemented carbides are presented to verify the validity of
the diffusion database. With the development of cemented carbides, more kinds of
cubic phase and binder phase are considered to improve its performance. In this
work, the updated diffusion database CSUDDCC2 for fcc and liquid in C–W–Co–
Fe–Ni–Cr–V–Ti–Ta–Nb–Zr–Mo–Al–N cemented carbides was established via
experimental investigation and theoretical prediction. Consequently, the major
purposes of the present work are: (1) to describe the development of the
CSUDDCC2 database, (2) to evaluate the atomic mobilities of several binary,
ternary systems by means of DICTRA applied to the experimental and theoretical
diffusivities, and (3) to demonstrate two case studies (one is the grain growth
simulation of cemented carbides, and the other is simulation of microstructure
during sintering of gradient cemented carbides) and compare the simulations with
the experimental data.
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Development of CSUDDCC2

Model for Diffusion

Assuming a mono-vacancy atomic exchange mechanism for diffusion and
neglecting correlation factors [8, 9], the tracer diffusivity D*

i is related to the atomic
mobility Mi by the Einstein relation:

D*
i =RTMi ð1Þ

For a substitutional solution phase, the interdiffusion coefficients in terms of the
volume-fixed reference frame are given by the following expression [8, 9]

Dn
kj = ∑

i
ðδik − xkÞ ⋅ xi ⋅Mi ⋅

∂μi
∂xj

−
∂μi
∂xn

� �
ð2Þ

where δik is the Kronecker delta (δik =1 if i = k, otherwise δik =0). xi, μi and Mi are
the mole fraction, chemical potential, and atomic mobility, respectively. The ele-
ment n is chosen as the dependent element.

From the absolute reaction rate theory arguments, the atomic mobility Mi may be
divided into a frequency factorM0

i and an activation enthalpy Qi [8, 9]. BothM0
i and

Qi are in general dependent on the composition, temperature, and pressure. The Mi

for disordered liquid phase and fcc phase are expressed by an equation of the form,

Mi =exp
RT lnM0

i

RT

� �
exp

−Qi

RT

� �
1
RT

ð3Þ

where R is the gas constant and T is the absolute temperature. Consequently, the
composition dependence of the values of or between each endpoint of the com-
position space can be represented by a Redlich-Kister polynomial:

Φi = ∑
p
xpΦp

i + ∑
p

∑
q> p

xpxq ∑
m

r=0

r
2Φ

pq
i xp − xq
� �r� �

+ ∑
p

∑
q> p

∑
v> q

xpxqxv vspqv ⋅
s
3Φ

pqv
i

h i

where xp is the mole fraction of element p,Φi representsM0
i or Qi,Φp

i is the value of
Φi for i in pure p and thus represents the value of one endpoint in the composition
space, r

2Φ
pq
i and s

3Φ
pqv
i are binary and ternary interaction parameters respectively.

Each individual Φ parameter, i.e. Φp
i ,

r
2Φ

pq
i , s3Φ

pqv
i may be expressed as a polynomial

of temperature and pressure if necessary. The parameter vspqv is given by:

vsijk = xs + ð1− xi − xj − xkÞ ̸3

where xi, xj, xk and xs are mole fractions of elements i, j, k and s, respectively.
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Evaluation of Diffusivities for Liquid Phase and Metastable
Disordered fcc Phase

Due to the lack of detailed information on liquid diffusion, Ekroth et al. [10]
assumed that all elements (Co, Ti, W, Ta, Nb, C and N) have the same atomic
mobility in the liquid. The activation energy was assumed to be 65,000 J/mol, and
the frequency factor was chosen to be 9.24 × 10−7 m2/s. However, this assumption
is not realistic. Garcia et al. [11] assumed that the mobility of the metallic elements
(W, Co, Ti, Ta and Nb) was two times slower than the atomic mobility of light
non-metallic elements (C and N) by comparing the measured gradient layer
thicknesses with the simulation ones. Recently, Chen et al. [12] have derived a
modified Sutherland equation to predict the temperature-dependence diffusivity in
liquid metals [13]. This method has been used in present work. Additionally, the
ternary diffusivity of the liquid in Al–Fe–Ni system was obtained from Zhang et al.
[14]. And the effect of the atomic mobilities in a liquid on microstructure and
microsegregation during solidification was demonstrated with one Al–Ni binary
alloy.

When the fcc states of some pure elements are metastable, it is impossible to
assess the corresponding mobility parameters due to the unavailable experimental
data. In this case, semi-empirical relations [15–17] or atomistic simulations [19, 20]
are needed to evaluate the mobility parameters for self-diffusion in metastable fcc
phase. The semi-empirical relations reviewed by Askill [20] have been applied
successfully to calculate the self-diffusion coefficients of fcc-Zn and fcc-Mg.
Consequently, they were thus employed in the present work to calculate the
self-diffusivity of V, Ti, Zr and so on.

Critical Evaluation of Literature Data Diffusivities

Most of the mobility parameters corresponding to self-diffusion and impurity dif-
fusion are taken from the literature. As the critical systems, the Co–W, and Co–Cr
have been evaluated by Zhang et al. [5]. And considering that intermetallic com-
pound Ni3Al with fcc structure has attracted considerable attention to replace Co as
new binder phase for WC-based cemented carbides due to its good mechanical
properties at high temperatures [21], some new binary systems, e.g., Ni–W, and Ni–
Al, are assessed based on the available experimental data. Figure 1 illustrates the
calculated interdiffusion coefficients in fcc Ni–W alloys at different temperatures
[22]. As a consequence, it is shown in Fig. 1 that the calculated interdiffusion
coefficients according to the present atomic mobilities agree well with most of the
experimental data and can reproduce much more experimental data than the results
by Karunaratne et al. [23] and Campbell et al. [24]. Specially the first-principles
calculations using the five jumps frequency model was utilized to evaluate the
impurity diffusion coefficient of W in fcc phase.

172 P. Deng et al.



Validation of the assessed atomic mobility includes not only the comparison
with the experimental diffusion coefficients, but also the comparison between the
predicted and the observed diffusion behaviors, such as the concentration profiles
and the diffusion paths. The concentration-distance profiles in two ternary
fcc/fcc-type diffusion couples of Ni–5 at.% Al/Ni–5 at.% W and pure Ni/Ni–5 at.%
Al–5 at.% W annealed at 1523 K were also model-predicted in Fig. 2 [22], and
compared with the experimental data measured by Hattori et al. [25]. As can be
seen in the figure, the measured and calculated concentration-distance profiles are in
good agreement. However, no experimental data are available in the literature for
some binary and ternary systems, and the atomic mobility parameters in these
systems are assessed based on the diffusivities determined by the Boltzmann–
Matano method coupled with diffusion couple technique in our group. Figure 3
presents the calculated diffusion paths for various ternary Co–V–Ti diffusion
couples annealed at 1100 °C for 432,000 s, compared with the corresponding
experimental data [26]. It can be clearly seen from Fig. 3 that the calculated results
for different Co-rich ternary diffusion couples agree well with the corresponding
experimental values.

Applications of the Diffusion Database

For the cemented carbide industry, computer simulation can guide manufacturing
processes and reduce the cycle for the development of new cemented carbides
significantly. Many investigators have studied the gradient zone formation in the
cemented carbides by computer simulation [5]. In order to validate the accuracy of
the currently established diffusion database and show some applications, several

Fig. 1 Calculated
interdiffusion coefficients in
fcc Ni–W alloys compared
with the experimental data at
different temperatures [22]
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new types of cemented carbides were designed and sintered such as TiC–Co alloy
and WC–Ti(C, N)–Ni3Al grade cemented carbide. After sintering, the samples were
cut, embedded in resin and polished. Scanning electron microscopy (SEM) was
employed to investigate the grain size of ceramic and the microstructure of the
gradient zone, the electron probe microanalysis (EPMA) and energy dispersive
X-ray (EDX) were used to determine the concentration profiles of the elements.

Fig. 2 Comparisons between
the calculated and measured
concentration-distance
profiles of Ni–5 at.% Al/Ni–5
at.% W diffusion couple
annealed at 1523 K for
172.8 ks [22]

Fig. 3 Calculated diffusion
paths for various ternary Co–
V–Ti diffusion couples
annealed at 1100 °C for
432,000 s, compared with the
experimental data [26]
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Grain Growth Behavior of TiC–Co Alloy

The mechanical properties of Ti (C, N)-based alloys are closely related to their grain
size. During the liquid phase sintering of Ti (C, N)-based alloys, the grain growth of
ceramic phase occurs, which will affect the hardness, fracture toughness and cutting
performance of alloys. Combining the thermodynamic database, diffusion database
and the solid-liquid interfacial energies, TC-PRISMA was used to simulate grain
growth behavior of TiC–Co alloys. Figure 4 shows that the TC-PRISMA simulated
grain size of ceramic phase in TiC-20 vol% Co alloys sintered at 1450, 1500 and
1550 °C [27], while the grain growth experimental data were reported by Warren
and Waldron [28]. Because the growth of the ceramic phase mainly depends on the
dissolution of small particles, diffusion transported through the liquid phase, and
precipitates on the larger particles. The high temperature state makes the liquid
phase have a high diffusion coefficient, which is conducive to the growth of grain.
Besides it can be found that the simulation results are in good agreement with the
experimental data at 1500 and 1550 °C, despite a certain bias at 1450 °C. It is due
to a reduction in volume fraction of the liquid phase as the temperature decreases,
the degree of adhesion between the ceramic phase increases, thereby reducing the
grain growth rate [29].

Graded WC–Ti(C, N)–Ni3Al-Based Cemented Carbides

Based on thermodynamic calculation, WC–Ti(C, N)–Ni3Al-based gradient
cemented carbides have been prepared. Figure 5 shows SEM micrograph of
WC–8Ni3Al–3Ti–0.2N (wt%) and the distributions of the elements Ti, Ni, Al and

Fig. 4 The TC-PRISMA
simulated grain growth
behavior of ceramic phase in
TiC-20 vol% Co alloys
sintered at 1450, 1500 and
1550 °C [27]
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W in the gradient cemented carbides vacuum sintered at 1450 °C for 2 h [30]. It is
obvious that the near-surface of the alloy has formed the gradient zone which is
enriched in binder phase and depleted in cubic carbides. By combining the estab-
lished thermodynamic and this diffusivity database, DICTRA software has been
used to simulate formation of the gradient zone. Figure 6 illustrates the simulated
elemental concentration profiles for Al, Ni, Ti and W in alloys, compared with the
measured data [30]. The result indicates that the content of Ti is free in the
near-surface zone and enrich inside the surface zone. At the near-surface zone, the
contents of Ni and Al increase sharply and reached maximum value. Beneath the
near-surface zone, the decrease of Ni and Al are observed, which leads to the
minimum value. The change of W content in the surface layer is opposite to that of
Ni and Al content. As can be seen in both figures, the updated diffusion databases
can reasonably reproduce most of the experimental concentration profiles.

Fig. 5 The distributions of the elements Ti, Ni, Al and W in the gradient zone of the WC–
8Ni3Al–3Ti–0.2N (wt%) with different binder phase vacuum sintered at 1450 °C for 2 h [30]
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Summary

An updated diffusion database for multi-component C–W–Co–Fe–Ni–Cr–V–Ti–
Ta–Nb–Zr–Mo–Al–N cemented carbides has been developed through a combina-
tion of experiment, theoretical analysis and assessment. The diffusion database
contains the atomic mobility parameters for different diffusing elements in liquid
and fcc phase.

The new atomic mobilities of several binary, ternary systems were evaluated by
means of DICTRA applied to the experimental and theoretical diffusivities. Com-
prehensive comparisons between calculated and measured diffusivities indicate that
most of the experimental data can be well reproduced by the currently obtained
atomic mobilities.

Combining the thermodynamic database, diffusion database and the solid-liquid
interfacial energies, TC-PRISMA was used to simulate grain size of ceramic phase

Fig. 6 Experimental measured elemental concentration distance profiles in sample WC– 8Ni3Al–
3Ti–0.2N (wt%) gradient cemented carbides: a Ti; b Ni; c Al; d W [30]
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in TiC-20 vol% Co alloy sintered at different temperatures. Additionally, DICTRA
software has been used to simulate formation of the gradient zone of WC–8Ni3Al–
3Ti–0.2N (wt%) alloy. Good agreements between simulated and measured results
indicate the powerful ability of the presently established database in cemented
carbides design and process optimization.
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Part III
Microstructure Evolution



Multi-scale Modeling of Quasi-directional
Solidification of a Cast Si-Rich Eutectic
Alloy

Chang Kai Wu, Kwan Skinner, Andres E. Becerra,
Vasgen A. Shamamian and Salem Mosbah

Abstract Dow Corning Corporation recently examined the use of transition
metal-silicon eutectics for producing melt-castable ceramic parts. These materials
display good strength, wear and corrosion resistance. The near-eutectic solidifica-
tion structure has significant impact on the final properties of a cast component.
However, direct simulation of the cast structure at industrial scales remains a
challenge. The objective of this work is to develop a multi-scale integrated solid-
ification model that includes: density functional theory (DFT) calculations, which
enable the computation of difficult-to-measure thermophysical properties;
microstructural evolution simulation, which tackles nucleation eutectic growth and
segregation during solidification; and casting modeling, which accounts for dif-
ferent boundary conditions including temperature-dependent heat transfer coeffi-
cients and geometry. The developed 3D coupled code can predict the correct
morphology of the solidified composite and aid in the design and optimization of
melt-cast parts based on composition and process parameters in a virtual environ-
ment. To verify the model, a mold was designed to achieve quasi-directional
solidification within large regions of each casting; hypo- and hyper-eutectic Si–Cr
alloys were cast into this custom mold using a vacuum tilt pour unit. Our experi-
mental efforts focused on the quantification of the effects of process conditions on
the resulting microstructure of the cast component. Local segregation was examined
and compared with the model’s predictions. Results are in agreement with the
microstructure observed in our castings.

Keywords Solidification ⋅ Si alloy ⋅ Multi-scale modeling ⋅ Eutectic
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Introduction

The advent of sophisticated 3D design software integrated into predictive
thermal/mechanical performance models in the automotive and aerospace industries
has created opportunities for the materials processing community to develop
methods that produce near net shape components of unparalleled complexity.
Increased activities in the production and commercialization of parts produced by
metal and ceramic injection molding, reaction bonded pressure infiltration ceramic
matrix composites, and most recently, 3D printing are just some of the examples of
methods entering the workplace. However, ceramic like materials and composites
have lagged behind in these technologies because of their high processing tem-
peratures, and the run to run reliability due to defects from porosity from traditional
powder consolidation methods.

The over-arching goal of the project is to design melt-castable ceramic materials,
and to design high-performance Si-based composite materials for structural appli-
cations. In spite of silicon’s good thermal, mechanical and chemical properties
(including strong acid corrosion resistance), it is one of the most brittle technical
ceramics, exhibiting a fracture toughness of 0.7–0.9 MPa m1/2. In terms of melt
casting technologies, Si melts at the relatively low temperature of 1414 °C and is a
strong compound former. Thus, Si and transition metals will easily form eutectics to
produce brittle-brittle composite structures upon solidification of an alloy melt.
Thus, the challenge is to design a polyphase microstructure that increases the
toughness of the materials beyond that of the constituent phases. The required
toughness of the composite can be attained through a fine spatial dispersion of one
brittle phase in another. This polyphase mixture should have microstructural fea-
tures sufficiently small, and thus interfacial area sufficiently high, to yield signifi-
cant crack deflection. Such crack deflection is well known to yield a tough material
using brittle component phases [1]. The fine distribution of the phases will be
created via solidification of eutectic or near-eutectic alloys. Thus, models of the
eutectic solidification process are needed to design the processing path and molds to
yield these fine microstructures. The goal is to produce a castable-ceramic with a
fracture toughness in the 4–6 MPa m1/2 range.

Background

The control of microstructure, thermal stresses and casting integrity during solidi-
fication is an important concern for casting Si alloys. In order to design and cast a
sound part using different solidification conditions, casting models should be used.
All models require an extensive thermophysical and thermomechanical database.
The nature of casting solidification is a complex process due to the broad tem-
perature range experienced by the Si alloy and mold materials. Accurate
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measurements or estimations of properties contained within the thermophysical
database lead to significant improvements in the prediction accuracy.

Materials and Database Generation

In this study, the complete thermophysical property database of a Si–Cr eutectic
alloy is developed and used in casting simulations. The Si–Cr phase diagram is
shown in Fig. 1. The most Si-rich eutectic reaction occurs at 85.24 at.% Si and at
1328 °C. It consists of the elemental silicon and chromium disilicide (CrSi2)
phases. Cooperative eutectic solidification results in a rod-like or fibrous silicide
phase embedded in a silicon matrix. The growth is coupled by the thermal diffusion
field and solute redistribution [2] in front of the growth interface. The final material
and mechanical properties are strongly dependent on microstructure, especially on
the diameter of silicide rods. Work related to microstructure analysis corresponding
to the measured solidification rate is included, and used as a reference in developing
a predictive model. The developed model is used to predict the microstructure.
Predictions were verified by measurements made on cast parts.

Various properties of silicon-based alloys were calculated using ab initio
molecular dynamics simulations provided in the Vienna Ab initio Simulation
Package (VASP) [3]. Ionic positions were modeled via classical Nosé-Hoover
dynamics for a chosen number of atoms, volume, and temperature via the NVT
ensemble. Simulation cells were generally limited to 108 atoms, although some
larger simulations were performed to obtain additional benchmark data. Total
simulation times ranged from 4 to 10 ps, using 2.5 fs steps when calculating the

Fig. 1 Phase diagram for the binary Si–Cr system [4]
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ionic trajectories via self-consistent charge densities. Correlation times were com-
puted up to 1000 ionic steps when calculating diffusion constants. Simulations were
performed with a single k-point (Γ point) when performing reciprocal space inte-
grations. A plane wave cutoff of 320–350 eV was used in all calculations, using a
PW91 (GGA) projector augmented planewave potential. Simulations were run for
10 ps at temperatures above the melting point to obtain a good starting configu-
ration for production runs and to erase atomic configuration-based dependencies on
the system energy. The positions from this mixing simulation were then used to
execute shorter runs of 4 ps at various volumes. Typically five such simulations are
run in order to generate enough data points when generating a fit for the
zero-volume pressure, which was based on a second order polynomial fit. The
simulation was then run again at the zero-volume pressure condition for 5–10 ps to
generate adequate statistics for determining self diffusion constants.

Thermophysical Database

Thermal conductivity of Si–Cr eutectic is measured by Thermophysical Properties
Research Laboratory (TPRL) up to 1100 °C. Temperature-dependent specific heat
capacity is obtained via differential scanning calorimetry (DSC). In order to
determine the melting range and latent heat, a high temperature differential scanning
calorimeter (HT-DSC) was used in which energy variation due to phase transfor-
mation was observed. The measured latent heat of the Si–Cr eutectic alloy was
744.13 J/g. The measured onset and peak temperatures were 1333.1 °C and
1328.0 °C, respectively.

Solid/Liquid Density

Solid density was determined using coefficients of thermal expansion (CTE) from
thermomechanical analysis (TMA) measurements. While it is straightforward to
measure the density of the solid material under normal lab conditions, the deter-
mination of the liquid phase is much more challenging as these measurements must
be performed with specialized equipment and at highly elevated temperatures.
Recent developments in the simulation of liquids and solids using ab initio
molecular dynamics (AIMD) calculations now permit atomistic simulations to be
performed from first-principles calculations without the need of empirical fits or
adjusted parameters. The output of these simulations include various thermal,
structural and elastic properties, including the density of the material at arbitrary
temperatures and pressures.
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Liquid Viscosity

The shear viscosity is another quantity made available through these AIMD sim-
ulations. This value can be determined from the Einstein-Stokes equation [5]. Our
viscosity value for silicon at a temperature above its melting point is within the
range of published literature values (0.60–0.90 mPa s) [6]. Therefore, the AIMD
data combined with the appropriate analysis gives us a tool to provide reasonable
values of viscosities at arbitrary temperatures and can be used as input values for
other simulations and tools. The shear viscosity of Si–Cr eutectic melt determined
via AIMD was 1.6 mPa s.

Experimental—Casting

A mold was specially designed so as to obtain melt-cast cylindrical ingots with
large regions exhibiting quasi-directional growth. This type of mold maximizes the
axial cooling rate at the base while minimizing the cooling rate along all other
directions. The main components of the mold design are shown in Fig. 2. The base
of the mold was a graphite puck (shown in green) with a flat bottom surface and a
concave top surface; this thin puck was placed on a water-chilled copper plate and
acted as chemically inert interface for fast cooling. A hollow aluminosilicate ISA
hot top (Insulation Specialties of America KVS-3584-456-3000) cylinder (shown in
blue) sat on the perimeter of the graphite puck, acting as an insulating wall pro-
viding a much lower cooling rate than the chilled base. A mirror finish, aluminum
sheet was also rolled into a larger cylinder and placed concentrically around the
mold so as to reflect infrared radiation and further minimize the radial cooling rate.
Finally, a graphite funnel was placed on top of the insulating cylinder to assist in
centering the poured melt into the mold.

Ingots (900 g) at the Si–Cr eutectic composition were cast within a vacuum
tilt-pour unit. For this, high-purity Si and Cr pieces were loaded into the crucible

Fig. 2 Schematic showing
the ingot and mold surfaces in
quarter view (color online)
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(an insulated SiC-coated graphite susceptor wrapped by an induction coil) and the
chamber was evacuated to a base pressure below 10–3 Torr before heating started.
The charge was melted in the crucible and superheated (typically to 1500 °C) to
allow for good melt mixing, and held for 10 min. The melt was then poured
smoothly into the mold, which was allowed to cool before the chamber was vented.
The result of such operation is a cylindrical ingot (shown in pink) with a convex
bottom surface. Due to the chilled base plate and insulating wall, a large section in
the bottom half of the ingot displays quasi-directional vertical solidification. The
radial solidification front does make the area of interest increasingly narrow as the
distance from the bottom increases. The microstructure and composition as a
function of position within the region of quasi-directional solidification could then
be analyzed via scanning electron microscopy (SEM) and related techniques, as
well as compared to the casting computational simulations.

(a) (b) (c)

Fig. 3 Si–Cr eutectic alloy: a model-predicted microstructure on the quarter ingot, b model
predicted microstructure on the cross section of the bottom half ingot and c cross-sectional
micrograph of the bottom half ingot
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Casting Simulation Details and Results

The model predictions of the Si–Cr eutectic composition, as shown in Fig. 3a, b,
were compared to cast ingot. The ingot was cut in half and the cross section was
polished for better visualization of the grain structure, as shown in Fig. 3c. The
predicted microstructure showed good agreement with the cross-sectional micro-
graph regarding the location of different solidification fronts, indicated by red lines
in Fig. 3b, c. Variations in color represent different grain orientations. The initial
and boundary conditions of casting model are as follows:

Casting Initial and Boundary Conditions

The boundary conditions used in casting simulations were as follows:

• heat flux through the side wall = 10,000 W/m2;
• heat flux through the open top = 150,000 W/m2;
• heat transfer coefficient on the bottom dome = 300 W/m2K;
• initial nucleation density on the wall and on the bottom dome sur-

face = 1 × 1011 m–2;
• initial nucleation density on the open top = 0; and,
• initial internal nucleation density was 1 × 1010 m–2.

Fig. 4 Model predicted microstructure at a 80.24 at.%, b 82.24 at.% and b 83.24 at.% Si
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Casting: Solidification Model and Predictions

Solidification Model: A representative Finite Volume, FV, is assumed to be in one
of three thermodynamic states; solid, liquid and/or mixture of the two (mushy
zone). The metallic alloy phase transformation from the liquid to the solid phase
involves multi-scale physics that control the solute redistribution, solid/liquid phase
instability, heat transfer, phases (grains) nucleation, etc. In this work, two distinct
scales are considered, the macro scale, with the same order of magnitude as the

(a) (b)

(c) (d)

Fig. 5 Model predictions at 80.24 at.% Si. aW = Si concentration; b, c and d Cross sections at 1,
9 and 12 mm from the ingot bottom. Clockwise from top left: Si concentration, grain structure,
average growth velocity
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representative finite volume, and a meso scale of the order of magnitude of the
secondary dendritic arms spacing, SDAS. The latter is used to derive a scalable
tracking algorithm of the solidification grain structure and to describe grains
boundaries. For each scale, an adequate mathematical formulation of the physics is
used and the corresponding balance equations are solved at each discretization time
step, Δt, with full coupling between the solver of the averaged macroscopic
equations and computed solidification grain structure. In addition to the tracking of
each grain envelope, the same Discrete Point, DP, Lagrangian based formulation is
used to simulate the nucleation (primary and secondary phases), compute grains
boundaries and growth kinetic. Additional details about the coupled FV-DP
solidification model can be found in reference [7]. SPrime, the model implemen-
tation using the open source CFD library OpenFOAM [8] was used to carry out the
simulations.
Predictions: The predicted microstructure from the model on the cross section
surface of several Si–Cr hypoeutectic compositions are shown in Fig. 4a–c,
respectively. In addition to grain structure, the developed model can predict seg-
regation and average growth velocity inside a cell. The model predicted Si segre-
gation of 80.24 at.% Si composition is shown in Fig. 5a. Meanwhile, the
model-predicted grain structure, Si concentration and average growth velocity are
shown in Fig. 5b–d for cross sections at different heights. Figure 5c shows results at
9 mm from the ingot bottom where the last solidified region located.

Summary and Conclusions

A multi-scale integrated solidification model was developed. The model includes
density functional theory (DFT) calculations, microstructural evolution simulation
and casting modeling. The developed model was validated with experimental data
and used to predict the morphology, segregation and average growth velocity of the
solidified Si–Cr eutectic composites.
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Numerical Simulation of Macrosegregation
in a 535 Tons Steel Ingot
with a Multicomponent-Multiphase Model

Kangxin Chen, Wutao Tu and Houfa Shen

Abstract To accurately simulate the formation of macrosegregation, a major
defect commonly encountered in large ingots, solidification researchers have
developed various mathematical models and conducted corresponding steel ingot
dissection experiments for validation. A multicomponent and multiphase solidifi-
cation model was utilized to predict macrosegregation of steel ingots in this
research. The model described the multi-phase flow phenomenon during solidifi-
cation, with the feature of strong coupling among mass, momentum, energy, and
species conservation equations. Impact factors as thermo-solutal buoyancy flow,
grains sedimentation, and shrinkage-induced flow on the macroscopic scale were
taken into consideration. Additionally, the interfacial concentration constraint
relations were derived to close the model by solving the solidification paths in the
multicomponent alloy system. A finite-volume method was employed to solve the
governing equations of the model. In particular, a multi-phase SIMPLEC
(semi-implicit method for pressure-linked equations-consistent) algorithm was
utilized to solve the velocity-pressure coupling for the specific multiphase flow
system. Finally, the model was applied to simulate the macrosegregation in a 535
tons steel ingot. The simulated results were compared with the experimental results
and the predictions reproduced the classical macrosegregation patterns. Good
agreement is shown generally in quantitative comparisons between experimental
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results and numerical predictions of carbon, chromium and molybdenum concen-
tration. It is demonstrated that the multicomponent-multiphase solidification model
can well predict macrosegregation in steel ingots and help optimize the ingot
production process.

Keywords Macrosegregation ⋅ Multicomponent ⋅ Multiphase modeling ⋅
Steel ingots

Introduction

Large ingots are typically used to produce key components in large equipment,
which are used in energy and power, metallurgical machinery, transportation,
national defense and other fields. Macrosegregation, i.e. the compositional
heterogeneity, is a serious defect commonly encountered in large ingots. This
compositional heterogeneity usually leads to the non-uniform distribution of
microstructure, harms the mechanical properties, and, at its worst, may even result
in scrapping the final product. Macrosegregation results from the combined effect of
compositional segregation at the microscopic scale and solid-liquid separation at the
macroscopic scale. The relative motion of solid phase and liquid phase is mainly
caused by such factors as thermo-solutal buoyancy flow, grains sedimentation,
shrinkage-induced flow, and deformation of the solid phase skeleton [1, 2]. As
macrosegregation cannot be eliminated by the subsequent heat treatment process, it
is important to control the formation of macrosegregation during solidification to
obtain a less segregated ingot. Due to the high cost of casting large ingots, it is
unrealistic to simply use experimental methods to study macrosegregation.
Numerical simulation, with the advantages of low cost and high efficiency, has
become an important tool for understanding complex solidification processes and
macrosegregation of large ingots.

Since the pioneering work of Flemings and Nereo [3] in 1960s, much effort has
been devoted to the modeling of macrosegregation. Varieties of mathematical
models have been developed to account for such mechanisms as thermal-solutal
convection, free equiaxed crystal movement, solidification shrinkage-induced flow
[4, 5]. The macrosegregation models commonly used can be divided into
single-phase models, two-phase models and multi-phase models according to the
number of basic dynamics phases used. Among them, the relatively simple
single-phase models, divided into continuum models and volume average models,
mainly consider the thermal-solutal buoyancy flow. The two-phase models or
multi-phase models, further considering the effect of free equiaxed crystal motion or
solid phase deformation on macrosegregation, however, are rather complicated.
Numerous applications of macrosegregation models in steel ingots have been
reported. Vannier and Combeau [6] utilized a continuum model to simulate
macrosegregation of a 65 tons Fe-0.22 wt%C steel ingot, and compared the pre-
dictions with measurements of compositions in the center line. Liu et al. [7] adopted
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a continuum model to predict macrosegregation in a 360 tons ingot. Tu and
coworkers [8] recently developed a multicomponent-multiphase model based on a
two phase model previously developed in his research group, and applied the model
to investigate a 36 tons Fe-0.51 wt%C-0.006 wt%S steel ingot, which was exper-
imentally investigated by temperature recording and concentration analysis. In this
experiment, the macrosegregation maps of carbon and sulphur were obtained based
on 1800 component sampling points covering the entire half-section. General
macrosegregation patterns in measurements have been reproduced by predictions.
Good agreement is shown in quantitative comparisons between measurements and
predictions of carbon and sulphur variations along selected positions. For appli-
cations in large steel ingot, single-phase models with much simplification, are still
commonly used. The use of two-phase models, especially multi-phase models, is
relatively rare. There are two factors accounting for this. On one hand, the devel-
opment of two-phase models or multi-phase models is rather difficult, which hin-
ders their applications to a certain extent. On the other hand, large ingots, due to
their large sizes, will cost more computational time and resources with a two-phase
or multi-phase model. Thus, applications of multi-phase macrosegregation models
in large ingots with experiment validation are of great significance.

In this paper, the multicomponent-multiphase model developed by the authors
has been adopted to predict macrosegregation in a 535 tons steel ingot in three
dimensions. The ingot has been simplified as a Fe-0.24 wt%C-1.65 wt%Cr-0.39 wt
%Mo quaternary alloy system for simulation. For simplicity, the model considers
only the primary phase. The predictions have reproduced the classical macroseg-
regation patterns, including negative segregation at the bottom of the ingot and
positive segregation at the top of the ingot. Finally, to quantitatively compare the
results of macroscopic segregation prediction and the measured results, the pre-
dictions with measurements of compositions along the center line and three
transverse sections are compared.

Mathematic Model

In current research, the air phase is further added in previous two-phase model [9]
to considerate the solidification shrinkage of the ingot. Firstly, the mass, momen-
tum, and species conservation equations for solid phase and liquid phase are each
derived. Then the volume conservation equation is derived to consider the inhaled
air phase due to the solidification shrinkage. Further, the energy conservation
equation is derived for the solid-liquid mixture system. Besides, a multicomponent
alloy system rather than a two alloy system is considered to further investigate the
influence of a third or more of the alloy components on macrosegregation. Thus
after adding additional solute conservation equations, the interfacial species balance
is derived, further obtaining the interfacial concentration constraint relations for the
multicomponent alloy system. For simplicity, the model considers only the primary
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phase, neglecting the formation of the secondary phase. The model is numerically
solved by a homemade FVM code based on a multi-phase SIMPLEC algorithm.

The conservation equations are summarized in Table 1. In Table 1, t is the time,
g is the volume fraction, ρ is the density, Γ is the interfacial phase change rate, v is
the velocity, p is the pressure, μ is the viscosity, Ms

d is the drag force coefficient
between the solid and liquid, g is the gravitational acceleration, ΔVa is the volume
change due to solidification shrinkage per unit time, Vcell is the grid cell volume,
Δgs is the grid cell solid volume fraction change per unit time, C is the concen-
tration, Sv is the interfacial area concentration, D is the mass diffusivity, δ is the
interfacial solute diffusion lengths, cp is the specific heat, T is the temperature, λ is
the thermal conductivity, L is the latent heat. The subscripts “s” and “l” refer to
solid phase and liquid phase, respectively.

The supplementation relations, including the descriptions of interfacial area
concentration, the interfacial concentration diffusion layer length as well as the flow
model, and detailed derivations of the model can be found in Refs. [8] and [9].

Results and Discussion

The multicomponent-multiphase model was applied to a 535 tons steel ingot, which
was cast to produce the low pressure rotor for nuclear power. The steel ingot was
6.0 m in height and 4.0 m in mean diameter. The composition of the steel ingot
with 30Cr2Ni4MoV steel grade is shown in Table 2. The molten metal was poured
at 1530 °C. After being stripped out of the mold, the ingot was dissected into slices
along the center plane, and the carbon, chromium and molybdenum concentrations
were measured along the centerline and three transverse sections. The schematic of
the ingot with the cross-section sampling positions is shown in Fig. 1.

In current simulation, the Fe-0.24 wt%C-1.65 wt%Cr-0.39 wt%Mo quaternary
alloy system was taken as the simplification of the 30Cr2Ni4MoV steel ingot to
predict macrosegregation of the carbon, chromium and molybdenum components.
The properties of the steel ingot and mold materials used are listed in Tables 3 and 4.
The thermodynamic parameters used for multicomponent alloy solidification cal-
culation are listed in Table 5. Due to the symmetry along the centerline axis, only a
quarter of the ingot systemwas simulated. A 3-D orthogonal grid system consisting of
104544 cells was used and the mesh size was 80 mm × 80 mm × 80 mm.
A constant time step of 0.5 s was used for the simulation. The initial temperature for
the mold, sleeve, and powder are 25, 25, and 1500 °C. The interfacial heat transfer
coefficients of the steel ingot system are listed in Table 6.

Table 2 30Cr2Ni4MoV
steel grade (wt%)

C Cr Ni Mo V Si P

0.24 1.65 3.68 0.39 0.15 0.04 0.002
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Table 3 Steel parameters [10, 11]

Property Value Unit

Melting temperature of pure iron 1532 °C
Steel thermal expansion coefficient 1.07 × 10−4 K−1

Liquid density 6990 kg ⋅m−3

Solid density 7300 kg ⋅m−3

Latent heat 2.71 × 105 J ⋅ kg−1

Liquid viscosity 4.2 × 10−3 kg ⋅m−1 ⋅ s−1

Thermal conductivity 39.3 W ⋅m−1 ⋅K−1

Specific heat 500 J ⋅ kg−1 ⋅K−1

Table 4 Thermophysical properties of the mold materials [12]

Density
(kg ⋅m−3)

Thermal conductivity
(W ⋅m−1 ⋅K−1)

Specific heat
(J ⋅ kg−1 ⋅K−1)

Mold 7000 26.3 540
Sleeve 185 1.4 1040
Powder 260 0.6 1040
Air 1.185 0.026 1000

Fig. 1 Schematic of the ingot with the cross-section sampling positions
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The predicted concentration distributions at the end of solidification are shown
in Fig. 2a–c. The predicted carbon, chromium, and molybdenum concentrations all
exhibit similar patterns, including negative segregation at the bottom of the ingot
and positive segregation at the top of the ingot. The predicted macrosegregation
patterns for the three components are proven to be qualitatively reasonable.

Quantitative comparisons between predictions and measurements of the solute
concentrations along the centerline and three transverse sections A, B and C are
provided in Figs. 3 and 4 to evaluate the accuracy of the macrosegregation model.
As shown in Fig. 1, the centerline was chosen for its full coverage of the

Table 5 Thermodynamic parameters of Fe-C-Cr-Mo quaternary alloy system

Liquidus temperature (°C) 1532-7800 ⋅C-261 ⋅Cr-325 ⋅Mo

Carbon solute partition coefficient 0.34
Chromium solute partition coefficient 0.76
Molybdenum solute partition coefficient 0.56
Carbon solute diffusion coefficient in liquid (m2 ⋅ s−1) 2 × 10−8

Chromium solute diffusion coefficient in liquid (m2 ⋅ s−1) 2 × 10−8

Molybdenum solute diffusion coefficient in liquid (m2 ⋅ s−1) 2 × 10−8

Carbon solute expansion coefficient (wt%−1) 1.10 × 10−2

Chromium solute expansion coefficient (wt%−1) 3.97 × 10−3

Molybdenum solute expansion coefficient (wt%−1) −1.92 × 10−3

Table 6 Steel ingot system interfacial heat transfer coefficients (W ⋅m−2 ⋅K−1) [12]

Ingot Mold Sleeve Powder Air

Ingot – 1500 2 400 5
Mold 1500 – 1000 1000 140
Sleeve 2 1000 – 1000 10
Powder 400 1000 1000 – 10
Air 5 140 10 10 –

Fig. 2 a Predicted carbon concentration, b predicted chromium concentration, and c predicted
molybdenum concentration
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solidification stage of the steel ingot. Section A and Section C, with the height of
630 and 4600 mm, were chosen to represent two typical serious segregation zones
in the ingot, i.e. the negative segregation zone due to the sedimentation of
solute-lean solid grains and the positive segregation zone formed by solute-rich
melt at late stages. Section B, located at the height of 2400 mm over the bottom,
represents the concerned ingot body zone. We can see that current predictions are
generally in agreement with the measurements. However, for all the three species,
some discrepancies arise in the positive segregation zone at the distance to the
bottom higher than 3.8 m as shown in Fig. 3. Several factors may contribute to this.
Firstly, we have assumed the ingot filling process is instant in the simulation,
neglecting the actual multi-pouring process. This simplification ignores the initial
non-uniform solute distribution after filling. Secondly, current simulation considers
only four components; other components, however, may have a great impact on the
solute convection during later stages of solidification [13].
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Conclusions

A multicomponent-multiphase model has been applied to investigate the
macrosegregation formation in a 535t steel ingot in three dimensions. Typical
macrosegregation patterns are reproduced by predictions for carbon, chromium and
molybdenum. Moreover, quantitative comparisons between predictions and mea-
surements of the solute concentrations have been made. The results exhibit good
agreement except for some discrepancies in the positive segregation zone at the top
of the ingot. It is assumed the simplification of the multi-pouring process and
ignorance of other components than the Fe-C-Cr-Mo quaternary alloy system may
be the main factors.

Acknowledgements This work was financially supported by the NSFC-Liaoning Joint Fund
(U1508215) and the project to strengthen industrial development at the grass-roots level of MIIT
China (TC160A310/21).

References

1. E.J. Pickering, Macrosegregation in steel ingots: the applicability of modelling and
characterisation techniques. ISIJ Int. 53(6), 935–949 (2013)

2. C. Beckermann, Modelling of macrosegregation: applications and future needs. Int. Mater.
Rev. 47(5), 243–261 (2002)

3. M.C. Flemings, G.E. Nereo, Macrosegregation: part I. Trans. Metall. Soc. AIME 239(9),
1449–1461 (1967)

4. J. Ni, C. Beckermann, A volume-averaged two-phase model for transport phenomena during
solidification. Metall. Trans. B 22(3), 349–361 (1991)

5. M. Wu, A. Ludwig, A three-phase model for mixed columnar-equiaxed solidification.
Metallur. Mater. Trans. A 37(5), 1613–1631 (2006)

6. I. Vannier, H. Combeau, G. Lesoult, Numerical model for prediction of the final segregation
pattern of bearing steel ingots. Mater. Sci. Eng. A 173(1–2), 317–321 (1993)

7. D.R. Liu et al., Numerical simulation of macrosegregation in large multiconcentration poured
steel ingot. Int. J. Cast Met. Res. 23(6), 354–363 (2010)

8. W.T. Tu et al., Three-dimensional simulation of macrosegregation in a 36-ton steel ingot
using a multicomponent multiphase model. JOM 68(12), 3116–3125 (2016)

9. W.S. Li, H.F. Shen, B.C. Liu, Numerical simulation of macrosegregation in steel ingots using
a two-phase model. Int. J. Miner., Metallur. Mater. 19(9), 787–794 (2012)

10. H. Combeau et al., Prediction of macrosegregation in steel ingots: influence of the motion and
the morphology of equiaxed grains. Metallur. Mater. Trans. B 40(3), 289–304 (2009)

11. L. Thuinet, H. Combeau, Prediction of macrosegregation during the solidification involving a
peritectic transformation for multicomponent steels. J. Mater. Sci. 39(24), 7213–7219 (2003)

12. W.S. Li, Numerical simulation of macrosegregation in large steel ingots based on two-phase
model. Ph.D. thesis, Tsinghua University, 2012, pp. 59–103

13. M.C. Schneider, C. Beckermann, Formation of macrosegregation by multicomponent
thermosolutal convection during the solidification of steel. Metallur. Mater. Trans. A 9(26),
2373–2388 (1995)

Numerical Simulation of Macrosegregation in a 535 Tons … 201



Validation of CAFE Model
with Experimental Macroscopic Grain
Structures in a 36-Ton Steel Ingot

Jing’an Yang, Zhenhu Duan, Houfa Shen and Baicheng Liu

Abstract In order to recognize macroscopic grain structures evolution within large
heavy casting, a 36-ton steel ingot has been experimentally investigated. Thirteen
thermocouples have been used to record temperature variations during solidification
of the ingot to ensure a reliable simulation of temperature field. Half of the ingot tail
in the longitudinal section has been etched to obtain as-cast macrostructure. Fine
equiaxed grains are found in the ingot tail periphery, then slender columnar grains
next to them, finally widely spread coarse equiaxed grains in the ingot tail center.
Then, simulation of macroscopic grain structure is processed by a three dimensional
Cellular Automaton Finite Element (CAFE) module of ProCAST software. The
nucleation algorithm is based on an instantaneous nucleation model considering a
Gaussian distribution of nucleation sites proposed by Rappaz. The growth algo-
rithm is based on the growth of an octahedron bounded by (111) faces and the
growth kinetics law is given by the model of Kurz et al. The microscopic CA and
macroscopic FE calculation are coupled where the temperature of each cell is
simply interpolated from the temperature of the FE nodes using a unique solidifi-
cation path at the macroscopic scale. Simulation parameters of CAFE about
Gaussian nucleation and growth kinetics have been adjusted so that the macro-
scopic grain structures correlate with the as-cast macrostructure experiment.
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Introduction

Ingots usually require a second procedure of shaping, such as cold/hot working,
cutting, or milling to produce a useful final product. As-cast macroscopic grain
structures have a great effect on the subsequent processing. Many studies [1–4]
have been made on as-cast grain structures evolution by changing cooling condi-
tions or altering the melt composition. Nuri et al. [5] reported on the solidification
grain structures of steels added with rare-earth metals, finding that the growth
direction of dendrite arm is less oriented, primary dendritic arm spacing is narrower
and primary dendrite arm length is shorter. Tyurin et al. [6] studied the macroscopic
grain structures of long cylindrical ingots, finding that horizontal crystallization
basically consists of a trans-crystallization accompanied by certain smaller
elements.

On the other hand, many efforts [7–11] have been made on the modelling and
simulation of grain structures evolution. In 1990s, Rappaz and Gandin [12, 13]
proposed a 2D Cellular Automaton (CA) technique for the simulation of dendritic
grain formation during solidification. The CA model takes into account the
heterogeneous nucleation, the growth kinetics and the preferential growth directions
of the dendrites. This CA algorithm, which applies to non-uniform temperature
situations, is fully coupled to an enthalpy-based Finite Element (FE) heat flow
calculation. Despite the new insight brought by the 2D CAFE model into the
modeling of solidification structures, a 3D CAFE model had been developed in
order to quantitatively predict real as-cast structures. Gandin et al. [14] presented a
3D CAFE model for the prediction of dendritic grain structures formed during
solidification. The microscopic CA and macroscopic FE calculation are coupled and
special dynamic allocation techniques have been designed in order to minimize the
computation costs and memory size associated with a very large number of cells.
The 3D CAFE algorithm was further programmed into CALCOSOFT software, and
then incorporated into ProCAST software, which has been a convenient tool for
researchers.

In this paper, the CAFE module in ProCAST was used to investigate the
macroscopic grain structures of a 36-ton steel ingot. The simulated results were
compared with the etched samples. Besides, the temperature variations considering
air gap formation contrasted with temperature measurements had been discussed.

Experimental Process

A 36-ton steel ingot was cast in CITIC Heavy Industries Co., Ltd., P.R. China. The
ingot is a big top and small bottom octagonal 45# ordinary carbon steel ingot with
3434 mm in height and 1500 mm in mean diameter. The riser is 1700 mm in
height, embedded with a layer of 140 mm thick refractory bricks. Molten steel was
poured from the mold bottom and about 50 kg exothermic powder and thermal
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insulating agent were used to protect pouring molten steel. Most thermal insulating
agent was divided into several bags and hung in the mold centerline, finally forming
a layer of about 200 mm anti-piping compound on the melt top. The geometry
characteristic of ingot and mold system is shown in Fig. 1a and the steel melt
composition is listed in Table 1.

The pouring temperature was 1560 °C, the pouring time was 35 min and the
stripping time was 10 h. Thirteen thermocouples were arranged to monitor the
temperature variations as shown in Fig. 1b. They were divided into A, B, C three
groups. Thermocouples of A group (A1–A5) were immersed into the melt and the
ones of B group (B1–B4) were at the very inner face of the mold or insulating tiles.
For the nine thermocouples of A and B groups required long-term contact with the
molten steel, S-type thermocouples of good high temperature stability were used.
Thermocouples of C group were K-type and located within the mold or insulating
tiles. A5 was inserted into the melt vertically in the ingot centerline under the
anti-piping compound within the depth of 200 mm. The other twelve thermocou-
ples were horizontally located at four different heights (800, 1600, 2600 and
3000 mm) over the mold bottom, in which the thermocouples of B group were
along the ingot interface with mold or insulating tiles and the ones of A and C
groups were 30 mm away from the interface respectively as illustrated in Fig. 1b.
All the thermocouples had been carefully calibrated before experiment and the data
was recorded by a 24 channel paperless recorder at the frequency of 1 Hz.

After stripping out, the ingot was sectioned by flame cutting parallel to the
central longitudinal plane. Then, a center plate of about 600 mm thickness was
fetched out and sent to the heat treatment plant for stress relief annealing, holding
for 24 h at 500 °C. Subsequently, a part of the plate containing ingot tail was sliced
down and further thinned to about 30 mm by milling machine to remove heat

Fig. 1 a Geometry characteristic of ingot and mold system, b schematic of thirteen temperature
measurement positions
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affected zone. Considering the symmetry, half of the thinned plate was etched to
obtain as-cast macroscopic grain structure. Due to the limitation of the pickling
tank, it was divided into two pieces. Additionally, the surfaces roughness of them
prepared for etching were made under Ra 3.2 by grinding machine. Hot acid
etching standard of GB226-1991 (Etch test for macrostructure and defect of steels)
was carried out in the experimental study on macroscopic grain structure of the 45#

steel ingot.

Experimental Results

Temperature Variations

Temperature variations of the thirteen measurement positions are shown in Fig. 2.
Figure 2a displays temperature variations along the ingot lateral surface recorded
by the thermocouples A1–3, which is close to the inner wall of the mold. A failure
of recording is noticed for A3 after two hours. The thermocouples A1–3 were
horizontally fixed and probed into the ingot body. During the ingot solidification,
they bear forces continuously from three aspects, such as horizontal pulling force
toward ingot center due to the ingot solidification shrinkage, horizontal pushing
force outward ingot center due to thermal expansion of the mold and vertical shear
force due to contraction of the ingot in vertical direction. Additionally, they are
under long-term high temperature state. Therefore, the thermocouples A1–3 have
great risk in being distorted along the ingot lateral surface and A3 is the most
distorted one, failing to record the temperature variation at that position after
enough distortion.

It can be seen from the partial enlarged view in Fig. 2a that the temperature
records of A1, A2 and A3 increase sharply to their maximum values one by one and
then decrease with time. As a consequence of the different heights for A1–3, their
maximum temperature has been up to 1323 °C, 1439 °C and 1390 °C respectively.
Moreover, the temperature decreasing rate of A2 is lower than that of A1 and A3.
At the initial stage of ingot solidification, the gap width due to ingot solidification
shrinkage and mold expansion at A2 position is larger than that at A1 position,
which lead to greater thermal resistance. When the molten steel rise to A3 position,
it has been cooled to a certain extent. So the maximum temperature of A3 is 49 °C
lower than that of A2. Owing to the release of latent heat, there are some tem-
perature rise in the ingot cooling process.

Table 1 Composition of steel ingot

Elements C Si Mn S P Ni Mo Fe

(Wt Pct) 0.51 0.26 0.65 0.006 0.017 0.08 0.016 Bal.

206 J. Yang et al.



Figure 2b displays temperature variations at the very inner face of the mold
recorded by the thermocouples B1–3. They show similar trends as the records of
A1–3, including rapid rise at the initial stage, highest maximum temperature
sequence and temperature rise due to the release of latent heat. As depicted in the
partial enlarged view in Fig. 2b, there is a small fluctuation of B1 recorded at the
initial stage. The possible reason is that the solidified shell formed at the early stage
of ingot solidification has not built up enough strength, resulting in the instability of
air gap. In addition, large amount of latent heat from the ingot riser makes the
temperature rise of B3 more obvious than those of B1 and B2.

Figure 2c displays temperature variations within the mold 30 mm away from the
mold inner face recorded by the thermocouples C1–3. They are in general
increasing trends corresponding with the heating of mold during the ingot filling.
Additionally, the higher position of the thermocouples is, the higher maximum
temperature it can reach.

Figure 2d displays temperature variations at the riser part of ingot and mold
system recorded by the thermocouples A4, B4, C4 and A5. Due to good insulation
capacity of the insulation tiles, the temperature of A4, which probes into the melt

Fig. 2 Temperature variations of the thirteen measurements. a A1–3 along the ingot lateral
surface, b B1–3 at the very inner face of the mold, c C1–3 within the mold 30 mm away from the
mold inner face, d A4, B4, C4 and A5 at the riser part of ingot and mold system
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for 30 mm, increases sharply to a maximum value of 1433 °C and decreases at a
very low speed. The similar trend is found in the temperature of B4, which is at the
very inner face of insulation tiles. The temperature curve trend of C4 is much like
that of C1–3, but it reaches a much higher maximum value. As for temperature
variation of A5 in the ingot hot top, it increases sharply to 1488 °C and decreases at
a very low speed as A4.

Macroscopic Grain Structures

Figure 3 shows macroscopic grain structures of the 45# steel ingot tail according to
hot acid etching standard of GB226-1991. The two digital photos were stitched
together as shown in Fig. 3a. Columnar-equiaxed transition (CET) positions are
depicted by a solid curve at the longitudinal section shown in Fig. 3a. It can be seen
that columnar grains growth directions are parallel to the heat extraction directions.

Figure 3b is a detailed view of the dotted box indicated in Fig. 3a, which is a
horizontal bar from the ingot tail. As shown in Fig. 3b, fine equiaxed grains (b1) are
found in the ingot periphery, then slender columnar grains (b2) next to them, finally
widely spread coarse equiaxed grains (b3) in the ingot center.

Fig. 3 a Macroscopic grain structures of the ingot tail. b Detailed view of the dotted box
indicated in (a)
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Numerical Simulation

A 3D FEM mesh including the ingot and mold system (Fig. 1a) with 2,414,710
elements was generated for the numerical simulation based on ProCAST software.
The temperature, stress, flow and CAFE module had been used. Besides, the
thermophysical properties, thermo-mechanical properties and KGT parameters were
calculated by the ProCAST database based on the chemical composition of 45#

steel ingot. Since coupling calculation of flow and stress is difficult to converge, the
bottom pouring process was first calculated with temperature and flow. When the
filling was completed, temperature field information was extracted to the second
case and thermo-mechanical coupling calculation with proper boundary conditions
was built to continue the calculation until complete solidification of the ingot.
Finally, CAFE module was called base on the second temperature field to simulate
as-cast macroscopic grain structures.

Temperature variations of four positions were chosen to evaluate temperature
field simulation as shown in Fig. 4. As in the thermo-mechanical calculation filling
time was skipped, the curves trends of experiment and simulation at initial stage did
not agree very well. However, they shared similar trends at the later stage. In the
numerical simulation results, the temperature at the very inner face of mold went
lower than the experimental one, while the temperature in the mold went higher.
This may be caused by underestimate of gap width, leading to quicker heat
extraction of the ingot.

Fig. 4 Temperature
variations comparison of
experiment and simulation at
the position of A2, B2, C2
and A5
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Gap Width Modeling

During thermo-mechanical calculation, the gap model assumes that heat conduction
through the air gap is progressively replacing the heat transfer coefficient due to the
contact. When there is a contact, the heat transfer coefficient is increased as a
function of the pressure,

h= h0 ⋅ 1+
P
A

� �
ð1Þ

where h is the adjusted heat transfer coefficient, h0 is the initial value of the heat
transfer coefficient, P is the contact pressure and A is an empirical constant to
account for contact pressure. When the gap is formed, the heat transfer coefficient is
defined as

h=
1

1 ̸h0 +Rgap
with Rgap =

1
k ̸gap+ hrad

ð2Þ

where Rgap is thermal resistance of air gap, k is conductivity of air, gap is air gap
width and hrad is radiative equivalent heat transfer coefficient.

Figure 5 shows simulation results of gap width along the ingot lateral surface at
the position of H1–4. The position of H1–4 is in accordance with that of A1–4. As
can be seen from the partial enlarged view in Fig. 5, the gap width of H2 position is
larger than that of H1 position at initial stage. Besides, the gap width of H3 position
is the largest among that of the four positions at initial stage. It just explains why
temperature of A2 and A3 positions can reach higher maximum value than that of
A1 position and the maximum temperature rise was found at B3 position. H4
position is at the interface of ingot riser and insulating tiles. Owing to the long-term

Fig. 5 Gap width simulation
along the ingot lateral surface
at the position of H1–4
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high temperature state of ingot riser and low ductility of insulating tiles, the gap
width of H4 has been the smallest one.

CAFE Results

The nucleation algorithm is based on an instantaneous nucleation model consid-
ering a Gaussian distribution of nucleation sites proposed by Rappaz [12]. It is

dn
d ΔTð Þ =

nmaxffiffiffiffiffi
2π

p
ΔTσ

exp −
1
2

ΔT −ΔTμ
ΔTσ

� �2
" #

ð3Þ

where ΔTμ is the mean undercooling, ΔTσ is the undercooling standard deviation of
the Gaussian distribution, nmax is the maximum nucleation sites in unit volume. The
total density of grains n at a given undercooling is the integral of the distribution as
Eq. (4).

n ΔTð Þ=
Z ΔT

0

dn
d ΔT ′ð Þd ΔT ′

� � ð4Þ

As the most of equiaxed grains in the ingot periphery is under 1 mm, so the
maximum nucleation site is taken as 109–1010 m−3. And the undercooling standard
deviation is taken as 1 K, for the large difference of fine equiaxed grains, slender
column grains and coarse equiaxed grains.

Besides, the growth algorithm is based on the growth of an octahedron bounded
by (111) faces and the growth kinetics law is given by the model of Kurz et al. [13].
A cubic fit polynomial is used for the growth rate of the dendrite tips, it is

vðΔTÞ= a2ΔT2 + a3ΔT3 ð5Þ

where v is the growth rate, a2 and a3 are constants relating to the phase diagram of
alloys and the diffusion coefficient of the alloy elements. The two parameters can be
calculated by CompuTherm database of ProCAST and the values are
2.2776 × 10−7 ms−1 k−2 and 4.9501 × 10−8 ms−1 k−3 respectively.

For simplicity, volume and surface nucleation are assumed taking the same value
of Gaussian distribution parameters. Subsequently, the three parameters of Gaus-
sian distribution, i.e. the mean undercooling, ΔTμ, the undercooling standard
deviation, ΔTσ, and the maximum nucleation sites in unit volume, nmax, are tried by
various combinations aiming at reasonable CET positions similar to the experi-
mental results. Table 2 lists seven groups of parameters for the simulation.

The microscopic CA and macroscopic FE calculation are coupled where the
temperature of each cell is simply interpolated from the temperature of the FE nodes
using a unique solidification path at the macroscopic scale. The simulation results of
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the seven groups of parameters are exhibited in Fig. 6b–h. And Fig. 6a demon-
strates CET positions in the ingot tail by a solid curve for comparison. Figure 6b–d
correspond with group 1–3 in Table 2, where ΔTσ and nmax are fixed and the mean
undercooling, ΔTμ, changes from 8 to 10. It can be seen that the greater the mean
undercooling, the thicker the columnar grains zone. Figure 6e and f correspond
with group 4 and 5 in Table 2, where the undercooling standard deviation, ΔTσ,

Table 2 Surface and volume
nucleation parameters

Surface nucleation Volume nucleation
ΔTμ ΔTσ nmax ΔTμ ΔTσ nmax

1 8 1 7.8 × 1010 8 1 7.8 × 1010

2 9 1 7.8 × 1010 9 1 7.8 × 1010

3 10 1 7.8 × 1010 10 1 7.8 × 1010

4 9 0.1 7.8 × 1010 9 0.1 7.8 × 1010

5 9 10 7.8 × 1010 9 10 7.8 × 1010

6 9 1 7.8 × 109 9 1 7.8 × 109

7 9 1 7.8 × 1011 9 1 7.8 × 1011

Fig. 6 a CET positions in the ingot tail, (b–h) the simulation results of the seven groups of
parameters in Table 2
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changes. In the Gaussian distribution, 99.7% of the data is distributed within 3
standard deviations. Therefore, the smaller the standard deviation is, the more
nuclei form around mean undercooling. Correspondingly, the less nuclei form far
from mean undercooling and grow into bigger grains as shown in Fig. 6e. When the
standard deviation is large enough, nuclei will be distributed very evenly and grow
into grains of similar size as almost all equiaxed grains displayed in Fig. 6f. Fig-
ure 6g and h correspond with group 6 and 7 in Table 2, where the maximum
nucleation sites in unit volume, nmax, changes. It can be seen that this parameter is
not so sensitive to the final results as the other two. There is a slight trend that the
greater the maximum nucleation sites, the smaller the grains and the thinner the
columnar grains zone. Compared with experimental results, parameters of group 2
in Table 2 are most reasonable in predicting CET positions.

Figure 7 shows the CAFE results of the ingot longitudinal section by the
parameters of group 2 in Table 2 compared with etched macroscopic grain struc-
tures of the ingot tail. It well reproduces CET positions as indicated by a solid curve
in Fig. 7b. However, the predicted columnar grains are greater in width compared
to the slender columnar grains in experiment and fine equiaxed grains in the ingot
periphery are not so conspicuous in the simulation results.

Fig. 7 CAFE results of the ingot longitudinal section. a Etched macroscopic grain structures,
b CAFE results
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Conclusions

A 36-ton steel ingot has been cast and sliced to study the as-cast macroscopic grain
structures. Twelve horizontal thermocouples at four different heights had clearly
recorded the temperature variations near the ingot and mold or insulation tiles
interface. The last thermocouples was vertically immersed into melt and recorded
the riser center temperature variation. This is a recommendable experimental
technique in continuous temperature measurement during ingot solidification for
engineering practice in developing useful ICME tools.

The behavior of temperature variations near the ingot and mold or insulation tiles
interface can be explained by air gap formation as the thermo-mechanical calcu-
lation shows. At the initial stage of ingot solidification, the higher position at the
ingot and mold interface, the larger the air gap.

The ingot as-cast macroscopic grain structures are mainly consisted of fine
equiaxed grains, slender columnar grains and coarse equiaxed grains from surface
to core. CET positions is clear and distinguishable. CET prediction of the CAFE
result is in good agreement with the experiment. Besides, the CAFE module of
ProCAST has been a convenience tool in prediction of macroscopic grain struc-
tures. It can be integrated into more powerful ICME tools for improving manu-
facturing process after more efforts should be done to acquire higher accuracy.

Acknowledgements This work was financially supported by the NSFC-Liaoning Joint Fund
(U1508215) and the project to strengthen industrial development at the grass-roots level of MIIT
China (TC160A310/21).
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Analysis of Localized Plastic Strain
in Heterogeneous Cast Iron
Microstructures Using 3D Finite Element
Simulations

Kent Salomonsson and Jakob Olofsson

Abstract The design and production of light structures in cast iron with high static
and fatigue performance is of major interest in e.g. the automotive area. Since the
casting process inevitably leads to heterogeneous solidification conditions and
variations in microstructural features and material properties, the effects on multiple
scale levels needs to be considered in the determination of the local fatigue per-
formance. In the current work, microstructural features of different cast irons are
captured by use of micro X-ray tomography, and 3D finite element models gen-
erated. The details of the 3D microstructure differ from the commonly used 2D
representations in that the actual geometry is captured and that there is not a need to
compensate for 3D-effects. The first objective with the present study is to try and
highlight certain aspects at the micro scale that might be the underlying cause of
fatigue crack initiation, and ultimately crack propagation, under fatigue loading for
cast iron alloys. The second objective is to incorporate the gained knowledge about
the microstructural behavior into multi-scale simulations at a structural length scale,
including the local damage level obtained in the heterogeneous structure subjected
to fatigue load.

Keywords Cast iron ⋅ Microstructure ⋅ X-ray tomography ⋅ Characterization

Introduction

The ever-increasing demands for lower emissions in the automotive industry
require lighter components to be manufactured. Materials such as polymeric
materials, aluminum and magnesium alloys have increased in use. However, there
is a strong connection with lowered density and lowered strength. Thus, attention
has also been turned towards the use of optimizing stronger materials topologically
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to reduce weight. In this context, cast iron has been, and still is, beneficial to use
when constructing components for the automotive industry since its manufactura-
bility has several strong benefits such as e.g. high machinability, high heat resis-
tance, good wear resistance. Different cast iron alloys have different benefits. For
example, ductile iron or spherical graphite iron (SGI) has high strength and low
thermal conductivity, whereas grey iron or lamellar graphite iron (LGI) has high
thermal conductivity and lower strength. Compacted graphite (CGI) is thus of
interest for components where e.g. both strength and thermal conductivity is sought
after, e.g. engine blocks.

Determination of the mechanical properties for different cast iron alloys has
gained interest over the past decade and specifically locally varying mechanical
properties that result from e.g. the geometrical features of the component, chemical
composition, cooling rates etc. [1]. Locally varying mechanical properties is tra-
ditionally not taken into account when performing strength analyses for e.g.
automotive components [2]. It was shown by [3] that there are considerable dif-
ferences when analyzing a component using isotropic homogenous properties
compared to the use of locally varying material properties. The difference can be as
high as 90 MPa locally [3]. The microstructures for SGI, LGI and CGI contain
complex combinations of different phases such as e.g. graphite morphology, frac-
tions of ferrite and/or pearlite which govern the mechanical performance of the
material [1]. Thus, depending on the geometry of the component these parameters
will change and as a result, the mechanical performance will change locally [3].

In the field of shape analysis, it is common practice to specify one global
measure of the graphite particle and one concerning the morphology to determine
different microstructural features [4]. Several parameters have been defined over the
years that serve the purpose of defining particular properties specifically for com-
pacted and lamellar graphite inclusions [5]. Several methods have been developed
that propose to characterize microstructures, see e.g. [6–8]. The proposed methods
use two-dimensional images in the characterization framework. The images provide
a nodule count which is converted to the three-dimensional nodule count by
determination of the area fraction of graphite and an assumption of average graphite
diameter to yield the volume count. The assumption is that all the graphite nodules
are of equal size and perfectly spherical for e.g. SGI. In the work by [9], they
refined the expression and used a parametrized model to account for different sized
and shaped nodules. The characterization of different cast iron alloys is frequently
determined by the value of nodularity where values range between 65 and 90% for
SGI and lower values correspond to CGI (10–25% nodularity) and LGI (0–5%
nodularity), respectively.

Nevertheless, it has been shown that it is not the grade % of graphite that
determines the shift in ultimate tensile strength (UTS) observed for different SGI
alloys, but the grade % of pearlite and ferrite [10]. Interestingly, [10] showed that an
increase in nodularity increases the UTS for SGI, whereas an increase of vermic-
ularity decreases the UTS for CGI. It has been observed in e.g. [11] for SGI that
underlying cause of this effect is due to the shape of graphite inclusions. In
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particular, high local strains are observed experimentally in [11] by use of digital
image correlation.

In the present paper, we analyze SGI, LGI and CGI microstructures by use of
three-dimensional finite element models to try and highlight particular shapes and
distances that localize plastic strain well below homogenized levels of strain at the
structural scale. The three-dimensional numerical models modeled as representative
volume elements with virtually the same size, i.e. 0.7 × 0.7 × 0.7 mm. The paper is
organized as follows. Firstly, we elaborate on the generation of the three-dimensional
finite element models. Secondly, we characterize the microstructures by use of
characterization parameters for two-dimensional approaches. The numerical models
are presented next and the paper is finalized by the results and concluding remarks.

Generation of Microstructures

By use of micro X-ray tomography, it is possible to produce two-dimensional slices
of a specimen. The size of the specimen is generally determined by the sought-after
resolution one is aiming for. In the present work, the aim was to distinguish dif-
ferent phase morphologies. Pictures of different microstructures are depicted in
Fig. 1.

In order to distinguish between different phases in the microstructure it is sug-
gested that an image analysis is performed prior to segmentation of the images.
Figure 2 illustrates an example for a SGI microstructure where the original
micrograph is seen together with its corresponding probability density which is
generated by use of the Fiji/ImageJ plugin Weka segmentation. The extent of the
ferrite phase surrounding the graphite is clearly visible by observing Fig. 2.

The resolution in which one can determine the extent of different phases is
related to the bit-depth as well. For the case of 8-bit pictures, the image intensity
limited to values between 0 and 255, whereas for the 16-bit depth images between
0 and 4095. Thus, details in intensity shift can be captured more easily for the 16-bit
images.

Fig. 1 Pictures taken from the X-ray tomograph. Left SGI, center CGI and right LGI
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Once the images have been pre-analyzed using image analysis software, each
image is segmented to establish the extent of each microstructural phase. The
segmented images are then interpolated to yield a three-dimensional representation
of the microstructure, see Fig. 3 and e.g. [12] for a fairly recent study on
three-dimensional analysis using micro μCT to analyze SGI.

Fig. 2 Example of a SGI microstructure (left), probability density of intensity (right)

Fig. 3 Three-dimensional
representation of the
interpolated segmented
images
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Numerical Model

The size of the representative volumes that were selected for SGI and LGI in the
present study are about 0.7 × 0.7 × 0.7 mm3, whereas a cylinder is used for the
CGI, see Fig. 4.

The numerical models contain different number of finite elements due phase
morphology. Specifically, for the SGI microstructure it was essential to resolve the
ferrite phase boundary surrounding the graphite inclusions. Thus, the number of
elements used for SGI is approximately 5 million linear tetrahedral elements. The
cylinder representing the CGI microstructure contains approximately 2.5 million
linear tetrahedral elements and the final microstructure, LGI, contains approxi-
mately 4 million linear tetrahedral elements. For simplicity, the interfaces con-
necting different phases share nodes.

It should be noted that the carbide inclusions were considered virtually rigid in
comparison to the surrounding phase pearlite and we, thus, chose to model carbide
as elastic and homogenous with an artificially stiff Young’s modulus of 300 GPa.
The graphite was considered to be elastic and homogenous and since the Young’s
modulus for graphite varies significantly in literature, we chose to use 25 GPa. The
ferrite and pearlite phases were modeled as elasto-plastic materials using a rate
in-dependent Johnson-Cook material model. The material properties for the dif-
ferent phases and the different microstructures are presented in Table 1.

In order to analyze and load the microstructures, a displacement field is extracted
from a structural analysis of an engine block mount for simplicity and to yield

Fig. 4 Three-dimensional representations of SGI (left), CGI (center) and LGI (right)

Table 1 Material parameters
used in the simulations.
Young’s modulus and
Johnson-Cook parameters

E [GPa] A [MPa] B [MPa] n [−]
Graphite 25
Ferrite [13] 197 175 571 0.35
Pearlite [13] 206 750 593 0.33
Carbide 300
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“actual” loading. The selected volume, from which the displacement field is
extracted, can be seen in Fig. 5. This is also a region which was strained the most in
the structural simulation.

The loading of the microstructures was in form of a controlled displacement
vector, u≈ 5.2, − 3.5, 6.9ð Þ μm, of the top surface (positive z-direction according to
Fig. 6) and the bottom surface is clamped. It should be noted that all the mi-
crostructures were loaded by the same displacement vector on the top surface
(Fig. 6).

Fig. 5 Strained engine block mount with the selected region of interest

Fig. 6 Example of the SGI
3D microstructure with local
coordinate system
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Results

The intention of the present study is to highlight differences between different
microstructures and compare the effective localized plastic strain development.
Figure 7 shows the effective plastic strain for the three microstructures as a result of
the controlled displacement vector. Clearly, the strains for the CGI microstructure
are not directly comparable due to a the difference in the shape of the representative
volume. Nevertheless, the SGI and the LGI microstructures are comparable and it
can be observed that the SGI microstructure displays localized plastic strains which
are not seen for the LGI microstructure. The ferrite phase surrounding the graphite
nodules have a lower yield stress than the pearlite and the graphite inclusions act
similar to voids. Thus, stress concentrations are expected around all graphite
nodules that are loaded, which leads to the increased plastic strain primarily in the
ferrite phase. For the LGI microstructure, the graphite inclusions are in form of
large connected flakes which instead act as dampers that reduce the stress con-
centration. This effect can also be observed for the CGI with its vermicular graphite
inclusions. Spherical inclusions are also present in CGI which will result in similar
stress states as those observed for SGI.

Considering ultimate tensile stress levels, SGI will generally have the highest
value followed by CGI and then LGI [14]. This is directly related to the localization
of stress concentrators such as graphite inclusions and their shapes, respectively, see
e.g. [15, 16]. Notice also that three-dimensional effects such as e.g. graphite nod-
ules, will increase the strain locally, point A for SGI in Fig. 7, which is not possible
to predict in a two-dimensional analysis of the corresponding microstructure,
see Fig. 8.

Fig. 7 Contour plots of a center cross section showing the equivalent plastic strain for the loaded
microstructures; from left to right, SGI, CGI and LGI, respectively
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Conclusions

In the present paper, three-dimensional finite element models have been developed
in order to better understand the effects of graphite inclusion morphology under
similar loading conditions. The localization of plastic strain has been proven to be
more pronounced for SGI than for the other two microstructures, CGI, and LGI. It
has also been concluded that numerical analysis in two dimensions are not sufficient
when analyzing actual microstructural features, which is common observed in lit-
erature. The effects originating from the three-dimensional representation of the
microstructure is most likely the cause of mismatch between e.g. micro digital
image correlation (μDIC) and finite element simulations trying to predict strain
fields locally [11].

Acknowledgements The authors would like to acknowledge Professor Ragnvald Mathiesen for
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An Integrated Solidification and Heat
Treatment Model for Predicting
Mechanical Properties of Cast Aluminum
Alloy Component

Chang Kai Wu and Salem Mosbah

Abstract In this work, a newly developed modeling tool is presented which
computes the local mechanical properties of cast and precipitation hardening heat
treated aluminum alloy component. The integrated model simulates both casting
and heat treating processes, and it computes the local hardness, yield strength and
ultimate tensile strength, that developed in the casting during each step. Both alloy
solidification and precipitation hardening heat treatment steps are simulated. The
solidification model takes into account grains nucleation and the mushy zone front
undercooling to predict the growth of the dendritic and eutectic microstructures.
The predicted secondary dendrite arm spacing (SDAS) map is used to calculate the
local strengths in the subsequent heat treatment steps. The heat treating model takes
into account quenching and aging steps. The integrated model uses an extensive
database that was developed specifically for the A356 alloy under consideration.
The database includes temperature dependent mechanical, physical, and thermal
properties of the alloy.

Keywords ICME ⋅ Quench factor ⋅ Solidification ⋅ Lagrangian tracking ⋅
Grain structure

Introduction

There is a substantial increase in the market demand for aluminum casting alloys due
to their low density, high corrosion resistance and good ductility. The melt-cast
process is most often used for making complex shapes that would be difficult or
uneconomical using other methods, such as forging, extrusion and machining. For
A365 cast alloy, common casting processes include sand casting, permanent mold
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casting and investment casting, and the control of microstructure and casting
integrity during solidification is key in choosing which process to use. Numerical
simulation of solidification has improved our understanding of casting processes
significantly over the last few decades and the study of the casting process design
effect on the as cast product quality. In particular, as reported elsewhere [1],
understanding the grain structure features, such as secondary dendrite arm spacing
(SDAS) map which will determine the effectiveness of any subsequent heat treat-
ment processes, requires the modeling of the effect of the bulk flow, mushy zone and
the coupling with the grain structure [2]. A brief review of the current solidification
models capabilities can be found in [1, 2] and shows that the current available tools
can only be applied to small geometries. Indeed, despite the fact that these tools
provide an important insight of the solidification process and incorporate some
important physical phenomena, as reported in [3] for CA-FE based models, the
required computational resources would render such approaches impractical to daily
R&D use. Typically, aluminum alloy cast parts are subsequently strengthened by
precipitation hardening heat treatment. It consists of three steps: (1) solutionizing,
(2) quenching, and (3) aging. Obviously, these processing steps involve significant
thermal changes that may be different from location to location in the casting.

The objective of this research is to develop and verify an integrated model that
enables predicting the local physical and mechanical property in aluminum alloy
castings in response to both solidification and precipitation hardening heat treat-
ment. First, the solidification model used in this paper is briefly described. Fol-
lowing, the precipitation hardening heat treatment model is explained in details.
Finally, the model required input parameters are listed, and the model predictions
are compared to the experimental measurements.

Background

Solidification Model

The solidification model consists of two solvers: Finite Volume (FV) model to
solve the macroscopic equations at the macro scale and a Lagrangian based tracking
solver to compute the solidification grain structure. A brief description of the two
models is given as follows and the details can be found in references [4, 5]. The
model has been validated using the solidification benchmark developed by Bellet
et al. [6] and the reader is referred to the same reference for further details about the
benchmark. The scheme is based on a set of linear transformation/creation of a
virtual particle which tracks the dendritic tips evolution as the solidification pro-
gresses. Both the FV equations and the solidification grains envelope tracking are
implemented using the open source C++ libraries OpenFOAM.1

1OpenFOAM Foundation | OPENFOAM and OpenCFD are registered trademarks of OpenCFD
Ltd.
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Precipitation Hardening Heat Treatment Model

The heat treatment model is created based on coupling the Quench Factor Analysis
(QFA) [7, 8] and the Shercliff-Ashby aging model [9]. Coupling detail is described
in elsewhere [10]. QFA assumes that the precipitation transformation follows the
Johnson-Mehl-Avarmi-Kolmogorov (JMAK) equation [11]. For continuous trans-
formations, the isothermal holding time (t) in the JMAK equation can be replaced
by the cumulative Quench Factor (Q) [12]. Since the first QFA model published,
there are several modifications and improvements have been made over years.
Rometsch [13] suggested that the development of strength in a precipitation
hardened metallic component is proportional to the square root of the volume
fraction of precipitate, so that instead of using the Avrami exponent (n), he pro-
posed the square root should be introduced.

Materials and Database Generation

Commercial aluminum casting alloy A356 with 0.2% with TiB (5:1) grain refiner
addition was used to develop and demonstrate the procedures for obtaining the
necessary database and modeling solidification and heat treatment.

Solidification Database

The bulk chemistry is reduced to a pseudo binary mixture with a nominal 7 wt%
Silicon composition. All the solidification simulation input parameters are listed in
Table 1. In this model, a simple instantaneous nucleation law is considered which
characterizes the volume number density of grains seeds as a function of the
nucleation undercooling, ΔTn at randomly selected positions within the fluid vol-
ume and in contact with the mold boundaries. Similarly, the crystallographic ori-
entation defined by the three Euler angles is randomly generated. At the boundaries,
the nucleation undercooling is assumed to be zero, a few degree undercooling is
considered for the volume nucleation. Solidification model predicted local growth
velocity was converted to SDAS values based on Jackson-Hunt’s eutectic growth
model [14]. The available literature [15] was used as a database, and the determined
constant was 119261.8.

Heat Treatment Database

The database developed specifically for the A356 alloy includes physical properties,
mechanical properties, thermal conductivity, a quenching and aging database, and
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heat transfer coefficients for the quenching step of the precipitation strengthening
heat treatment, all as functions of temperature. Measurements were made on
samples cut from bars cast in the cast iron ASTM standard tensile bar mold [16],
and the determined SDAS at this location was roughly 25 microns. Thermal con-
ductivity was directly measured from a thermal gradient induced in the material as
per ASTM standard E1225 [17]. The time dependent quenching heat transfer
coefficients (HTCs) was measured by using the lumped parameter analysis [10].
Other required alloy properties, such as density, specific heat, etc., were obtained
from JMatPro Software.2 The required kinetic quenching and aging parameters are

Table 1 Solidification simulation parameters and physical properties used in the model [19]

Symbol Parameter description Value Units

TM Melting temperature 663.5 °K

TE Eutectic temperature 577.0 °K

M Liquidus slope −6.5 °K/wt%

k Segregation coefficient 0.13 –

wE Eutectic composition 13.31 wt%

Cp Heat capacity Cp (T) J/kg °K

L Latent heat of fusion 400844.0 J/kg

κ Thermal conductivity κ(T) W/m °K

ρ0 Reference density 2370.0 Kg m−3

T0 Reference temperature 660.2 °K

μ Dynamic viscosity 0.001 Pa s

λ2 Secondary dendrite arm spacing 250.0 μm
Tinit Initial temperature 660.2 °K

Text External temperature 25.0 °K

w0 Si nominal composition 7.0 wt%

Table 2 Heat treatment
simulation parameters used in
each model

HT Parameters Hardness model YS model UTS model

K1 −0.00501
K2 2.87E-10 6.36E-24 3.02E-10

K3 (J/mol °K) 5043 30522 3758

K4 (°K) 813

K5 (J/mol) 78143.72

σi (MPa) 114.6 46.3 143.2

σq (MPa) 463.4 80.1 247.7

Qa (J/mol) 78143.72

Pp (s/°K) 3.34E-8

Ts (°C) 330

S0 max (MPa) 1238.2 331 247.6

K 0.4496 0.4013 0.6327

2Developed and marketed by Sente Software Ltd., Surrey Technology Centre, 40 Occam Road,
GU2 7YG, United Kingdom.
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measured and calibrated based on each property, as shown in Table 2. Detail cal-
ibrating procedures are described in elsewhere [10]. Heat treated yield strength and
ultimate tensile strength are assumed to vary linearly with local SDAS, and the
available literature [18] was used to determine the slope. The heat treated dataset
was generated on cast samples with SDAS of 25 microns, thus, this value was used
as the origin. The heat treated hardness is assumed to be independent of local SDAS
variation.

Measured and Model Predicted Results

A356 alloy cast in the ASTM standard cast iron tensile bar mold was chosen to
demonstrate the model capabilities and verify the accuracy of its predictions. Few
bars were cast with a k-type thermocouple permanently inserted in it at gage length
location to measure temperature profiles during solidification and subsequent water
quenching. The computer-generated renditions of the tensile bar geometry are
shown in Fig. 1, and the thermocouple location is indicated by the circle. Only a
quarter of the tensile bar geometry is modeled due to its symmetry. Casting models
were created base on bars cast in two different mold materials, cast iron and sand,
by applying different casting HTCs on the alloy surfaces. Heat treatment models
were created based on bars solutionized at 538 °C for 12 h and then quenched in

Fig. 1 The ASTM standard tensile quarter model of different views, a and b circle indicates
thermocouple location
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80 °C water. Subsequently, two standard aging conditions, namely T6 and T7, were
simulated. T6 aging was done by holding the part at 155 °C for 4 h. T7 aging was
done by holding the part at 227 °C for 8 h. The measured values are shown in
Table 3. The boundary conditions used and predicted properties at thermocouple
location are shown in Table 4. Compared to measured values of bars cast in cast
iron mold followed by T6 treatment, predicted hardness, yield and ultimate tensile
strength are all within 5% difference. The solidification rates were calculated as an
average value between 760 and 700 °C. Screen captures from the computer sim-
ulations are shown in Figs. 2, 3, 4 and Fig. 5 for different properties, respectively.
The computer-predicted yield strength and ultimate tensile strength values vary
from location to location within the casting due to the unique local predicted SDAS
values and quenching rates at each location.

Table 3 Measured properties of tensile bar cast in a cast iron mold

Measured values Cast iron mold Standard deviation

SDAS (µm) 25 N/A
Mold temperature (°C) 462 N/A
Solidification rate (°C/s) 24.3 N/A
As cast, yield strength (MPa) 101.8 1.2
As cast, ultimate tensile strength (MPa) 169.4 8.9
As cast, hardness (HRB) 22 0.5
T6, yield strength (MPa) 282.73 2.5
T6, ultimate tensile strength (MPa) 344.27 3.6
T6, hardness (HRB) 42.58 1.5

Table 4 Boundary conditions used and model predicted values of location 1

Predicted values Cast iron mold Sand mold

Mold temperature used (°C) 462 25
HTC used (W/m2 °C) 900 150
Solidification rate (°C/s) 26.3 11.5
Growth velocity (µm/s) 287 194
SDAS (µm) 20.4 24.8
T6, yield strength (MPa) 269.4 265.7
T6, ultimate tensile strength (MPa) 342.7 336.8
T6, hardness (HRB) 44.4 44.4
T7, yield strength (MPa) 213.1 209.4
T7, ultimate tensile strength (MPa) 315.9 309.6
T7, hardness (HRB) 22.6 22.6
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Fig. 2 The predicted grain structure cross section where each gray level represents a given
orientation of A356 alloy cast in a cast iron mold b zoom out at thermocouple location and c sand
mold. The average SDAS value is different between the cast and sand mold. This is in line with the
difference notes in Table 4

Fig. 3 The model predicted growth velocity of A356 alloy cast in a cast iron mold and b sand mold
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Summary and Conclusions

An integrated solidification and precipitation hardening heat treatment model has
been developed. Casting and heat treatment CFD simulations were performed to
understand and predict the response of cast aluminum alloy component including
quenching and aging. The model calculates the quenching temperature profile using
a measured database of time dependent quenching HTCs. Two cases were con-
sidered based on cast iron mold and sand mold solidifications followed by the
standard T6 and T7 precipitation hardening heat treatments. The predicted values of
T6 heat treated bars were validated by comparing them to measurements of tem-
perature profiles, SDAS and corresponding properties made using processing
conditions identical to those used in the simulations. A good agreement with
measurements made on T6 heat-treated bars demonstrates the computational utility
of the cooling rate, grain structure, grain size and orientation, SDAS and properties
predictions, and was successfully applied to the cast iron mold cast tensile bars. The
comprehensive modeling approach presented in this paper is unique in its ability to

Fig. 4 The model predicted HRB hardness of A356 alloy a cast in cast iron mold followed by T6
treatment and b cast in sand mold followed by T7 treatment
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simulate grain structure, size and orientation at the entire casting scale, and to
capture variations in part properties by incorporating local SDAS and quenching
cooling rates.
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Linked Heat Treatment and Bending
Simulation of Aluminium Tailored Heat
Treated Profiles

Hannes Fröck, Matthias Graser, Michael Reich, Michael Lechner,
Marion Merklein and Olaf Kessler

Abstract Precipitation hardening aluminium alloys enable tailoring of mechanical
properties through the dissolution of strength-increasing precipitates during a local
short-term heat treatment. Tailor Heat Treated Profiles (THTP) are aluminium
extrusion profiles with locally different material properties, specifically optimised
for succeeding bending processes. Softened areas need to be generated next to
hardened areas to optimise the material flow during the forming process. To
determine the optimised layout of softened and hardened areas, a process chain
simulation consisting of the simulation of the short-term heat treatment and the
subsequent forming process seems purposeful. The numerical modelling of
short-term heat treatment requires a coupled computation of thermal and mechan-
ical simulation with particular focus on the evaluation of microstructure and con-
sequently on the change of mechanical properties. The dissolution and precipitation
behaviour during heating and cooling of aluminium profiles 6060 T4 is investigated
using differential scanning calorimetry. Thermo-mechanical analysis is applied for
evaluation of the mechanical properties. This behaviour should be described in a
material model with the software LS DYNA. The heat treatment simulation pro-
vides a distribution of mechanical properties along the profile, which is an
important input parameter for the following forming simulation. In order to avoid a
loss of information between the heat treatment simulation and forming simulation,
both linked simulations are performed with the software LS DYNA.
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Keywords Aluminium alloy ⋅ EN AW-6060 ⋅ Tailor heat treated profiles
(THTP) ⋅ Differential scanning calorimetry

Introduction

Lightweight structures made of precipitation hardening aluminium alloys, like the
Al-Mg-Si-alloys, are applied in various industrial areas, such as automotive or
aviation industry. This is due to the good weldability, corrosion resistance and
above all the good relationship of strength to density. The consistent use of
lightweight structures, like aluminium extrusion profiles, in the automotive industry
leads to a reduction in vehicle mass and thus to a decrease in energy consumption.
Precipitation hardening aluminium profiles provide the possibility to generate rigid
and light structures, which are required in various lightweight constructions.
However, in comparison to mild steels, the cold formability of precipitation hard-
ening aluminium alloys in their higher strength states is low, and causing unac-
ceptable cross-sectional deformations during the bending process of small radii.
Thus, complex parts are hardly producible at low temperatures.

To improve the cold formability of aluminium sheet components, the local
short-term heat treatment has been established in recent years, to achieve a local
softening of thematerial due to a dissolution of precipitations. To optimise thematerial
flow during the forming process, softened areas need to be generated next to hardened
areas. The so called Tailor Heat Treated Blanks (THTB) are of interest for example in
the automotive industry [1]. Hence, the experiences made with the sheet metal
materials can be transferred to THTP. To determine the optimised layout of softened
and hardened areas, a process chain simulation consisting of the simulation of
the short-term heat treatment and the subsequent forming process seems purposeful.

The simulation of the short-term heat treatment provides a distribution of
mechanical properties and residual stresses along the profile, which are determining
input parameters for the subsequent forming simulation. The material modelling of
the aluminium alloy during short-term heat treatment poses a major challenge for
the simulation chain. The mechanical properties during the heat treatment depend
on a number of influencing factors. Due to the dissolution of strength-increasing
precipitates, the mechanical properties of the heating step differ from these of the
cooling step. Furthermore, the dissolution of the precipitates depends on the
maximum temperature during the heat treatment, which results in different
mechanical properties in dependence of the achieved maximum temperature.
A further factor of influence is the actual temperature during the heat treatment.
These dependencies should be depicted in a material model.

In order to provide a reliable data base, the dissolution and precipitation beha-
viour during heating of the aluminium alloy EN AW–6060 T4 is investigated in a
wide dynamic range of heating rates, using the differential scanning calorimetry
(DSC). While different short-term heat treatments, tensile tests were carried out
during the heating and cooling, as well as on different actual temperatures and
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maximum temperatures, to map the course of the mechanical properties during
various short-term heat treatments.

Tailor Heat Treated Profiles

The high stiffness of aluminium extrusion profiles combined with the low density
makes aluminium extrusion profiles an ideal design element for frame structures of
automobiles or aircrafts. However, aluminium has an up to 20% lower limiting
drawing ratio in comparison to mild steels [2]. This leads to a material failure
during cold forming which is expressed in local thinning and cracks. Various
methods for profile forming at low temperatures, such as the usage of mandrels,
have been developed [3]. However, these methods are often inflexible with respect
to geometry and require high tooling costs or long process times. Another approach
to improve formability of aluminium extrusion profiles are locally different material
properties. The high strength of precipitation hardening aluminium alloys is mainly
based on the obstruction of the dislocation glide by precipitates. During a short–
term heat treatment, the precipitates are dissolved in the aluminium matrix, fewer
obstacles hinder the dislocation glide and the material is softened. The material is
only locally heat treated, mainly in areas that are not directly located in the critical
forming zone [4]. Therefore, the material flow in direction of the forming area is
enhanced, occurring stresses are decreased and as a consequence material failure is
prevented. Subsequently, the strength increase again after the forming process
through a paint–bake cycle.

The local short-term heat treatment can be carried out with a laser, whereby the
heat treatment can be integrated flexibly into the production chain. In order to
achieve the optimum heat treatment layout for the forming process, a deep
understanding of the progressing precipitation and dissolution reactions and the
associated mechanical properties during the heat treatment is necessary.

Thermo-Mechanical Behaviour of EN AW-6060 T4
During Short-Term Heat Treatment

Thermal Analysis by Differential Scanning Calorimetry

The mechanical properties of precipitation hardening aluminium alloys are deci-
sively influenced by the precipitates in the aluminium matrix. It has been shown in
previous work that the mechanical properties of the investigated aluminium alloy
correlate with the progressing dissolution and precipitation reactions [5].

The differential scanning calorimetry (DSC) has been established, to record
in situ the dissolution and precipitation behaviour of aluminium alloys in a wide
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range of heating and cooling rates [6]. To investigate the dissolution and precipi-
tation behaviour of the aluminium alloy EN AW–6060 in the natural aged state T4,
heating curves with heating rates of 0.01 up to 5 Ks−1 from 20 to 600 °C were
recorded. To measure the wide range of heating rates, two different types of
DSC-devices were used. The slow rates between 0.01 and 0.1 Ks−1 were carried
out in a heat-flux DSC of the Calved-type (Setaram Sensys evo DSC) and the faster
heating rates from 0.5 up to 5 Ks−1 were performed in a power-compensated DSC
(PerkinElmer Pyris Diamond DSC). More experimental details on the DSC
experiments can be found in [7].

As base material a hollow quadratic extrusion profile with the dimensions of
20 × 20 × 2 mm was used. The chemical composition of the investigated alloy is
given in Table 1. Samples of 99.9995% pure aluminium were used as reference
material.

Figure 1 displays selected heating curves of heating rates from 0.03 up to
5 Ks−1. It can be seen, that endothermic and exothermic reactions alternate. The
dissolution of precipitates proceeds endothermic, shown in all figures as an
exceeding deviation from the zero level. However, the formation of precipitates acts
exothermic, shown as a deviation below the zero level (dotted line). Since only the
resulting heat flow is measured, the single peaks cannot be separated accurately,
due to the overlapping of the various individual reactions. However, many indi-
vidual peaks can be detected, particularly during slow heating. In recent years, this

Table 1 Mass fraction of alloying elements of the investigated material in %

Aluminium Mass fraction in %
Alloy Si Fe Cu Mn Mg Cr Zn Ti

EN AW-6060 T4 0.40 0.22 0.07 0.14 0.56 0.02 0.02 0.02
DIN EN 573-3 0.3–0.6 0.1–0.3 ≤ 0.1 ≤ 0.1 0.35–0.6 ≤ 0.05 ≤ 0.15 ≤ 0.1
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alloy system has been extensively studied such as certain reactions can be attributed
to the individual peaks [8].

As can be seen from Fig. 1, the continuous heating curve starts with a slight
exothermic peak (a) at low temperatures, which is interpreted as the formation of
clusters [9]. The following endothermic peak (B) is considered as the dissolution of
cluster and GP–zones [10]. The dissolution of clusters and GP–zones is the main
factor for the softening of the material [7] and is therefore of particular importance
for the case of application [11]. Subsequently, two exothermic peaks are recorded.
Peak (c) is interpreted as the formation of the metastable phase β′′, whereas the
peak (d) is regarded to the formation of the metastable phase β′ [12]. The following
endothermic peak (E) is construed as the dissolution of the previous formed
metastable phases β′′ and β′ [13]. Thereafter, the equilibrium phase β (Mg2Si) is
formed in the exothermic peak (f) [14]. The endothermic peak (G) displays the
dissolution of the ß-phase as well as all other secondary phases which have not been
dissolved completely before. An extensive description of the individual reactions
may be found in [7].

It can also be seen in Fig. 1 that the reactions shift to higher temperatures and are
increasingly suppressed with an increasing heating rate. This behaviour is also
discussed in detail in [7].

The zero crossings of the individual peaks were determined from all recorded
heating curves. Due to the overlapping of the individual reactions, the
zero-crossings are not necessarily the correct start respectively end temperatures of
the expiring reactions. However, since the resulting heat flow is measured, a more
precise reaction separation is not yet possible. In this way, the determinable start
and end temperatures of the reactions were evaluated from all heating curves and
converted into a continuous heating dissolution diagram, see Fig. 2.

Due to equipment restrictions, it is not yet possible to record directly heating
curves with heating rates higher than 5 Ks−1 of aluminium alloys from the initial
state. Nevertheless, a typical laser short-term heat treatment has heating rates up to
several 100 Ks−1, no soaking time at the maximum temperature and with a free
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convection to the environment, a subsequent cooling with some 10 Ks−1. Figure 3
shows the time-temperature profile of four laser heat treatments with different
performance settings.

In order to fill the gap between the measured slower heating rates and the
application-typical high heating rates, the continuous heating dissolution diagram
was extrapolated to high heating rates with the aid of indirect DSC measurements at
high heating rates [15]. The extrapolated reaction temperatures are shown in Fig. 2
with dashed lines. For the production of THTP, it is essential that softened areas are
next to hardened areas. In order to achieve this, on the one hand the heat treatment
should be sufficiently fast, on the other hand, the maximum temperature should be
selected to be high enough to soften the material. With these arrangements, the heat
affected zone can be kept as small as possible for creating different strength areas.

Thermo-Mechanical Analysis During Short-Term
Heat Treatment

In order to establish a data base for the thermo-mechanical simulation of this
process, the mechanical properties were recorded during four different relevant
short-term heat treatments according to Fig. 3. For this purpose, the recorded
time-temperature profiles were imitated in the quenching and deformation
dilatometer type Bähr 805 A/D. This device combines the advantages of a
quenching dilatometer and a mechanical testing machine [16]. The device requires a
special sample geometry which does not correspond to a standard tensile test
sample, as shown in Fig. 4. However, comparative tensile tests were carried out
before with the dilatometer and standard sample geometry, which show that the
results of both are comparable [11].

The schematic measurement plan is shown in Fig. 4. In order to measure the
mechanical properties during the short-term heat treatment, the heat treatment was
interrupted at different temperatures/times. Directly after, tensile tests were carried
out at these temperatures, see the arrows in Fig. 4. Three tensile tests were per-
formed for each parameter set. Figure 5 displays the tensile and yield strengths
during the various short-term heat treatments.
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Despite the heating rate, most of the softening of the material takes place during
heating up to the maximum temperature. For this reason, the heating step is of
particular interest. In order to show both, the fast heating step and the slow cooling
step, the mechanical properties are shown as a function of the temperature. The
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Fig. 4 Schematic measurement plan of the thermo‑mechanical analysis, with major parameter of
the tensile test
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results of the heating step are shown in the figures with a solid line, while the results
of the cooling step are represented by a dotted line. The mechanical properties
shown refer to the presented time/temperature profiles in Fig. 3.

Figure 5 A displays the tensile and yield strength during a short-term heat
treatment with a maximum temperature of 180 °C. It becomes clear that the tensile
strength decreases slightly during heating to the maximum temperature, and
increases again with a decreasing temperature, during cooling. The tensile strength
after the heat treatment is on the same level as before. As Fig. 2 has shown, up to
the maximum temperature of 180 °C, no GP-zones have been dissolved at high
heating rates. Therefore the precipitation state should be the same after the heat
treatment as before, such that the mechanical properties are comparable. The yield
strength is almost unaffected during this heat treatment.

In a short-term heat treatment with the maximum temperature of 250 °C, the
tensile strength decreases during heating, as shown in Fig. 5b. The tensile strength
decreases from 180 MPa in the initial state to 116 MPa at 250 °C. During cooling,
the strength increases again up to 147 MPa. The initial strength is not reached again
after the heat treatment. As illustrated in Fig. 2, the dissolution of GP–zones starts
in the temperature range around 240 °C. Due to the change of the precipitation state
caused by the dissolution of GP–zones, the material exhibits different mechanical
properties during heating and cooling. The yield strength is also reduced from
85 MPa in the initial state to 55 MPa at 250 °C and then increases again to 66 MPa
after the heat treatment.

A comparable behaviour is shown with the maximum temperature of 300 °C,
see Fig. 5c. The tensile strength drops to 67 MPa at 300 °C and rises to 124 MPa
after the heat treatment. During this short-term heat treatment, the precipitation state
in the matrix has even changed stronger as indicated by the reduction in strength
and as shown in Fig. 2. At a maximum temperature of 300 °C the dissolution of
GP–zones is almost completed. The yield strength decreases to 44 MPa at 300 °C
and amounts 44 MPa after heat treatment.

A similar course of the mechanical properties can be observed during a
short-term heat treatment with the maximum temperature of 400 °C, as shown in
Fig. 5d. Due to the high temperatures and the dissolution of the strength-increasing
precipitates, the tensile strength at 400 °C amounts only 26 MPa. By cooling, the
tensile strength rises to 128 MPa after the heat treatment. At the maximum tem-
perature of 400 °C, the GP zones are dissolved. The yield strength decreases from
85 MPa in the initial state to 22 MPa at 400 °C and increases only slightly to
38 MPa after the heat treatment.

A data basis for the complex mechanical behaviour of the alloy EN AW–6060 T4
in THTP was acquired through the thermal analysis by DSC in combination with the
thermo-mechanical analysis by tensile tests. Through these investigations the main
influencing factors on themechanical properties were identified. These are the heating
rate as well as the cooling rate [17]. The main influencing factor, however, is the
temperature. On the one hand, the actual temperature is important for the mechanical
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properties during the heat treatment, on the other hand the maximum temperature
which the material has undergone during the heat treatment has a very important
influence on the mechanical properties during and after the cooling.

Simulation of a Short-Term Heat Treatment

The aim of heat treatment simulation is the coupled thermo-mechanical simulation,
taking into account the change of the mechanical properties due to phase trans-
formations. To set up a linked heat treatment and bending simulation of aluminium
THTP, both the thermo–mechanical simulation and the bending simulation are
performed in the FEM–program LS-DYNA. Through the use of the same
FEM-program, the results of the thermo-mechanical simulation can be transferred
into the subsequent bending simulation without loss of information.

In the simulation setup, a hollow quadratic extrusion profile with the dimensions
of 20 × 20 × 2 mm was discretised as volume model with solid elements.
A discretisation with shell elements does not appear to be a guide, since mea-
surements have shown that the laser heat treatment on the profile surface results in a
temperature gradient even over the thin material thicknesses of 2 mm [18]. In order
to be able to represent this gradient, a discretisation with solid elements is neces-
sary. Since the optimum strength layout has to be found for the use case, simpli-
fications cannot be utilised by existing symmetries of the initial geometry since it
could not be ruled out that these symmetries will also be reflected in the used heat
treatment simulation.

The boundary conditions for thermo–mechanical simulation are an initial tem-
perature of the profile of 25 °C, and a free convection to the environment was
considered with a heat transfer coefficient of α = 30 Wm−2 K−1.

To simulate the moving heat input, different options are available. The moving
laser spot produces a temperature field that is comparable to a temperature distri-
bution during welding. Thereby, it is possible to apply the heat via an implemented
LS-DYNA welding keyword [19]. A double ellipsoid heat source is implemented,
the so-called Goldak source, which can be controlled by a few parameters [20]. By
using this heat source, the heat can simply applied, but no user-defined laser spot
geometries can be specified.

The more detailed way is the own description of the power distribution of the
used laser via a self-defined function. This function is afterwards transferred via a
flux heat to the self-defined heat source. Thus, any radiant heat sources can be
described.

For the present simulation of heat treatment, a round base area with a diameter of
16 mm and a Gaussian power distribution with an output of 1.28 kW has been
implemented for the laser spot. Figure 6 displays the simulated temperature dis-
tribution in an aluminium profile during a laser short-term heat treatment with the
above-mentioned parameters. The simulated temperature profiles were compared to
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measured temperature profiles at selected positions. The heat treatment simulation
could be verified by a high consistency of the temperature profiles.

For the FEM calculation, no material model is available, which constitutes the
influencing variables in the short-term heat treatment of precipitation hardening
aluminium alloys. No material model has yet been implemented which defines the
mechanical properties during a heat treatment as a function of the current tem-
perature, the heat treatment history and the heating or cooling step (Fig. 5).
However, this is necessary in future THTP simulations.

For the subsequent bending simulation, mechanical properties must be assigned
to the material as a function of the maximum temperature reached during the heat
treatment. Areas which must be softened for an improvement of the forming pro-
cess could be identified by this method. Further, the residual stresses and defor-
mations from the heat treatment simulation are necessary as input variables for the
subsequent forming simulation.

Outlook and Summary

In order to display the stresses, deformations and mechanical properties in alu-
minium THTP simulation, it is necessary to use a suitable thermo-mechanical
material model. This should depend on the current temperature, the heat treatment
history and the heating or cooling step and is not available until now. However, in
recent publications, a new material model, which may possibly close this gap, was
presented [21].

Based on the present study a pool of stress/strain-curves during different
short-term heat treatments of aluminium alloy 6060 T4 could be recorded. Due to
the combination of DSC and thermo-mechanical analysis the changes of the
mechanical properties can also be explained on the microstructural level.

It has been shown that the tensile strength during heating decreases with
increasing temperature. However, the yield strength remains relatively unaffected
up to a temperature of 200 °C. At higher temperatures strength increasing

Fig. 6 Simulated
temperature distribution in an
aluminium profile during a
laser short-term heat treatment
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precipitates dissolve and the tensile as well as the yield strength decrease. During
cooling, the tensile strength and yield strength increase again with decreasing
temperature. Depending on the maximum temperature, the strengths after the
short-term heat treatment are lower than the initial strengths. This softening is to be
used specifically for the improvement of forming of aluminium profiles, which
allows the production of THTP.

Acknowledgements The authors gratefully acknowledge funding of this work by the German
Research Foundation (DFG KE616/22-1, DFG ME2043/45-1).
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Numerical Simulation of Meso-Micro
Structure in Ni-Based Superalloy During
Liquid Metal Cooling Process

Xuewei Yan, Wei Li, Lei Yao, Xin Xue, Yanbin Wang, Gang Zhao,
Juntao Li, Qingyan Xu and Baicheng Liu

Abstract Ni-based superalloys are the preferred material to manufacture turbine
blades for their high temperature strength, microstructural stability and corrosion
resistance. As a new method, liquid-metal cooling (LMC) process is prospective
used in manufacturing large-size turbines blades. Unfortunately, there are many
casting defects during LMC directional solidification, such as stray grain, freckle,
cracking. Moreover, the trial and error method is time and money cost and lead to a
long R&D cycle. As a powerful tool, numerical simulation can be used to study
LMC directional solidification processes, to predict final microstructures and
optimize process parameters. Mathematical models of microstructure nucleation
and growth were established based on the cellular automaton-finite difference
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(CA-FD) method to simulate meso-scale grain and micro dendrite growth behavior
and morphology. Simulated and experimental results were compared in this work,
and they agreed very well with each other. Meso-scale grain evolution and micro
dendritic distribution at a large scale were investigated in detail, and the results
indicated that grain numbers reduced with the increase of height of the casting, and
stray grain will be relatively easy to produce in the platform. In addition, secondary
dendrite arms were very tiny at the bottom of the casting, and they will coarsen as
the he height of the cross section increased.

Keywords Numerical simulation ⋅ Meso-scale grain ⋅ Micro dendrite ⋅ LMC
process

Introduction

Nickel-based superalloys are widely used in modern advanced aero and power
industry because of their excellent high temperature mechanical properties and
corrosion resistance [1]. As the key components of turbine engines,
high-performance turbine blades are usually produced by directional solidification
(DS) process [2]. Since the superalloy properties are largely dependent on
microstructure, columnar grains or single crystal (SC) structure are expected to
obtain during DS process [3]. Nowadays, the more common DS process is
Bridgman or high-rate solidification (HRS) process, which provides a vertical
temperature gradient by a water cooling chill-plate and a withdrawal unit. This
process has been highly optimized for the production of aero-engine scale com-
ponents, which represent the majority of production. However, there are several
issues when the HRS process is scaled to produce larger components, such as
deformation and crack of mold shell, chemical reaction in the interface between
ceramic and liquid metal, and freckles, stray grain of castings [4, 5]. Recently, more
efforts have focused on the development of novel DS techniques utilizing high
thermal gradient and high cooling rate in order to solve these issues, such as liquid
metal cooling (LMC) process [6] or gas cooling casting (GCC) process [7]. In LMC
process, the ceramic mold containing the metal melt is withdrawn from a hot zone
through a baffle opening and simultaneously immersed into a liquid metal coolant
with low melting temperature, e.g. stannum (Fig. 1). The benefits of LMC process
have been identified, especially for large cross-section components requiring sig-
nificant heat extraction to maintain directional solidification. Although the LMC
process can achieve thermal gradient over 10 K ⋅mm−1, it will require significant
development before put into production [8].

Over the past few decades, considerable progress has been made in understanding
microstructure growth in LMC process from both experimental and theoretical
studies. Elliott et al. [9] analyzed microstructure morphology at different withdrawal
rates in large cross-sectional castings, and the results showed that LMC process
exhibited higher gradients at all withdrawal rates and higher thermal gradients
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resulted in a refined microstructure measurable by the finer dendrite-arm spacing.
Kermanpur et al. [10] investigated the influence factors of grain structure in
land-based turbine blade through experiment, and used a cellular automaton
(CA) coupled with finite-element (FE) model to simulate the grain growth in LMC
process. CA is a powerful method for predicting microstructure growth presented by
Rappaz and Gandin [11] in the 1990s. Subsequently, there have beenmany studies on
the simulation of DS dendrite growth and their evolution behavior using CAmethod.
Recently, Zhang and Xu [12] presented a two-type directional dendrite growth model
to realize the multi-scale simulation based on the CA-FD model considering macro
DS parameters. However, most of studies mentioned above are 2D or pseudo 3D
simulation for confining to calculation capability. Although some techniques such as
the parallel computing and adaptive mesh refinement methods have been developed
in order to enhance computational efficiency, large scale or 3D dendrite growth
simulation are still a challenge, as they require significant computational resources.

In this study, mathematical models of microstructure nucleation and growth were
established to simulate grain and dendrite growth in LMC process. Simulation
parameters were calculated by dedicated software JMatPro, meso-scale grain
growth and micro dendrite morphologies were simulated by the coupled CA-FD
model. The verification experiment was also carried out by using a simplified
geometry specimen, and the simulation results can predict the experimental results
very well. Large scale 2D dendritic distribution were investigated by experimental
and simulation, the dendrites growth and stray grain defect were also analyzed.

Mathematical Models and Experimental Details

Microstructure Growth Model

In CA model, the liquid cells in the growth directions <100> were captured
preferentially, and the cells in the direction which is vertical to the prior growth

Fig. 1 Schematic diagram of
LMC furnace
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directions were also captured. These two capturing rules were the basic process of
CA model, which describe the dendrite growth and coarsening. Moreover, some
special cells should be captured in this step to modify the grains directions and keep
the <100> directions as the prior growth direction.

The KGT model [13] is based on the assumption that the dendrite tip has an ideal
parabolic shape and is advancing with a steady state velocity and the kinetic under-
cooling is neglected. However, the DS dendrite growth is always influenced by solute
distribution, the KGTmodel is no longer appropriate to describe the dendrite growth.
Therefore, the solute diffusion is calculated by Eq. (1) in the bulk of the liquid and the
solid phase without considering nature and forced convection influence.

∂Ci

∂t
=∇ ⋅ Di∇Cið Þ+Ci 1− k0ð Þ ∂fs

∂t
ð1Þ

where C is the composition with its subscript i denoting solid or liquid, D is the
solute diffusion coefficient and k0 is the equilibrium partition coefficient. The last
terms on the right hand denotes the amounts of solute rejected due to the increment
of solid fraction at the S/L interface. At the interface of the liquid and solid, the
partitioning of solute in the growing cell is determined by Eq. (2).

Cs = k0CL ð2Þ

where CS and CL are the average solute concentrations of the solid and liquid,
respectively, in the solid at the liquid/solid interface, k0 is the solute partition
coefficient. The local equilibrium composition CL at the interface is obtained by
Eq. (3).

C*
L =C0 +

1
mL

T* −TL +Γκf θið Þ� � ð3Þ

where C0 is the original solute concentration in the liquid, mL is the liquidus slope,
T* is the actual interface equilibrium temperature, TL is the equilibrium liquidus
temperature at initial solute composition, Γ is the Gibbs-Thomson coefficient, κ is
curvature of S/L interface and f (θi) is a anisotropy function can be described by
Eqs. (4) and (5).

κ=
1
am

1−
2

N +1
fs + ∑

N

i=1
fs ið Þ

� �� �
ð4Þ

f θið Þ= ∏
i= l,m, n

1+ εcos δiθið Þ½ � ð5Þ
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where N is the number of neighboring cells, am is the micro grid step length, fs is the
solid fraction, fs(i) is the solid fraction of i cell, ε is the anisotropy coefficient, δi is
the anisotropic modulus, θi is the interface anisotropy angle, and l, m, n are the
coordinates.

Simulation Parameters and Experimental Methods

In this study, the superalloy employed is DZ24 (Ni-8.5 Cr-5.4 Al-4.5 Ti-3.1
Mo-13.5 Co-1.4 W-0.15 C, wt%). Since the DD6 superalloy is a multi-component
alloy, a binary approximation Ni-X alloy was performed to simulate the solidifi-
cation process variables on the development of the dendritic structure. Some
equivalent parameters of Ni-X alloy were calculated using the professional metal
performance calculation software JMatPro as shown in Table 1.

The pouring experiment was carried out in a 10 kg HRS and LMC amphibious
DS furnace. The ceramic mold shell and a simplified geometry casing used in the
experiment are shown in Fig. 2. The withdrawal rate was 15 mm ⋅min−1 and the
pour temperature was 1500 °C for the LMC casting experiment. The liquid-metal
bath container held approximately 1200 kg of tin, and the temperature was set to
250 °C which controlled by a recirculating thermal oil system. After solidification,
the casting was cleaned and lightly polished to remove mold material and was
sectioned in different position for microstructural analysis (Fig. 2b). Following
metallographic preparation, polished surfaces were etched to reveal the dendritic
structure by using the solution containing 70 mL CH3CH2OH, 30 mL HCl and
2.5 g CuCl2. Dendrite morphology of the castings with different processes was
observed by using LEICA DM6000 M optical microscope.

Table 1 The thermophysical
parameters of DZ24
superalloy

Parameters Values

Liquidus temperature (K) 1619
Solidus temperature (K) 1505
Thermal conductivity (kJ ⋅m−1 ⋅ s−1 ⋅K−1) 0.0336
Density (kg ⋅m−3) 7950
Specific heat (kJ ⋅ kg−1 ⋅K−1) 0.863
Latent heat (kJ ⋅ kg−1) 90
Liquidus slope −3.73
Solute partition coefficient 0.562
Concentration (wt%) 32.15
Anisotropy coefficient ε 0.03
Gibbs-Thomson coefficient Γ (K ⋅m) 3.05 × 10−7

Liquid diffusion coefficient DL (m2 ⋅ s−1) 1.73 × 10−9

Solid diffusion coefficient Ds (m
2 ⋅ s−1) 1.16 × 10−12
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Results and Discussion

Simulation of Grain Growth

Figure 3 shows the meso-scale grain growth in different stages during LMC pro-
cess, which reflects the competitive growth of the DS grains, and different colors
represent different columnar grains, and the liquid metal is set to be achromatic in
order to present the morphology and location of the microstructure clearly. In the
present case, the 3D grain structure simulated with the CAFD model and nucleation

Fig. 2 a Ceramic mold shell, b corresponding casing and samples

Fig. 3 Simulation results of grain structure: a t = 59 s, fs = 2.3%; b t = 672 s, fs = 19.6%;
c t = 1482 s, fs = 82.1%; d cross-section in different position
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takes place at the bottom of the starter block, and after that these tiny nuclei grow in
the opposite direction of the heat flow. These grains have the [001] crystal direc-
tions pointing to all directions, but only those whose [001] preferential growth
orientation best aligned with that of heat flow could get the fastest growth rate. As
the best-aligned grains continually grow and become coarse (Fig. 3a), the grains
which were not well aligned with respect to the maximum gradient of the tem-
perature field would grow at a much slower speed and may be restrained and
submerged. It can be seen in Fig. 3b, stray grain has formed at the platform of
casting. To some extent, this is due to a hot spot exists at the inner corner of the
cross-sectional transition, resulting from the poor local cooling condition. This hot
spot hinders single-crystal growth from the casting portion into the platform. In
order to be accepted, such DS casting must have a well-oriented columnar grain
structure (parallel to the blade axis) without any stray grain and with a minimum
number of grains in the casting. Therefore, the casting manufactured by this process
will not be accepted, even though its high-temperature mechanical properties are
superior to conventionally cast ones. Figure 3c shows that the grain boundaries in
the casting are not well oriented along the casting axis, and they seem to grow
toward the center of the casting. This is mainly because the withdrawal rate is
too high, mushy zone interface becomes concave, which is higher on the edges side
and lower in the center, and will lead to the incline growths of grains on the edge
sides and the transverse coarsening of grains. In the real production, it is necessary
to adopt a higher withdrawal rate to improve the productivity. But too high with-
drawal rate will lead to the declining grains and instable growth, and the property of
the grain structure will be hard to control [14]. However, low withdrawal rate
not only decreases the productivity but also causes coarsened grains and uneven
sizes of different columnar grains. In total, choosing a proper value of withdrawal
rate may get better grain structure for the DS castings. Figure 4d shows the
grain morphologies of different transversal sections which are the same place

Fig. 4 Simulation results of 3D dendrite growth of the small domain: a fs = 10%, b fs = 30%,
c fs = 60%, d fs = 80%
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with sample 1 and sample 2. A large number of grains were observed at section 1 in
Fig. 3d and the size of grains were very small, while the grain numbers decreased in
section 2 in Fig. 3d and an obvious stray grain was found in the platform.

Dendrite Morphology in 3D

The dendrites are formed at the moving solid-liquid interfaces, and the simulated
dendrite growth behavior are shown in Fig. 4. In this 3D case, a domain of
400 × 400 × 800 cells (small domain in Fig. 2b) was used, and the cell size is
5 μm. At the bottom of the calculation domain, hundreds of solid seeds with a
preferential crystallographic orientation (0°, 0°, 0°) parallel to the axis of the
(x, y, z) coordinate system were placed, and the position of these grain seeds were
randomly distributed (Fig. 4a), then they grew in the unidirectional temperature
distribution. Initially, these grain seeds showed a severely competitive growth, and
the dendrite arm spacing was adjusted accordingly. The uneven fluctuation of
temperature and components led to grains with preferred orientation growing
quickly, and other ones being blocked and eventually eliminated. The distribution
of heat and solute then settled into a dynamic balance, which would lead to a stable
growth of dendrites (Fig. 4c). Finally, the dendrites were stable growth and the
dendrite arm spacing was equally distributed, as shown in Fig. 4d. The dendrite tip
morphology characteristics, determined using the detailed numerical analysis of the
wavelengths of instabilities along the sides of a dendrite by Langer and Mül-
ler-Krumbhaar [15], followed the predicted scaling law:

λ2 ̸R=2.1 ± 0.03 ð9Þ

where λ2 is the secondary dendrite arm spacing, R is the steady-state dendrite tip
radius.

Figure 5a shows a SEM micrograph in the top view which was obtained from
the upper end of the casting, where the solidifying material has run out of inter-
dendritic melt material and free standing dendrites can be seen without further
metallographic preparation and the detailed description can be seen in reference
[16]. It was observed that four secondary dendrite arms emanate from the central
primary dendrite, which show an un-strict fourfold symmetric, and the tertiary
dendrite has not grown to a significant length. In addition, it suggests that the
primary dendrite arm spacing is close to 300 µm. Figure 5b is the corresponding
simulation result. The simulated dendritic morphology is similar to the experimental
result, especially the secondary dendrite arms. Thus, this model was shown to
describe the experimental process very well, and the simulated dendrite “cruciate
flower” morphology and arm spacing agreed well with the experiments.
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Dendrite Distribution at Large Scale

The dendrites are the substructure of the grains, which are the strategic link between
materials processing and materials behavior. Therefore, dendrites growth and dis-
tribution control is essential for any processing activity. However, the scale of the
dendrite is very small and the growth stage is ordinary unobservable which will
cause much hardship to study the dendrite. Although the simulation method can
describe the process of the dendrite growth, over a large scale of simulation is still a
challenge due to the computation bound. In this work, parallel algorithm and
modified self-adaption mesh refinement method was used to simulate the dendrite
growth at the macro scale. Figure 6a shows the experimental result of transverse
section of sample 1 in the top surface, and Fig. 6b is the corresponding simulation
result, the calculation domain contains the whole section which reaches about
100 mm2. In the simulation result, different grains with different Euler angles are
presented in various colors. Each grain consists of dendrites with the same Euler
angles as a sub-structure. It is clearly to see the simulation and experimental results
are in good agreement with each other. In these figures, many grains with a large
amount of dendrites competitively grow and the secondary dendrite arms are tiny
due to the great thermal gradient. Figure 6c, d are the experimental and simulation
results of transverse section in the upper of sample 2, and calculation domain was
about 200 mm2. It is obvious found that as the height of the cross section increased,
the number of columnar grains decreased. When dendrites with different orienta-
tions encountered each other at the boundary of columnar grains, some branches
were well developed in the free space, whereas some appeared competitive in a
limited space. As the DS height increased, the dendrite arm spacing also increased
and the dendritic morphologies became more complicated. A stay grain was also
found in these dendritic morphology graphs which verify the accuracy of the
simulation result in Fig. 3. Thus, it is acceptable to use the modified microstructure
model to predict the dendrite growth based on the coupling simulation of the grains
structure.

Fig. 5 Dendritic morphologies in the top view: a Experimental result [12], b simulation result
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Fig. 6 a, c Experimental results and b, d simulation results of dendrite morphologies in different
transverse sections: a, b for sample 1 and c, d for sample 2

Conclusions

(1) The mathematical models of microstructure nucleation and growth were built
based on the CA-FD method. The grain structure evolution and dendrite
growth behavior and distribution could be predicted by using the multi-scale
coupling model.

(2) Meso-scale grain structure for the whole casting was simulated. The grains
growing preferentially toward the centerline of the casting due to the too high
withdrawal rate, and a stray grain was found in the platform.

(3) 3D dendrite growth behavior was simulated and corresponding model vali-
dations were performed, they were in good agreement. 2D large scale dendrite
distribution was also simulated by parallel algorithm and modified
self-adaption mesh refinement method, and the evolution law of dendrite arm
was analyzed by experimental and simulation results.
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Part IV
Phase Field Modeling



Multiscale Simulation of α-Mg Dendrite
Growth via 3D Phase Field Modeling
and Ab Initio First Principle Calculations

Jinglian Du, Zhipeng Guo, Manhong Yang and Shoumei Xiong

Abstract Based on synchrotron X-ray tomography and electron backscattered
diffraction techniques, recent studies revealed that the α-Mg dendrite exhibited an
18-primary-branch morphology in 3D, of which six grew along < 1120> on the
basal plane, whereas the other twelve along < 1123> on non-basal planes. To
describe this growth behaviour and simulate the morphology of the α-Mg dendrite
in 3D, an anisotropy function based on cubic harmonics was developed and coupled
into a 3D phase field model previously developed by the current authors. Results
showed that this anisotropy function, together with the phase field model could
perfectly describe the 18-primary-branch dendrite morphology for the magnesium
alloys. The growth tendency or orientation selection of the 18-primary-branch
morphology was further investigated by performing ab initio first principle calcu-
lations based on the hexagonal symmetry structure. It was showed that those
crystallographic planes normal to the preferred growth directions of α-Mg dendrite
were characterized by higher surface energy than these of others, i.e. coinciding
with the 18-primary-branch dendritic morphology. Apart from agreement with
experiment results and providing great insights in understanding dendrite growth
behaviour, such multiscale computing scheme could also be employed as a standard
tool for studying general pattern formation behaviours in solidification.
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Introduction

Magnesium alloys are widely applied in aerospace, automobile and electronic
communication industries due to superior properties such as lightweight and high
specific strength [1–3]. Die casting is the primary manufacturing technique of
magnesium alloys for structural applications [4]. During the casting process, alloy
melts solidify dendritically and form the so-called α-Mg dendrites, whose size,
orientation and distribution will exert profound influence on the practical perfor-
mance of magnesium alloy products [5, 6]. Therefore, acquiring key information on
α-Mg dendritic microstructure is essential for improving the properties of magne-
sium alloys.

Compared with aluminum alloys with cubic symmetry [6, 7], the dendritic
orientation selection and growth morphology of magnesium alloys are much more
complicated because of their hexagonal symmetry atomic structure [8, 9]. It has
been generally accepted that α-Mg dendrites exhibit typical six-fold symmetry
pattern in two-dimensional (2D) scale [10–12]. However, the 3D microstructure of
α-Mg dendrites, which is very important to understand the properties of magnesium
alloys, has not been identified until the rapid advancement of experimental tech-
nology [13]. With synchrotron X-ray tomography and EBSD techniques, it was
found recently that the preferred growth orientations of α-Mg dendrites were
< 1120> in the basal plane and < 1123> in non-basal planes, resulting in an
18-primary-branch morphology in 3D [14, 15]. For the best knowledge of the
current authors, the underlying mechanism determining such growth pattern of
α-Mg dendrite was still unclear. Since atomic structure and surface energy play
important role in driving the growth pattern of crystals [16–18], it is necessary to
investigate the growth dependency of α-Mg dendrites from the significance of these
factors.

In this work, the dendritic orientation selection of magnesium alloys was
investigated by 3D phase field simulations and ab initio first principle calculations.
Based on the experimental results on the 18-primary-branch morphology, an ani-
sotropy function was developed and coupled into a 3D phase field model. Results
indicated that this anisotropy function, together with the phase field model could
perfectly describe the 3D growth morphology of α-Mg dendrites. By performing
first principle calculations, it was found that these specific crystallographic planes
perpendicular to which lie the dendritic preferred orientations of magnesium alloys
always exhibit higher surface energy than other planes, which agrees well with our
experimental results. The present investigation achieves an aggregate picture with
fascinating 3D morphology of α-Mg dendrites, and thus provides great insights in
understanding the dendritic orientation selection of magnesium alloys.
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Phase Field Model

The governing equations of the phase field (PF) model adopted in this study were
expressed as [19]:

τ
∂ϕ

∂t
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In the above equations, τ is the relaxation time, ϕ is the phase field, W n ⃗ð Þ is the
anisotropic width of the diffuse interface with n ⃗ the unit normal vector of the
solid/liquid interface, k is the partition coefficient, D and α are the solute and
thermal diffusivities respectively, L is the heat of fusion per unit volume and cp is
the specific heat of alloy. λ is the scaling parameter and given as:

λ=
15
16

RTM 1− kð Þ
v0H mj j ΔT0 ð4Þ

where R is the gas constant, TM is the melting temperature of the solvent, v0 is the
molar volume, H is the energy barrier of the double well potential, and m is the
liquidus slope in the phase diagram. ȷa⃗t is the ‘anti-trapping’ current which is
defined as:

ȷa⃗t = −
Wffiffiffi
2

p c ̸c∞
1+ k− ð1− kÞϕ½ �

∂ϕ

∂t
∇ϕ
∇ϕj j ð5Þ

U is the dimensionless solute concentration and given as:

U =
2c ̸c∞

1+ k− ð1− kÞϕ − 1

1− k
ð6Þ

where c is the solute concentration, c∞ is the initial solute concentration, and ΔT0 is
the equilibrium freezing temperature range and denoted as:
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ΔT0 =
mj jc∞ 1− kð Þ

k
ð7Þ

θ is the dimensionless temperature and denoted as:

θ=
T − TM −mc∞

ΔT0
ð8Þ

The crystal anisotropy was introduced by τ= τ0A n ⃗ð Þ2 and W n ⃗ð Þ=W0A n ⃗ð Þ with
A n ⃗ð Þ the anisotropy function, ϕx = ∂ϕ ̸∂x, ϕy = ∂ϕ ̸∂y and ϕz = ∂ϕ ̸∂z [20].

Computational Methods

The first-principles calculations were performed within the framework of density
functional theory, as implemented in the Vienne Ab initio Simulation Package
(VASP) [21]. The exchange and correlation interactions were described in local
density localization (LDA) methods [22]. The interactions between ions and valence
electrons were modeled by the projector-augmented wave (PAW) potentials [23].
A plane wave cutoff energy of 450 eV was used for pure Mg, and 420 eV for binary
Mg–Al/Ba/Sn alloys after performing relevant convergence tests. Brillouin zone
integration was modeled by the Monkhorst-Pack k-point mesh [24], and the k-point
separation in the Brillouin zone of the reciprocal space was set as 0.01 Å−1 with
respect to each surface unitcell. The total energy was converged to 5 × 10−7

eV/atom with respect to electronic, ionic and unitcell degrees of freedom.
The surface energy [25, 26], which is defined as the energy required to form a

unit area of surface, was used to analyze the growth tendency or orientation
selection of α-Mg dendrites, and the calculation formula was expressed as:

Esurf = ðEn − nEbÞ ̸ð2AÞ ð9Þ

where En is the total energy per primitive surface unitcell, Eb is the total energy per
primitive bulk unitcell, n is the number of layers in the slab model, and A is the area
per primitive surface unitcell, respectively.

The surface structure was simulated by the slab model composed of a periodic
boundary condition and a vacuum region [27]. Meanwhile, the top atomic layers
were relaxed whereas the bottom ones were fixed. Based on the experimental results
[14], different surface models corresponding to low index as well as high index
crystallographic planes of magnesium and its binary dilute alloys were obtained.
The atomic structure of binary magnesium alloys was simulated by solid solution
models, where certain number of solvent atoms were substituted randomly by the
solute atoms in a (4 × 4× 2) supercell of magnesium. The surface energy values
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were satisfactorily converged to <0.001 eV/Å2 with respect to slab thickness,
vacuum thickness and number of relaxed atomic layers of the slab model. Initial
benchmark calculations were performed on bulk magnesium to guarantee the
accuracy of the computational method. Results indicated that the optimized lattice
parameters for bulk magnesium were in good agreement with the experimental
values [28], which confirmed that the computational scheme is reliable.

Results and Discussion

The Anisotropy Function

In light of our experimental results on the 18-primary-branch morphology of α-Mg
dendrite, an anisotropy function was developed upon the spherical harmonics to
describe the 3D dendritic growth pattern of magnesium alloys [14]:

γ θ,φð Þ= γ0 1 + ε1 3n2z − 1
� �2

+ ε2 n3x − 3nxn2y
� �2

9n2z − 1+ ε3
� �2	 


ð10Þ

where θ and φ are spherical coordinate angles used to denote the unit normal vector
n ⃗ of the solid/liquid interface, with nx = sin θ cosφ, ny = sin θ sinφ and
nz = cos θ, as depicted in Fig. 1a, b. ε1, ε2 and ε3 are the anisotropic factors along
different directions, with ε1 relating to dendritic growth along the principal axial
direction, ε2 to dendritic growth along the 18-primary-branch pattern, and ε3 to the
growth direction within the basal plane. The graphic illustration for this anisotropy
function describing the 3D dendritic morphology of magnesium alloys was
presented in Fig. 1c.

Fig. 1 Schematic illustration for the coordinate systems a and b adopted in this work. c shows the
graphic illustration of the anisotropy function used to describe the 18-primary-branch morphology
of α-Mg dendrites, with ε1 = − 0.02, ε2 = 0.15 and ε3 = 0.15
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The Phase Field Simulation

The according anisotropy function was then coupled into the phase field (PF) model
by using a Para-AMR algorithm previously developed by Guo and co-workers [19].
The simulation was performed using a hierarchical mesh with 5 levels of grids, and
the domain size was set as 819.2 × 819.2 × 819.2, other relevant parameters were
set as θ = −0.10, k = 0.15 and λ = 30.

The PF simulation results on the growth process of an equal-axial α-Mg dendrite
were shown in Fig. 2, together with the corresponding coordinate system, where
z-axis is along the <0001> direction. Figure 2a presents the dendritic growth
morphology at the initial solidification stage. The dendrite exhibits six-fold sym-
metry features viewed from z-axis, and there are three layers with each layer having
six branches along the view from x-/y-axis, i.e. α-Mg dendrite will grow along
18-primary branches. With the growth proceeding, the secondary branches appear
with the same growth direction as the primary branches, as shown in Fig. 2b–f,
respectively.

To validate the reliability of the present model, the PF simulation results were
compared with the X-ray tomography experiments on the 3D dendritic morphology
of magnesium alloys, as shown in Fig. 3a, b. Futher comparisons of 3D dendritic
morphology between PF simulation and experimental results along different view
perspectives were shown in Fig. 3c–e. The α-Mg dendrite exhibits an six-fold
symmetry feature normal to <0001>, and there are twelve branches normal to
< 1010> direction. Although the dendritic morphology presents differences along

Fig. 2 Phase field simulation of the α-Mg dendrite evolution at time steps of, a 5000, b 10000,
c 15000, d 20000, e 25000, and f 30000
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different view directions, the results showed that the PF simulation on the growth
pattern of α-Mg dendrite was in good agreement with the X-ray tomography
experimental results on the 18-primary-branch morphology.

The First-Principle Calculations

The surface energy was investigated to further understand the dendritic orientation
selection of magnesium alloys. Based on the experimental results [14], the crys-
tallographic planes including f0001g, f1010g, f1011g, f1120g, and f112kg with
k changing from 1 to 9, were analyzed in this work. For the hcp structure, the
crystallographic plane perpendicular to < 112x> crystallographic direction is
denoted as f112kg, and k formulates with the c/a-ratio and x via k=2xðc ̸aÞ2 ̸3. By
using the ideal c/a-ratio of 1.62 for pure magnesium and its dilute alloys, it was
deduced that the crystallographic plane perpendicular to < 1123> is f1125g, and
that perpendicular to the < 2245> as reported by Pettersen [11] is f1124g.

According to Eq. (9), the surface energy of relevant crystallographic planes was
calculated by performing first principle calculations. As shown in Fig. 4a, b, the

Fig. 3 Comparisions of 3D dendritic morphology between a PF simulation and b X-ray
tomography experiments of Mg-30 wt% Sn alloy. The view directions for the corresponding
comparisons were c <0001> , d <1010> and e <1120> , respectively
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surface energy of those high symmetrical crystallographic planes, including
f0001g, f1010g, f1011g and f1120g was lower than the high index planes f112kg.
This indicates that those high symmetrical crystallographic planes were energeti-
cally more favorable than others. It was confirmed that crystals usually favor to
grow along those orientations with higher surface energy, appearing as the preferred
growth directions [18]. Accordingly, the fact that in the basal plane, the surface
energy corresponding to < 1120> was higher than that to < 1010> indicated that
the α-Mg dendrite would prefer to grow along < 1120> direction. Analogously,
the high surface energy of the f1125g plane implied that its normal direction
< 1123> would be another preferred orientation for α-Mg dendritic growth in
non-basal planes. Although Pettersen reported that the preferred growth direction of
α-Mg dendrites in the non-basal plane was < 2245> , our calculated results showed
that the surface energy of < 1123> orientation was higher than that of < 2245> .
This suggested that the preferred growth direction of α-Mg dendrite in non-basal
planes was < 1123> . Our ab initio prediction for dendritic orientation selection
based on surface energy was in good accordance with the experimental findings on
the preferred growth directions of α-Mg dendrites.

Conclusion

The dendritic orientation selection of magnesium alloys was investigated by 3D
phase field simulations and ab initio first principle calculations. Based on the
18-primary-branch dendritic morphology, an anisotropy function was developed
and coupled into the PF model to perfectly describe the 3D dendritic morphology of
magnesium alloys. First principle calculations on the orientation-dependent surface
energy indicate that those preferred growth directions < 1120> and < 1123> of

Fig. 4 Surface energy of pure magnesium and binary dilute magnesium alloys. a High symmetry
surface orientations, and b high index surface orientations, showing that the surface energy of
f1120g and f1125g corresponding to dendritic preferred growth directions < 1120> and
< 1123> is higher than the other surface orientations
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α-Mg dendrites were characterized by higher surface energy than others. The
simulation results coincided well with the experimental findings on the dendritic
orientation selection of magnesium alloys.
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Macro- and Micro-Simulation
and Experiment Study on Microstructure
and Mechanical Properties of Squeeze
Casting Wheel of Magnesium Alloy

Shan Shang, Bin Hu, Zhiqiang Han, Weihua Sun and Alan A. Luo

Abstract The macro- and micro-simulation based on a coupled thermo-mechanical
simulation method using ANSYS® and phase field modeling with pressure effects
were carried out for squeeze casting wheel of AT72 alloy. The mechanical prop-
erties at different positions of the wheel and under different pressures were analyzed
by the macro- and micro-simulation and experimental results, and the corre-
sponding strengthening mechanism was discussed. Firstly, the mechanical prop-
erties in spoke are better than those in rim due to higher integrity associated with
more forced feeding including more liquid flow feeding and almost all of the plastic
deformation feeding in spoke. Furthermore, the mechanical properties increase with
pressure due to the enhanced forced feeding shown by the macro-simulation results
and the more developed dendrite arms, finer dendrites and more solutes in dendrites
under higher pressure indicated by the micro-simulation and experimental results.
As analyzed, the mechanical properties are improved by applied pressure according
to the strengthening mechanism, including strengthening associated with high
integrity, fine-grain strengthening and solution strengthening.
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Introduction

With the requirement of lightweight in automotive industry, magnesium alloys are
supposed to be promising automotive materials, with low density and high strength
and stiffness. Squeeze casting is an advanced near-net-shape materials processing
technology, in which liquid metal solidifies under applied pressure, making prod-
ucts with high casting integrity and excellent mechanical properties. It is of sig-
nificant importance to understand the mechanism how squeeze casting process
especially pressure influence the final microstructure and mechanical properties [1].

Macro numerical simulation and analysis of squeeze casting has been conducted
in many literatures by the control-volume-finite-difference approach [2] or the
finite-element method based on ABAQUS® [3] or ANSYS® software [4]. As to
micro-simulation, phase field modeling is a powerful tool to simulate microstructure
evolution during phase transformation, which are thermodynamically consistent
based on energy description of alloy systems [5], making it feasible to take the
effects of pressure on thermodynamics and kinetics of dendritic growth into
account. Macro- and micro-simulation plays a great role in predicting the
location-specific microstructure and location-specific mechanical properties of the
cast products in an integrated computational materials engineering (ICME)
framework [6, 7].

In this work, the macro- and micro-simulation on squeeze casting wheel of AT72
alloy was conducted based on the coupled thermo-mechanical simulation method
using ANSYS® software and the phase field modeling with pressure effects, and
experiments were also carried out to analyze the microstructure and mechanical
properties of the wheel. The differences of mechanical properties at different
positions of the wheel and under different pressures were analyzed by the macro-
and micro-simulation and experimental results, and the corresponding strengthen-
ing mechanism was discussed.

Model and Experiments Description

Mechanical Model for Macro-Simulation

A coupled thermo-mechanical simulation method based on ANSYS® has been
established to solve the thermal stress in the squeeze casting solidification process
in our previous work [4] and was adopted in this work. A thermal
elasto-viscoplastic model for Mg–Al based ternary magnesium alloy was derived
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from Ref. [8] and shown as below, which was applied to the macro-simulation to
calculate items associated with stress.

ε ̇=2.8405× 1012 sinh 0.013 ⋅ σPð Þ½ �5.578 × exp
− 175.82 × 103

RT

� �
ð1Þ

Phase Field Model for Micro-Simulation

The free energy density of a phase in a multicomponent system consisting of
(n + 1) components with n solutes in solid and liquid phases is illustrated as
follows,

f m = ðc1m, c2m, . . . , cim, . . . , cnmÞ ð2Þ

where m = S for the solid phase or m = L for the liquid phase. The governing
equations for phase field and concentration field of a multicomponent system at
ambient pressure are given as follows:

1
Mϕ

∂ϕ

∂t
= ε2∇2ϕ−wg0ðϕÞ− h0pðϕÞ f S − f L − ∑

n

i=1
ciS − ciLð Þμ̃i

� �
. ð3Þ

∂ci
∂t

=∇ ⋅ 1− hdðϕÞ½ � ∑
n

j=1
DL

ij∇cjL +∇ ⋅
εffiffiffiffiffiffi
2w

p ciL − ciSð Þ
� �

∂ϕ

∂t
∇ϕ
∇ϕj j ð4Þ

where ϕ is the phase field, defined as ϕ=0 in the bulk liquid, ϕ=1 in bulk solid
and 0 < ϕ<1 in the interfacial region between them. The definition of other
parameters and functions involved in the controlling equations can been found in
Refs. [5, 9].

To take the effects of pressure into account, it is imperative to couple the
multi-component phase field model with thermodynamics with pressure effects.
Brosh et al. [10, 11] constructed a thermodynamic model with pressure effect based
on the integration of available CALPHAD (CALculation of PHAse Diagrams)
descriptions at ambient pressure with a composition-dependent equation of state
shown as follows:

0Gm
i ðT ,PÞ= 0Gm

i ðT ,P0Þ+
Z P

P0

VðT ,P′ÞdP′ ð5Þ

where P0 is the reference pressure and the second term is the contribution of
pressure to Gibbs free energy. The Gibbs free energy associated with the f m of the
pure component and intermetallics at ambient pressure can be obtained from
thermodynamic database, specifically PANDAT® database, and the values with
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pressure effects can be calculated based on the equation. The calculation of the
kinetic parameters, i.e. solute diffusion coefficient Dij with pressure effects can be
found elsewhere [9].

Experiments

A kind of magnesium alloy, AT72 (Mg–7Al–2Sn) alloy with good combination of
strength and ductility [12] was selected for squeeze casting experiments and macro-
and micro-simulation in this study. In the squeeze casting process, the initial punch
temperature, mold temperature and pouring temperature are 200 °C, 250 °C and
680 °C, respectively, which were also used as the initial condition in
macro-simulation. The pressure was set as 47 and 85 MPa to investigate how the
increased pressure influences the microstructure and mechanical properties of the
alloy. X-ray inspection has been employed to detect the internal defects in castings,
and microstructural characteristics was examined by scanning electron microscopy
(SEM). Moreover, the mechanical properties has been obtained by tensile test.

Simulation Results and Discussion

In order to analyze the solidification process in squeeze casting, macro-simulation
based on the coupled thermo-mechanical modeling using ANSYS® was carried out.
Figure 1a shows the geometry of the squeeze casting wheel of AT72 alloy and
liquid metal was filled into the wheel from the bottom riser to the top. Based on the
geometry, the distribution of temperature and residual liquid phase was obtained
and illustrated in Fig. 1c and d, respectively. It can be seen that the temperature
distribution is highly dependent on the location of the wheel which is associated
with different heat transfer conditions with lower temperature in thinner parts while
higher temperature in thicker parts, as indicated by the hotspot in the junction of
spoke and rim shown in Fig. 1c. Another phenomenon is that the temperature of
spoke is lower than the liquidus before t = 4 s, cutting off the channel through
which liquid metal feeds the rim, however, most parts of the rim are not solidified
then, as illustrated in Fig. 1d. As a consequence, there is some minor porosity in
rim due to insufficient feeding during solidification, as shown in Fig. 1b.

Different from permanent mold casting at ambient pressure, in the process of
squeeze casting, in addition to liquid flow feeding, plastic deformation feeding due
to the applied pressure is another distinctive feeding where pressure makes the
solidified metal plastic deformed and produces casting with high integrity.
Figure 2a and b show the distribution of displacement in Z direction under the
pressure of 47 MPa and 85 MPa, respectively at t = 20 s when all parts of the
wheel are solidified. Since the punch moves from bottom to top, the symbol of
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displacement in Z is negative. With the increase of pressure, the punch moves more
upwards, and more material in the riser is punched into the wheel to feed the wheel.
Since the degree of plastic deformation feeding can be represented by plastic strain,
Fig. 2c and d show the distribution of plastic strain at t = 20 s under different
pressures. Firstly, the plastic strain happens almost at the location of spoke not rim.
The plastic deformation emerges at where the liquid metal has already solidified,
such as the spoke shown in Fig. 1d, however the pressure cannot be transferred into
the rim to make it plastic deformed since the transfer channel is cut off owing to the
early solidified part in spoke. Secondly, the average plastic strain in spoke increases
with pressure, indicating that the plastic deformation feeding in spoke is enhanced
by increased pressure.

In conclusion, the final average forced feeding to the whole wheel, including
liquid flow feeding and plastic deformation feeding, rises with pressure, specially
38% and 51% under pressure of 47 MPa and 85 MPa, respectively at t = 20 s, as
indicated in Fig. 3. More liquid flow feeding happens in spoke than that in rim and

Fig. 1 a Squeeze casting wheel of AT72 alloy, b X-ray inspection result of rim. c and d The
temperature and liquid metal distribution at t = 4 s, respectively
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almost all of the plastic deformation feeding happens in spoke not rim due to the
obstructed feeding channel for the rim mentioned above.

The micro-simulation using the phase field model described above, accompanied
with some experiments, was executed to analyze the microstructure characteristics
under different pressures. For multi-grain growth in simulation, it is necessary to
take nucleation into consideration, approximately 9 crystal nuclei and 12 crystal
nuclei were seeded in the simulation domain under pressure of 47 MPa and
85 MPa, respectively according to our previous work [9]. It can be seen from
Fig. 4a and b that the dendrite grown under pressure of 85 MPa is different from
that under pressure of 47 MPa, with more developed secondary dendrite arms and
smaller average dendrite size. The reason for it may come in two folds. For one
thing, tip growth velocity rises with increasing pressure, leading to more developed
dendrite under higher pressure. For another, more nuclei are formed under higher

Fig. 2 a and b The distribution of displacement in Z direction under pressure of 47 MPa and
85 MPa, respectively, c and d The distribution of plastic strain under pressure of 47 MPa and
85 MPa, respectively
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pressure, smaller grain size is obtained due to less growth space under higher
pressure, which is consistent with the dendrite morphology by SEM as shown in
Fig. 4c and d. Furthermore, as illustrated in Table 1, the average concentration of
solute Al and Sn in the α-Mg dendrite of squeeze casting AT72 alloy increases with
pressure, resulting in more solution strengthening under higher pressure.

The mechanical properties of squeeze casting wheel of AT72 alloy illustrated in
Table 2 are associated with the simulation and experimental results mentioned
above. Obviously the differences in mechanical properties resides in two sides, the
one between different positions, i.e. spoke and rim, and the other one under different
pressures. Firstly, the mechanical properties in spoke are better than those in rim.
Since more forced feeding happens in spoke than that in rim, as indicated by the
macro-simulation in Figs. 1 and 2, including more liquid flow feeding and almost
all of the plastic deformation feeding in spoke mentioned above, higher integrity
and less porosity are achieved in spoke, resulting in better strength and ductility.
Secondly, the mechanical properties increase with pressure whatever the position is.
On one hand, associated with macro-simulation, with increasing pressure, the
average forced feeding is enhanced, as shown in Fig. 3, resulting in cast product
with higher integrity under pressure of 85 MPa than that under pressure of 47 MPa.
On the other hand, associated with micro-simulation and experiments, the dendrite
grown under higher pressure is with more developed secondary dendrite arms and
smaller average dendrite size, as shown in Fig. 4, and more solutes in the dendrite.
As a consequence, the mechanical properties under higher pressure are better
according to the strengthening mechanism, including strengthening associated with
high integrity, fine-grain strengthening and solution strengthening, the first two of
which play the most significant roles in pressurized solidification.

Fig. 3 Forced feeding of the
wheel under different
pressures
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Table 1 Average
concentration of solutes in the
dendrite of squeeze casting
AT72 alloy under different
pressures

Pressure (MPa) Average concentration in
mole fraction
Al Sn

47 0.0250 0.0016
85 0.0298 0.0025

Fig. 4 a and b Simulated dendrite morphology under pressure of 47 MPa and 85 MPa,
respectively, c and d The microstructure by SEM under pressure of 47 MPa and 85 MPa,
respectively
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Conclusions

In summary, the mechanical properties of the wheel are related to the macro- and
micro-simulation and experimental results:

(1) The mechanical properties in spoke are better than those in rim, for the reason
that more forced feeding happens in spoke including more liquid flow feeding
and almost all of the plastic deformation feeding, resulting in higher integrity in
spoke, as shown by macro-simulation results.

(2) The mechanical properties increase with pressure whatever the position is. On
one hand, associated with macro-simulation, the average forced feeding is
enhanced with increasing pressure, resulting in cast product with higher
integrity. On the other hand, associated with micro-simulation and experiments,
the dendrites grown under higher pressure are more developed and finer, and
with more solutes in dendrite.

(3) The strengthening mechanism that mechanical properties are improved by
applied pressure includes strengthening associated with high integrity,
fine-grain strengthening and solution strengthening.

Acknowledgements This work was supported by the National Key Research and Development
Program of China (No. 2016YFB0701204) and the National Natural Science Foundation of China
(No. 51175291). The authors would also like to thank the National Laboratory for Information
Science and Technology at Tsinghua University for access to supercomputing facilities.

References

1. M.R. Ghomashchi, A. Vikhrov, Squeeze casting: an overview. J. Mater. Process. Technol.
101, 1–9 (2000)

2. H.A.A.Y. Henry, Numerical simulation of squeeze cast magnesium alloy AZ91D. Modell.
Simul. Mater. Sci. Eng. 10, 1 (2002)

3. J.H. Lee, H.S. Kim, C.W. Won, B. Cantor, Effect of the gap distance on the cooling behavior
and the microstructure of indirect squeeze cast and gravity die cast 5083 wrought Al alloy.
Mater. Sci. Eng. A 338, 182–190 (2002)

4. J. Tang, Z. Han, F. Wang, J. Sun, S. Xu, A Coupled Thermo-Mechanical Simulation on
Squeeze Casting Solidification Process of Three-Dimensional Geometrically Complex
Components (Wiley, 2015), pp. 111–120

Table 2 Mechanical
properties of squeeze casting
wheel of AT72 alloy at
different positions and under
different pressures

Pressure
(MPa)

Position YS
(MPa)

UTS
(MPa)

EL
(%)

47 Spoke 106.0 138.9 1.5
Rim 116.0 123.2 0.5

85 Spoke 111.4 220.1 6.9
Rim 98.0 194.4 4.9

Macro- and Micro-Simulation and Experiment Study … 281



5. S.G. Kim, A phase-field model with antitrapping current for multicomponent alloys with
arbitrary thermodynamic properties. Acta Mater. 55, 4391–4399 (2007)

6. J. Allison, Integrated computational materials engineering: a perspective on progress and
future steps. JOM 63, 15–18 (2011)

7. A.A. Luo, Material design and development: from classical thermodynamics to CALPHAD
and ICME approaches. Calphad 50, 6–22 (2015)

8. L. Liu, H. Ding, Study of the plastic flow behaviors of AZ91 magnesium alloy during
thermomechanical processes. J. Alloy. Compd. 484, 949–956 (2009)

9. H. Pan, Z. Han, B. Liu, Study on dendritic growth in pressurized solidification of Mg–Al alloy
using phase field simulation. J. Mater. Sci. Technol. 32, 68–75 (2016)

10. E. Brosh, G. Makov, R.Z. Shneck, Application of CALPHAD to high pressures. Calphad 31,
173–185 (2007)

11. E. Brosh, R.Z. Shneck, G. Makov, Explicit Gibbs free energy equation of state for solids.
J. Phys. Chem. Solids 69, 1912–1922 (2008)

12. A.A. Luo, P. Fu, L. Peng, X. Kang, Z. Li, T. Zhu, Solidification microstructure and
mechanical properties of cast magnesium-aluminum-tin alloys. Metall. Mater. Trans. A 43,
360–368 (2012)

282 S. Shang et al.



Solidification Simulation of Fe–Cr–Ni–
Mo–C Duplex Stainless Steel Using
CALPHAD-Coupled Multi-phase Field
Model with Finite Interface Dissipation

Sukeharu Nomoto, Kazuki Mori, Masahito Segawa
and Akinori Yamanaka

Abstract A multi-phase field (MPF) model with finite interface dissipation pro-
posed by Steinbach et al. is applied to simulate the dendritic solidification in Fe–
Cr–Ni–Mo–C duplex stainless steel. This MPF model does not require an equal
diffusion potential assumption and can take into account a substantial
non-equilibrium interfacial condition. We develop the MPF code to couple with the
CALPHAD thermodynamic database to simulate two-dimensional microstructure
evolutions in multi-component alloys using the TQ-interface of Thermo-Calc. The
message passing interface parallelization technique is adapted to the program code
development to reduce computational elapse time. Solidification calculations were
performed in two cases of quinary compositions: Fe–16Cr–2Mo–10Ni–0.08C and
Fe–17Cr–2Mo–9Ni–0.08C. We confirm that the developed MPF method can be
highly applicable to microstructure evolution simulation of the engineering metal
alloy solidification.
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Introduction

The multi-phase field method proposed by Steinbach approximately 20 years ago
has been applied to many numerical simulation fields [1]. In particular, the CAL-
PHAD database coupling method that uses the TQ-Interface of Thermo-Calc pro-
vides us a means to simulate the microstructure evolution of many engineering
metal alloy processes [2]. For example, MICRESS is a typical software tool for
general commercial application [3]. The MPF method coupled with solute diffusion
is based on the diffuse-interface model in which equal diffusion potential is assumed
in the interface region. This model is also generally called the Kim–Kim–Suzuki
model [4]. However, in practical calculation using the CALPHAD database cou-
pling, much time is required to obtain quasi-equilibrium concentration at all grid
points in the interface region. Recently, Steinbach and Zhang have proposed a finite
interface dissipation model, which is based on non-equal diffusion potential [5, 6].
It is called the non-equilibrium MPF model (NEMPFM) in this paper. This method
has another advantage in that it avoids iteration calculation to obtain a
quasi-equilibrium composition in the interface region. We introduce this model to
develop the CALPHAD database coupled with the MPF program for practical
engineering steel system.

The evolution of the solidification microstructure of stainless steel is sensitive to
the solute composition values, i.e., the ratio of the body-centered cubic (BCC) and
face-centered cubic (FCC) phase-stabilized elements Cr and Ni, respectively. In
many stainless steel cases, Mo is usually doped, together with C, to obtain hardness.
Thus, the quinary system Fe–C–Cr–Mo–Ni, is selected to conform to the CAL-
PHAD database coupled with NEMPFM calculations in this study. We select two
cases of a composition in which the primary phase is δ-ferrite, representing ferrite–
austenite (FA)-mode solidification. In the FA-mode solidification of stainless steel,
austenite usually nucleates in the interface between liquid and δ-ferrite. A numerical
method for austenite nucleation is implemented in the NEMPFM program by
adapting a heterogeneous crystal nucleation method [7]. This program is paral-
lelized using the open message passing interface (MPI) technique to reduce cal-
culation time because the numerical estimation of the driving force in the interface
region incurs much time even if the iteration calculation for the quasi-equilibrium
convergence is unnecessary. Calculations of the solidification microstructure evo-
lutions between the two initial compositions of Fe(bulk)–16%Cr–2%Mo–10%Ni–
0.08%C and Fe(bulk)–17%Cr–2%Mo–9%Ni–0.08%C are performed. The reliability
of the NEMPFM calculation for the multi-component solidification is examined by
comparing the two calculation results.
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NEMPFM Model

In the finite interface dissipation model, reference volume (RV) is defined as a small
area in the phase field interface region. In the practical calculation of the discretized
numerical method, e.g., finite difference method, its grid is selected as RV, as
shown in Fig. 1. We assume that diffusion among RVs is not considered. The
concentration partition rate is assumed to be a function of the total free-energy
variation due to the concentration.

c ̇iα ≡ − ∑
n− 1

j=1
P̃
i j
α

δG

δc jα
, ð1Þ

where ciα is the concentration of the i (i = C, Cr, Ni, Mo) atoms in the α phases

(α = liquid, FCC, BCC), G is the total energy of the system, and P̃
i j
α is the interface

permeability [4]. The other basic equations are the same as the standard MPF
method equations. However, a Lagrange multiplier term is added to the total energy
by considering the conservation law.
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ð2Þ

where ϕα is the order parameter of phase α (α = liquid, FCC, BCC). ϕα varies
between zero and unity. fα (α = liquid, FCC, BCC) is the chemical free-energy
density of the liquid, austenite, and ferrite. Solving for Lagrange multiplier λi by

substituting Eq. (2) into Eq. (1) considering definitions P
ĩ j
α ϕαð Þ≡Pi j

α ̸ϕα and

Pi j
α ≡ δijP

ðiÞ
α and conservation ci̇ =0 leads to the solute partition rate equation.

Fig. 1 RV in phase field
interface region
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c ̇iα = ∑
N

β=1
Pi
αβ ϕβ μ ̃iβ − μ̃iα

� �
− ∑

N

β=1
ϕβ̇ ciβ − ciα
� �

, ð3Þ

where P ið Þ
α is represented as Pi

αβ because the permeability parameter is defined in the
interface between two phases, as shown in Fig. 1. The first and second terms at the
right-hand side of Eq. (3) represent the diffusion potential difference and interface
moving effect terms, respectively. This partition rate equation is introduced instead
of the quasi-equilibrium partitioning calculation process of the standard MPF
method.

Parameters εαβ and Wαβ in Eq. (2) represent the gradient energy coefficient and
the double-obstacle potential between the αth and βth phases or grains, respectively.
These parameters are expressed by the relationship of interface energy σαβ and
interface thickness δ as

σα β =
π

4
ffiffiffi
2

p εα β
ffiffiffiffiffiffiffiffiffi
Wα β

p
, ð4Þ

δ= π
εαβffiffiffiffiffiffiffiffiffiffiffiffi
2Wαβ

p . ð5Þ

Substituting Eq. (2) into the time evolution equation (Allen–Cahn equation)
yields

∂ϕα

∂ t
= − ∑

N

j=1

Mαβ

N
δG
δϕα

−
δG
δϕβ

 !
, ð6Þ

and considering Eqs. (4) and (5) leads to the following NEMPFM equation:

∂ϕα
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where Mαβ is the interface mobility. ΔGαβ is the interface driving force.

ΔGα β = fβ − fα − ∑
n− 1

i=1
∑
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ς=1
ϕς μ̃
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Equation (8) is consistent with the driving force representation of the standard
MPF model when Pi

αβ becomes infinity.
The diffusion equation is derived by substituting Eq. (2) into the time evolution

equation of the conservation type Cahn–Hilliard equation as
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∂ck

∂t
=∇ ∑

N

α=1
ϕα ∑

n− 1

j=1
Dα

kj∇c
j
α

 !
, ð9Þ

where Dα
k j is the diffusivity whose values are given using Arrhenius-type data in this

study. Equation (9) is solved in combination with Eq. (3).

Calculation Conditions

In this study, calculations were performed under a condition with two types of
composition, namely, Case 1: Fe–16Cr–2Mo–10Ni–0.08C and Case 2: Fe–17Cr–
2Mo–9Ni–0.08C. We selected the Thermo-Calc TCFE8 database. The equilibrium
phase fractions of these two cases are shown in Fig. 2. The maximum δ-ferrite
fraction of Case 2 is higher than that of Case 1. By comparing the differences
between the δ-ferrite and austenite nucleation temperatures in Cases 1 and 2,
namely, A and B, respectively, Case 2 B is larger than Case 1 A, as shown in Fig. 2.
Thus, we expect that these differences lead to different microstructure evolution.

The two-dimensional finite difference method with explicit temporal integration
was applied for the simulation in which the interval time was 1 × 10−5 s. The
calculation conditions for the region size, grid size, number of grids, interface
width, cooling rate, temperature gradient, and boundary conditions are shown in
Fig. 3. The initial δ-ferrite nucleation was set on the left corner at the bottom. The
initial temperature values at the bottom for Cases 1 and 2 were set at 1728 and
1736 K, respectively. The maximum temperature to check the austenite nucleation

Fig. 2 Equilibrium phase fractions
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ability for Cases 1 and Cases 2 were set at 1711.5 and 1701 K, respectively. The
austenite grain was designed to nucleate in the interface region between the liquid
and δ-ferrite phases. The checking interval time and average distance of the
austenite nucleation were set at 0.025 s and 11 μm, respectively. The physical
parameter values, interface energy and mobility, and interface permeability and
diffusivity of the Arrhenius plot data are listed in Tables 1, 2, and 3, respectively.
The interface energy values were obtained from Ref. [8]. The interface mobility and

Fig. 3 Calculation-region
conditions

Table 2 Interface permeability

Interface m3/J/s
Cr Mo Ni C

δ–Liquid 2.5 × 10−7 1.0 × 10−7 1.0 × 10−7 2.5 × 10−8

δ–γ
Liquid–γ

Table 1 Interface energy and mobility [8]

Interface Energy Mobility
J/m2 m4/J/s

δ–Liquid 0.2 1.5 × 10−10

δ–γ 0.6 2 × 10−11

Liquid–γ 0.2 3 × 10−11
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interface permeability values were determined by numerical examinations. For
example, the interface permeability was calibrated to obtain a numerically stable
condition by decreasing the parameter value from a large value that caused
numerical instability. The Arrhenius-type formulation data of the diffusivity were
obtained from the diffusion mobility database MOBFE3 of the Thermo-Calc
software [9].

Results and Discussion

Figure 4 shows the phase and C molar-fraction distributions of the two cases. Ini-
tially, we can see that the dendrite of the δ-ferrite increases in both cases. However,
the second dendrite arm in Case 1 increases much more than that in Case 2. The
austenite grain in Case 2 nucleates very late compared with that in Case 1. This
difference qualitatively agrees with the equilibrium phase fraction calculated by
Thermo-Calc, as shown in Fig. 3. As interstitial element C very highly diffuses in
solid, concentration partitioning occurs not only in the liquid and solid interface but
also in the δ-ferrite and austenite interface, as shown in Fig. 4.

Figure 5 shows the substitutional element Cr concentration distributions.
Because Cr diffuses slower than C in the solid phase, the FA transformation in this
system is considered to be close to a negligible partitioning local equilibrium mode.
Thus, we can see that a small concentration spike appears in the δ-FA interface,
which is also confirmed in the other solute elements Ni and Mo. The temporal
concentration distributions are also well calculated to show the same trend as Cr.

Table 3 Diffusivity of solute
element (Arrhenius plot type)
[9]

Phase Element Prefactor (m2/s) Activation (J/mol)

Liquid Cr 2 × 10−9 0
Mo 2 × 10−9 0
Ni 2 × 10−9 0
C 2 × 10−9 0

γ Cr 1.930 × 10−4 2.885 × 105

Mo 3.633 × 10−6 2.404 × 105

Ni 1.010 × 10−4 2.922 × 105

C 2.200 × 10−4 1.747 × 105

δ Cr 0.340 × 10−4 2.185 × 105

Mo 0.847 × 10−4 2.308 × 105

Ni 1.410 × 10−4 2.321 × 105

C 6.449 × 10−7 7.699 × 105
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Figure 6 shows the MPI parallel efficiency. Higher acceleration can be obtained
with increasing number of CPU cores. We confirm that the MPI parallel program
using the TQ-interface library is successfully developed.

Conclusions

An MPI-parallelized program of the non-equilibrium MPF method coupled with
CALPHAD database for Fe–Cr–Ni–Mo–C duplex stainless steel composition has
been developed by adapting the heterogeneous crystal nucleation feature. The so-
lidification microstructure calculations were successfully performed under the
condition of two different compositions. We confirmed that this method have high
applicability in microstructure evolution simulation of engineering metal alloys.

Fig. 4 Phase and C molar-fraction distributions in a Case 1 and b Case 2
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Fig. 5 Cr molar-fraction distributions. a Case 1. b Case 2

Fig. 6 MPI parallel
efficiency
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Phase-Field Modeling of θ′ Precipitation
Kinetics in W319 Alloys

Yanzhou Ji, Bita Ghaffari, Mei Li and Long-Qing Chen

Abstract Understanding and predicting the morphology, kinetics and hardening
effects of precipitates are critical in improving the mechanical properties of
Al-Cu-based alloys through controlling the temperature and duration of the heat
treatment process. In this work, we present a comprehensive phase-field framework
for simulating the kinetics of θ′ precipitates in W319 alloys, integrating the ther-
modynamic and diffusion mobility databases of the system, the key precipitate ani-
sotropic energy contributions from literature and first-principles calculations, as well
as a nucleation model based on the classical nucleation theory. By systematically
performing phase-field simulations, assuming the precipitate peak number densities
determined from experiments, we optimize the model parameters to obtain the best
possible match to the average diameters, thicknesses and volume fractions of pre-
cipitates from experimental measurements at 190, 230 and 260 °C. With these
parameters available, the phase-field simulations can be performed at other aging
temperatures. The possible extensions of the current phase-field model for more
accurate prediction of the precipitate behaviors inW319 alloys will also be discussed.

Keywords Precipitation kinetics ⋅ Phase-fieldmodel ⋅ θ′ (Al2Cu) ⋅ Al-Cu-based
alloys

Introduction

Aluminum alloys, due to their light weight, have been widely used in automotive
industries. To improve the strength of Al alloys, alloying elements such as Cu are
usually incorporated, which enables precipitate hardening. During isothermal aging
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of Al-Cu-based alloys, the θ′ (Al2Cu) precipitate, with a tetragonal crystal structure
and partial coherency with the Al-matrix, usually appears at the peak aging point,
and is therefore the key strengthening precipitate in these alloys. Over the past
decades, the fundamental aspects of the θ′ precipitate, including its crystal structure
[1], thermodynamic properties [2–4], interface structures [5–8], precipitate mor-
phologies [9, 10], and growth kinetics [7, 11, 12] have been thoroughly investigated
through either experimental observations or theoretical calculations. As a result, the
θ′ precipitate has been included in various undergraduate and graduate-level
materials science textbooks as the typical example for precipitate hardening. The
knowledge learned from these studies has provided useful guidance for the heat
treatment conditions to tune the strength of commercial Al-Cu-based alloys.

In order to accelerate the alloy design process, modeling and prediction of the
precipitate hardening effects as functions of processing parameters have been
considered as promising alternatives to minimize the development time needed for
trial-and-error-based experiments, which is consistent with the integrated compu-
tational materials engineering (ICME) initiative. The estimation of precipitate
hardening effects largely relies on the prediction of precipitate morphology, volume
fraction and spatial distribution during the aging process, which requires meso-scale
simulations of the precipitate behavior. There have been a series of numerical
models developed for θ′ precipitates for this purpose [4, 8, 13–17]. Among these
models, the phase-field approach [18], which avoids the explicit tracking of
interfaces through the diffuse-interface description, shows significant advantages in
accurately and efficiently predicting the precipitate morphology and kinetics in a
physics-based manner. Specifically, Vaithyanathan et al. [4, 8] incorporated
physical parameters including free energies, lattice parameters, elastic constants and
interfacial energies calculated from atomic-scale calculations and predicted the θ′
morphology using phase-field simulations. Hu et al. [15] improved the phase-field
model’s accuracy in predicting the θ′ precipitation kinetics. However, these existing
works primarily focused on the growth kinetics of already-nucleated θ′ particles
rather than also considering the nucleation kinetics. Moreover, the quantitative
comparisons with experimental measurements on θ′ morphologies were lacking.

The primary goal of the current research is to develop a phase-field model
capable of predicting the precipitate morphology and kinetics of θ′ precipitates in a
commercial 319 Al-alloy (Al-3.5 wt%Cu-6.0 wt%Si) at different aging tempera-
tures. The simulated information, including the diameters, thicknesses and volume
fractions of the θ′ precipitates will be compared with that measured from experi-
ments, in order to adjust certain parameters in the phase-field model, further extend
the model for predicting the precipitate kinetics under other aging temperatures, and
use the predicted precipitate information for yield strength predictions.

294 Y. Ji et al.



Phase-Field Model

The phase-field model in this study is extended from Hu et al. [15]. Since Cu is the
major alloying elements for θ′ precipitates in W319 alloys, we initially simplify the
alloy into an Al-Cu binary system with the overall Cu composition of 1.5 at.%. To
describe the precipitate morphologies, we use two sets of order parameters: XCu for
the Cu composition and {ηi}(i = 1, 2, 3) for the three structural variants of θ′. The
total free energy within the system is:

F = ∫
V

flocal XCu, ηif g,Tð Þ + 1
2
∑
3

i=1
κðθiÞ2 ∇ηij j2 + eel

� �
dV ð1Þ

The first term flocal XCu, ηif g,Tð Þ describes the bulk free energy density of the
system:

flocal XCu, ηif g, Tð Þ= f α Xα
Cu, T

� �
⋅ 1 − h ηif gð Þð Þ + f θ

0
Xθ

0

Cu,T
� �

⋅ h ηif gð Þ + w ⋅ gð ηif gÞ ð2Þ

where f α Xα
Cu,T

� �
and f θ

0
Xθ

0

Cu,T
� �

are molar Gibbs free energies of the α-Al solid
solution and the θ′ phase, respectively, which are taken from existing thermody-

namic databases [2, 15]; h ηif gð Þ = ∑
3

i=1
ð3η2i − 2η3i Þ is an interpolation function and

gð ηif gÞ is a double-well type function. The Kim-Kim-Suzuki model is applied here
to remove the extra potential at interfaces, as described in [15].

The second term in Eq. (1) describes the contribution of the inhomogeneous
distribution of the order parameters to the interfacial energy. The gradient coeffi-
cients κðθiÞ, together with the double-well height w, can be calculated from the
precipitate interfacial energy σðθiÞ and interface thickness 2λðθiÞ, according to the
one-dimensional analytical solution [15]:

κðθiÞ2 = 3
2.2

σðθiÞ ⋅ 2λðθiÞ ð3aÞ

w=13.2
σðθiÞ
2λðθiÞ ð3bÞ

Since the coherent and semi-coherent α-Al/θ′ interfaces have different interfacial
energies, we consider the angle-dependent interfacial energy formulation σðθiÞ [15]:

σ θið Þ= σ0
1 + γ

1 + γ
sinϕ0

+ γcosϕ0
sinϕ0

sinθi, − π
2 ≤ θi ≤ − π

2 + ϕ0
1 + γcosθi, − π

2 + ϕ0 ≤ θi ≤ π
2 − ϕ0

1 + γ
sinϕ0

− γcosϕ0
sinϕ0

sinθi, π
2 − ϕ0 ≤ θi ≤ π

2

8><
>: ð4Þ
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where θi = arccos ∂ηi ̸∂xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∂ηi ̸∂xð Þ2 + ∂ηi ̸∂yð Þ2 + ∂ηi ̸∂zð Þ2

p
� �

− π
2, ϕ0 = π

10000 is a small regu-

larization angle to describe the two cusps in the γ-plot due to Wulff construction,
σ0 = 0.49 J ̸m2 and σ0

1 + γ = 0.24 J ̸m2 are the interfacial energies of the
semi-coherent and coherent Al/θ′ interfacial energies, respectively, which are
obtained from first-principles calculations.

The third term in Eq. (1) is the elastic strain energy density, which can be
evaluated based on the microelasticity theory. The misfit strain between
the Al-matrix and the θ′ phase, as well as the elastic constants, are taken from [4].
The system is assumed elastically homogeneous and stress equilibrium is assumed
to be much faster than the phase transformation process.

The evolution of θ′ precipitates are governed by the Cahn-Hilliard equation (for
composition) and Allen-Cahn equation (for order parameters):

∂XCu

∂t
= ∇ ⋅

DCu

∂
2flocal ̸∂X2

Cu

∇
δF
δXCu

� �
ð5aÞ

∂ηi
∂t

= − L θið Þ δF
δηi

ð5bÞ

where DCu is the impurity diffusivity of Cu in Al from literature [19], L θið Þ is the
kinetic coefficient for interface mobility. We assume L θið Þ has the same
angle-dependence as σ θið Þ, but with a different anisotropy factor β (c.f. γ for σ θið Þ).
The equations are solved using semi-implicit Fourier spectral method.

To account for the nucleation kinetics, we incorporate a modified classical
nucleation model:

j = ZN0β
*exp −

ΔG*
het

kBT

� �
ð6Þ

where j is the nucleation rate, Z is the Zeldovich factor, N0 is the number of atoms
per unit volume, β* is the atomic attachment rate, ΔG*

het is the activation energy for
heterogeneous nucleation and kB is the Boltzmann constant. These parameters are
calculated based on [20]. Notably, we take ΔG*

het = B ⋅ ΔG*
hom where ΔG*

hom is the
activation energy for homogeneous nucleation of a plate-shaped particle with
interfacial energy anisotropy; the phenomenological parameter B represents the
heterogeneity of the nucleation behavior. Since the calculated nucleation rate is
very sensitive to the B values, rather than assuming a constant B for all simulation
temperatures, we fit different B values for different aging temperatures so that the
peak number density in phase-field simulations agrees with the average number
density at the same aging temperature as from experimental observations of the
W319 alloy.
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Results and Discussion

Parameterization

The Nucleation Model

The experimentally measured θ′ number density values during different aging times
at different aging temperatures are shown in Fig. 1. The mean number densities at
different aging temperatures, as well as the fitted B values, are shown in Table 1.
Based on the data, B can be fitted into a linear function of the aging temperature:
B Tð Þ = 0.2724 − 4.5 × 10− 5 T . The high number densities and B values at lower
temperatures (190 °C) indicates the larger nucleation driving force and the higher
heterogeneity of nucleation behavior at lower temperatures.

The phase-field model

In this work, 3D phase-field simulations are performed at the three aging temper-
atures, 190, 230 and 260 °C, in a 160 × 160 × 160 Δx (Δx = 1 nm) region.
Based on the nucleation model, the numbers of nuclei in the system for the three
aging temperatures are 9, 5, and 3, respectively. To make a direct comparison with
the precipitation kinetics from experiments, the time step size in the simulation
(Δt*) is related to the real time interval (Δt) through Δt = Δxð Þ2 ̸DCu ⋅ Δt*. Since
the θ′ precipitates have very large diameter-to-thickness aspect ratios, a large ani-
sotropy factor β = 1000 is used for the angle-dependent interface mobility coeffi-
cients for all three temperatures. This large growth anisotropy can be related to the
different atomic-scale growth kinetics along the diameter and thickness directions
[7]. Interface thicknesses of 2 nm for the semi-coherent interface and 1 nm for the
coherent interface are used for all three temperatures.

Phase-Field Simulations

Figure 2 shows the phase-field simulation results of θ′ precipitate morphologies at
190 °C for 10 h, in comparison with the experimental TEM images.

For more quantitative comparisons, we measure the average precipitate diame-
ters, thicknesses and volume fractions from the available TEM images of the W319
alloy, and compare with the corresponding values from the phase-field simulations.
Figures 3, 4 and 5 show this comparison, which is the best agreement we achieved
using the model parameters mentioned above. Specifically, for all three aging
temperatures, the simulated precipitate diameters agree quite well with the exper-
imental measurements. The simulated precipitate volume fractions agree well with
the experimental measurements at 230 °C, while for 190 and 260 °C, the predicted

Phase-Field Modeling of θ′ Precipitation Kinetics in W319 Alloys 297



Fig. 1 Experimentally
measured number density
values at different aging
temperatures: a 190 °C,
b 230 °C, and c 260 °C. The
data points in the figure show
the average number density at
each aging time. The number
beside each error bar indicates
the number of measurements
for the data point
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volume fractions are higher and lower than the experimental values, respectively. In
contrast, the thickness simulations still need further improvement.

Further Improvements

The deviations between the phase-field simulations and experimental measurements
on θ′ precipitate kinetics includes two aspects: precipitate thicknesses and volume
fractions. For the thicknesses, due to the large aspect ratio, it is numerically
expensive to resolve the thickening kinetics by using smaller grid sizes. In the
current simulations, the thickening effect is largely eliminated through numerical
pinning by the low interface thickness value (1 nm) of the coherent interface,
resulting in the constant precipitate thickness of 3 nm. Further improvement of the
thickening simulations would have to rely on the development of an efficient
numerical method. The thickness issue also has an effect on the volume fraction
predictions. However, in addition to the thickness effect, we notice that the
experimentally measured precipitate volume fractions finally reach a similar level

Table 1 Mean number
density of precipitates and
fitted B values

Temperature (°C) Mean number density (/m3) B

190 2.2e21 0.00644
230 1.15e21 0.00456
260 7.77e20 0.0033

Fig. 2 Simulated θ′ morphology and comparison with experimental observation at 190 °C after
10 h of aging. a Simulation results with a system size of 160 × 160 × 160 nm3; the different
colors represent different θ′ variants; b Experimental TEM image; the dashed square region has the
same size as that in (a)
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Fig. 3 Phase-field simulation
results and comparison with
experimental values at
190 °C. a Mean precipitate
diameters. b Precipitate
volume fractions. c Mean
precipitate thicknesses
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Fig. 4 Phase-field simulation
results and comparison with
experimental values at
230 °C. a Mean precipitate
diameters. b Precipitate
volume fractions. c Mean
precipitate thicknesses
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Fig. 5 Phase-field simulation
results and comparison with
experimental values at
260 °C. a Mean precipitate
diameters. b Precipitate
volume fractions. c Mean
precipitate thicknesses
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(about 2.7%) for all the three aging temperatures, which is different from the pre-
diction of equilibrium precipitation volume fraction from the thermodynamic
database using the lever rule. Such discrepancy can potentially be alleviated
through the improvement of the existing thermodynamic database, especially for
multi-component, multi-phase Al-databases with better accuracy.

Conclusion

In this study, we developed a 3D phase-field framework for θ′ precipitates in W319
alloys, which incorporates the thermodynamic and kinetic information of the sys-
tem and considers the anisotropic energy and kinetic contributions for the θ′
morphology, and can predict both the nucleation and growth kinetics of the pre-
cipitate. By adjusting the phenomenological parameter B, we obtained nucleation
kinetics that are consistent with the experimental observations. By performing
phase-field simulations, we obtained acceptable agreements in precipitate length-
ening kinetics and partial agreement in precipitate volume fractions with experi-
mental measurements. Further improvement of the observed agreement would rely
on improvement of the current numerical methods and thermodynamic databases.
The obtained precipitate kinetics can be further used for mechanical property
predictions. The framework can be further extended to predict the precipitate
kinetics for other aging temperatures and for other similar alloy systems.
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Hybrid Hierarchical Model for Damage
and Fracture Analysis in Heterogeneous
Material

Alex V. Vasenkov

Abstract Complex materials with heterogeneities and discontinuities is a focus of
current research in materials science and engineering because such materials pro-
mise to have superior properties including enhanced mechanical strength and
fatigue resistance. Predictive damage and fracture analysis of complex materials is
grueling since it involves the modeling of highly-coupled nonlinear processes at
disparate scales. A logical approach taken by many researchers in tackling this
challenge is to employ a framework that couples Molecular Dynamic (MD) and
Finite Element (FE) modeling in some manner to capture damage processes
occurring at different time and length scales. Unfortunately, such coupling typically
suffers from the lack of thermodynamic consistency between the MD and FE
models and causes pathological wave reflection that commonly occurs at the
interface between the MD and FE simulation regions. This work endeavors to
circumvent those problems by introducing a Hybrid Hierarchical Model
(HHM) that consists of an MD module with an ab initio based force field and a
peridynamic continuum mesoscale module. The HHM framework was applied to
perform the fracture modeling of a silicon carbide slab with pre-crack and the
high-cycle fatigue damage analysis of a turbine blade.

Keywords Computer-aided engineering ⋅ Damage ⋅ Fracture ⋅ Fatigue ⋅
Heterogeneous material ⋅ Molecular dynamics ⋅ Peridynamics

Introduction

Predicting fracture, damage, and failure of materials is one of the central themes of
materials science and engineering. Computer-aided Engineering (CAE) software
applies the Finite Element Method (FEM) and their more advanced counterparts
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such as the extended FEM models [1, 2] and the meshless/mesh-free models [3] in
conjunction with the multi-scale computational homogenization techniques [4, 5] to
capture the macroscopic stress-strain response [6, 7]. However, the characterization
of novel aerospace and automotive materials with heterogeneities and discontinu-
ities requires a different approach capable of providing clear linkage to material
microstructure [8]. Fundamental difficulty with implementation of this approach is
that damage in complex materials involves highly-coupled nonlinear processes
occurring at disparate scales of microstructure, which constitute many known
challenges to existing CAE models [6, 7, 9]. CAE models can be classified either as
the bottom-up or the top-down types. The top-down models typically apply the
FEM to solve the equations of classical continuum mechanics [10]. They can be
refined by incorporating a desirable level of detail necessary to account for features
of engineering tests. Recently, peridynamic theory, a nonlocal extension of classical
continuum mechanics, received considerable attention [11–14]. Peridynamic
models have a promise of obtaining the paths and speed of growing cracks without
enforcing special kinetic criteria, but rather as part of the solution of motion
equations with incorporated bond-level damage law. Peridynamics account for
growth and propagation of cracks and damage in an autonomous way that is critical
when crack paths and nature or origin of material failure are not known a priori.
Bottom-up CAE simulators build detailed models of atomic and molecular pro-
cesses by means of the Density Functional Theory (DFT), the Molecular Dynamics
(MD) method, or the Monte Carlo (MC) method [6, 15]. These models can provide
valuable insights to initiation and propagation of crack path in materials with
interfaces. The deficiency of the bottom-up models is that they can typically handle
intervals of lengths that are several orders of magnitude below the typical char-
acteristic size of microstructure. This precluded many reported MD simulations to
correctly predict important features of dynamic fracture [16]. Such problems with
the MD simulations are likely because the events of crack formation, propagation,
and branching are controlled by the interactions and reflections of waves from the
boundaries, which are difficult to correctly account in MD modeling because of
severe limitations on the size of simulation domain [17]. The Hybrid Hierarchical
Model (HHM) reported here correctly accounts for the boundary effects by
updating the boundary conditions for MD simulation using on the fly peridynamic
modeling results.

Brief description of the HHM is given in section “Hybrid Hierarchical Model”
Fracture modeling results for a silicon carbide slab with pre-crack are discussed in
section “Fracture Modeling of a SiC Slab”. Application of the HHM to high-cycle
fatigue damage analysis of a turbine blade is presented in section “High-Cycle
Fatigue Damage Analysis of Gas Turbine Blade”. Concluding remarks are in
section “Summary”.
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Hybrid Hierarchical Model

The HHM is a three-dimensional solid mechanics model for massively-parallel
multi-physics simulations, which consists of the Peridigm peridynamics module
and the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS)
module. Both Peridigm and LAMMPS were originally developed by the Sandia
National Laboratories. Peridynamics is a nonlocal theory based on direct interac-
tions between points [11–13]. Displacements rather than displacement derivatives
are used in its formulation, which give peridynamics advantages over the FEM for
modeling of complex materials with heterogeneities and discontinuities. The peri-
dynamic equation of deformation is given by [11, 18]

ρ x ⃗, tð Þu ̈ x ⃗, tð Þ =
Z

T x ⃗, tð Þ⟨x′! − x ⃗⟩ − T x′
!
, t

� �
⟨x ⃗ − x′

!
⟩
o
dVx′ + b ⃗ x ⃗, tð Þ,

n
ð1Þ

where T is the nonlocal force, x is a material point in the reference configuration of
a body B, u is the deformation, ρ is the density field, and b is the prescribed external
body force density. The subregion Hx of integration in (1) is a spherical neigh-
borhood in B centered at x, and ex is the unit vector along the bond (x′, x). Since the
integral in (1) sums up forces on x′ from all neighbors, the peridynamic model can
be thought of as a continuum version of MD. Equation (1) can be recovered from
the Cauchy momentum equation by replacing divergence of stress with integral of
nonlocal forces [19]. The maximum interaction distance between points, to be
called horizon, provides a length scale for peridynamic material model. Currently,
the Peridigm peridynamic module supports two damage models: a critical stretch
model and a fatigue damage model. The critical stretch model uses critical stretch
bond breaking criterion with critical stretch parameters determining when each
individual bond is broken [20]. The critical stretch parameters can be estimated
based on atomistic data or calibrated using experimentally measured energy release
rates. The fatigue damage model follows Silling’s et al. approach that does not
require any pre-defined criterion in its formulation [12]. Here, the associated
remaining life D at any given time t for each bond is determined by

dD
dt

=
− 1−Rj jA exp(t ̸τÞ

τ
jsjm, ð2Þ

where τ=Δt ̸ lnðRPMΔtÞ, D is the cyclic bond strain, Δt is the time step of
peridynamic solver, R is the loading ratio, A is the fitting coefficient, m is the fitting
degree, and RPM is the revolutions per minute.

Atomic-scale LAMMPS geometries and a Peridigm geometry are required to
perform the HHM modeling. Each LAMMPS geometry is used around the
periphery of pre-crack tip and it constitutes a tiny fraction of Peridigm geometry.
Sigma convergence criterion is used in the HHM which forces the ratio of horizon
to node spacing in Peridigm to be equal to the ratio of cut-off distance to bond
length in LAMMPS. The mesoscale mechanical properties such as displacement,
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spatial deformation, forces, and force densities are calculated in Peridigm. These
properties are sent at the end of each iterative step to the LAMMPS module and
used as boundary conditions to model atomistic-scale crack dynamics. The ab initio
based force field ReaxFF is employed in LAMMPS. Each LAMMPS simulation is
typically performed for a fraction of picoseconds. In contrast, peridynamic simu-
lation are performed using both explicit and implicit schemes. Consequently,
LAMMPS simulation is considerably shorter than peridynamic simulation. This can
be justified by the fact that there is a significant gap between the timescale of
thermal vibration and the timescale of atomic motion [21]. Thermal motions of the
atoms in the bulk become quickly enslaved to the atomic motion prescribed at the
boundaries. The atomistic crack growth rate and bond strength are calculated in
LAMMPS and can be used in Peridigm for updating on the fly bond breaking
criterion. The Peridigm and LAMMPS modules are iterated until a required sim-
ulation time is achieved.

Fracture Modeling of a SiC Slab

Silicon carbide (SiC) is an attractive material for many technologies that require
high performance in extreme environments. However, its utilization is often limited
by susceptibility to fracture. The HHM was used to model fracture in SiC. The
Peridigm and LAMMPS geometries were slabs with dimensions of 2 × 0.2
0.002 µm and 200 × 200 × 20 Å, respectively. A constant external tensile force
was prescribed along the Peridigm boundary in the y-direction. Strain rate at the
LAMMPS boundary in the y-direction was updated on-the-fly based on the Peri-
digm results. An elastic correspondence model with a Verlet integration scheme
was used in Peridigm. LAMMPS simulation was performed for 3C-SiC
single-crystal using a velocity Verlet integration scheme and a time step of
0.25 fs. ReaxFF force field was borrowed from [22].

Time-dependent strain profile computed by Peridigm is given in Fig. 1 for an
external force of 8 × 1014 dyn. The presented results were obtained by spatially
averaging strain over the Peridigm computational cells located along the LAMMPS
boundaries in the y-direction. It was observed that strain was harmonically oscil-
lating after an instantaneous application of external force. Frequency of oscillations
was determined by the sound speed and the distance between the boundaries to
which external force was applied. From this consideration, the computational sound
of speed can be estimated as 6 × 103 m/s. Figure 2 presents 2-D spatial profile of
displacement calculated at two moments of time corresponding to the highest and
lowest strains given in Fig. 1. Displacement was changed by about an order of
magnitude within an oscillation cycle. Strains computed in Peridigm were used in
LAMMPS for modeling dynamic fracture. Final snapshots of the crack in SiC slab
at two external forces of 8 × 1014 dyn and 4 × 1014 dyn obtained using the HHM
or the authentic LAMMPS simulation are given in Fig. 3. Both HHM and
LAMMPS modeling started from the same initial configuration of a 3C-SiC slab
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with pre-crack. Applied external force created a rough fracture surface, disordering
atomic packing within a few atomic planes. Disordering occurred very differently
during the HHM and the authentic LAMMPS modeling. The HHM modeling
predicted a linear crack propagation, while the authentic LAMMPS simulation
yielded crack branching with an angle greater than 90° whereas experiments
showed much smaller crack branching angles [23]. This disagreement is likely
because the crack branching events are controlled by the interactions and reflections
of waves from the boundaries, which are difficult to correctly account in the
authentic LAMMPS modeling because of limitations on the size of simulation
domain [17]. Also, considering that the modeling system and applying boundary

Fig. 2 2-D spatial profile of displacement at two moments of time corresponding to the highest
a and the lowest b strains presented in Fig. 1

Fig. 1 Time-dependent strain profile computed in Peridigm for an external force of 8 × 1014

dyn, a and b designates the highest and the lowest strains, respectively
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conditions were fully symmetric, one should expect that final snapshots of crack
must be close to symmetric. Only the HHM results comply with that requirement.

High-Cycle Fatigue Damage Analysis of Gas Turbine Blade

The peridynamic calculations are almost always done for mesh with nearly constant
node spacing [13]. This is a serious disadvantage of many existing peridynamic
codes compared to the FEM codes. In contrast, Peridigm module of the HHM can
handle a highly non-uniform mesh provided in Exodus/Genesis mesh input. This
feature is demonstrated by performing the fracture analysis of a blade of gas-turbine
engine. Such an engine generates thrust by jet propulsion. Turbine blades of aircraft
engine are responsible for 50–75% of thrust. The high-cycle fatigue (HCF) of the
turbine blades and other engine components have traditionally been analyzed with

Fig. 3 Final snapshots of crack in SiC slab for two different external forces. The X; Y and Z
directions correspond respectively to the [100] directions of the SiC crystal. a and b designates the
results obtained using an external force of 8 × 1014 dyn and 4 × 1014 dyn, respectively
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Goodman diagram. However, increasing incidence of late of the HCF-related
engine failures calls for new approaches such as peridynamics.

Procedure for preparing a geometry for peridynamic simulation is illustrated in
Fig. 4. Here, the Computer-aided design (CAD) geometry of blade (A) is, first,
meshed with an unstructured grid (B) using tetrahedral elements, and, second,
translated to the peridynamic geometry (C), where each tetrahedral node serves as a
peridynamic point. The peridynamic geometry was used to model dynamics of the
blade made from a Ti–6Al–4 V alloy. Temperature was prescribed as a function of
height and varied from 400 °C at the bottom of the blade to 500 °C at the top of the
blade. RPM was equal to 15,000. Time harmonic external force of a magnitude of
103 dyn acting on the pressure side of the blade was prescribed. A fitting coefficient
of 3 × 10−8 required for the remaining life estimation in (2) was obtained by
developing an analytical fit to the strain ratio versus cycle dependence reported in
[24] and, then, extrapolating this fit to N = 1. A fitting degree of 2 in (2) was taken
from Paris’ law equation for Ti–6Al–4 V alloy, given in [25]. Verlet explicit
method was used for modeling blade’s dynamics during a single revolution and
provided an initial guess to the implicit method. The time harmonic external force
caused deformation of the blades as shown in Fig. 5. The displacement was low
near the interface between disk and blade. It increased with distance from the
interface and peaked at the top free surface. The force density presented in Fig. 6
peaked at the blade/disk interface due to large stresses resulting from the contact
between blade and disk. The force density was uniform over the pressure side of the
blade where it reached about 103 dyn/cm3. The damage resulting from fatigue of the
blade had a strong dependence on the number of cycles as illustrated in Fig. 7. The
damage peaked at the bottom of the trailing edge of the blade. It is likely that cracks
would form in this area at a larger number of cycles. There was also some damage
accumulated at the blade/disk interface where the force density peaked.

Fig. 4 Illustration of the procedure for preparing a geometry for simulation
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Fig. 5 Displacement versus number of cycles (N): a N = 1, b N = 100, and c N = 10,000.
Displacement peaks at the free top surface, far from the blade/disk interface

Fig. 6 Force density versus number of cycles: a N = 1, b N = 100, and c N = 10,000. Force
density peaks at the blade/disk interface due to large stresses resulting from the contact between
blade and disk

Fig. 7 Damage versus number of cycles: a N = 1, b N = 1,000, and c N = 30,000. Damage
peaks at the bottom of the trailing edge of the blade
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Summary

The Hybrid Hierarchical Model consisting of the LAMMPS module with ab initio
based ReaxFF force field and the Peridigm peridynamic module was presented. The
model was applied to the crack nucleation modeling for SiC slab and the high-cycle
fatigue damage analysis of turbine blade. LAMMPS was used for the first principle
modeling of the crack region where the mechanical strains were the greatest and the
most detailed resolution and the highest accuracy were required to predict the crack
path. Peridynamic simulations were performed with increasing scale to provide
more smeared and continuum-like solution. Link between Peridigm and LAMMPS
enabled accurate atomistic-based description of damage without contamination with
pathological wave reflection from the MD boundaries. The high-cycle fatigue
modeling was performed for the real geometry of Pegasus blade. The use of
non-uniform node spacing made the peridynamic simulations practical. Verlet
integration method for a single revolution and implicit method for up to 30,000
revolutions were employed. The external forces applied to the pressure side of the
blade caused deformation resulting in fatigue damage. Locations of expected crack
formation were depicted based on the analysis of peridynamic modeling results
obtained without predefined criterion.

Acknowledgements The author would like to thank Prof. Adri van Duin for providing the
ReaxFF SiC force field.
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Fatigue Performance Prediction
of Structural Materials by Multi-scale
Modeling and Machine Learning

Takayuki Shiraiwa, Fabien Briffod, Yuto Miyazawa
and Manabu Enoki

Abstract Structural materials having higher performance in strength, toughness,
and fatigue resistance are strongly required. In the conventional materials devel-
opment, many fatigue tests need to be conducted to validate statistical behavior of
fatigue failure. Accordingly the evaluation of fatigue properties with shorter time
becomes quite essential. Based on such background, we are developing fatigue
prediction methods for wide range of structural materials by multi-scale finite
element analysis (FEA) and machine learning in the Materials Integration (MI)
system. The multi-scale FEA consists of the following procedures: (i) mechanical
and thermal properties are estimated by using commercially available software and
database; (ii) temperature field, residual stress and distortion generated during a
manufacturing process is calculated on the macroscopic model by
thermo-mechanical FEA; (iii) macroscopic stress field under cyclic loading con-
dition is calculated with a hardening constitutive model; (iv) the microscopic stress
field is derived by finite element model with the polycrystalline structures and the
cycles for a fatigue crack initiation is analyzed by strain energy accumulation on the
slip plane; (v) the cycles for fatigue crack propagation is analyzed by extended
finite element method (X-FEM) and the total number of cycles to the failure is
obtained. The second approach is to use machine learning techniques to obtain
empirical prediction formula. The database was prepared from published resources
and experiments. Deterministic machine learning techniques such as multivariate
linear regression and artificial neural network provided accurate equations to predict
fatigue strength from materials and process parameters. Additionally, the concept of
model-based machine learning was adopted to incorporate prior knowledge of
microstructures and properties, and to account for uncertainty on fatigue life. The
results showed that model-based machine learning was a promising tool for pre-
dicting fatigue performance in structural materials. The features and limitations of
our prediction methods will be discussed.
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Introduction

Fatigue design curves are widely used in design of structures such as bridges, ships,
aircraft, power plants and industrial machines. Although many factors affect fatigue
properties of welding structures, the geometries have the most influence on fatigue
of welding structure. Thus, in the conventional approach, the fatigue design curve is
defined by the geometries of the welded joint. On the other hand, several novel
materials have been developed to improve the fatigue performance. For example,
low transformation temperature (LTT) welding material reduces the residual stress
[1], and dual-phase steel improves the fatigue property by controlling the
microstructure [2]. Therefore, the evaluation of the effect of residual stress and the
microstructure is becoming more important. The objective of the current study is to
develop an extensible framework to predict the fatigue performance of various
materials using physically-based simulations and machine learning techniques.

Methods

Physically-Based Fatigue Simulation

The first approach is a physically-based simulation using a multi-scale finite ele-
ment method. The overview of the simulation method is shown in Fig. 1. The
simulation consists of the following procedures: (i) mechanical and thermal prop-
erties are estimated by using commercially available software and database;
(ii) temperature field, residual stress and distortion generated during a welding
process is calculated on the macroscopic model by thermo-mechanical FEA;
(iii) macroscopic stress field under cyclic loading condition is calculated with a
hardening constitutive model; (iv) the microscopic stress field is derived by finite
element model with the polycrystalline structures and the cycles for a fatigue crack
initiation is analyzed by Tanaka-Mura model [3]; (v) the cycles for fatigue crack
propagation is analyzed by extended finite element method (X-FEM) and the total
number of cycles to the failure is obtained. The input values in this simulation are
chemical composition of base metal and welding material, shape parameters of the
joint, initial microstructure, welding conditions, and loading conditions. The output
is the S-N curve with the survival probability.
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Machine Learning to Predict Fatigue Life

The second approach is to apply machine learning techniques to obtain empirical
prediction formula from fatigue database accumulated over the years. In the field of
machine learning, numerous learning algorithms have been developed over several
decades. In the traditional approach, we must select an appropriate learning algo-
rithm to solve a problem from the set of the numerous algorithms. While this
traditional approach has resulted in successful applications in various fields, when
trying to apply to the fatigue prediction, there are difficulties in incorporating prior
knowledge between microstructure and properties, and handling the scattering of
fatigue life. To overcome these limitations, a concept of model-based machine
learning [4] was adopted in the current study. This concept is also referred to as
physics-informed machine learning [5] in physical problems such as continuum
mechanics of fluids and solids. Our interpretation of these methodologies is that all
assumptions (called as “model”) which obey physical constraints are made explicit
in a mathematical form, and all parameters are expressed as random variables. Two
approaches for using machine learning techniques to predict fatigue life in the
current study are shown in Fig. 2. One is deterministic machine learning based on
the traditional methods, and the other is model-based machine learning.

In the deterministic machine learning, a dataset of fatigue life in steels was
obtained from National Institute of Material Science (NIMS) fatigue datasheet [6],
which includes chemical composition, processing parameters (reduction ratio, heat
treatment), inclusion sizes, and fatigue strength at 107 cycles. The details of the
features in the dataset are given in Table 1. The machine learning was performed
using two algorithms: Multivariate Linear Regression (MLR) and Artificial Neural
Network (ANN).

In the model-based machine learning, the linkage of process-structure-
property-performance is expressed by the conditional probability distributions
as shown in Fig. 2. We focused on the linkage between properties and structures
(p(p|s) in Fig. 2) in the current study. Microstructures and stress-strain curves

Fig. 1 Overview of proposed method for predicting fatigue life of welded joints
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Fig. 2 Two approaches for using machine learning techniques to predict fatigue life

Table 1 Features in the fatigue dataset extracted from NIMS fatigue datasheet

Features Mean Max Min

Fe (wt%) 97.228 99.072 95.108
C (wt%) 0.413 0.63 0.22
Si (wt%) 0.320 2.05 0.16
Mn (wt%) 0.829 1.6 0.21
P (wt%) 0.016 0.031 0.004
S (wt%) 0.014 0.03 0.003
Ni (wt%) 0.506 2.78 0.01
Cr (wt%) 0.537 1.12 0.01
Cu (wt%) 0.064 0.26 0.01
Mo (wt%) 0.069 0.24 0
Al (wt%) 0.001 0.04 0
N (wt%) 3.81 × 10−4 0.0153 0
Ti (wt%) 8.65 × 10−5 0.01 0
O (wt%) 8.14 × 10−5 0.003 0
Non-metallic inclusions dA (%) 0.048 0.13 0
Non-metallic inclusions dB (%) 0.003 0.05 0
Non-metallic inclusions dC (%) 0.008 0.058 0
Reduction ratio 977 5530 289
Tlog (t) for Normalizing 1681 1733 1622
Tlog (t) for Quenching 1610 1681 0
Tlog (t) for Tempering 1503 1695 0
Fatigue strength (MPa)* 499.88 906 225
*107 cycles, rotating bending
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in 40 low carbon steels with different chemical composition and heat treatment
conditions were prepared to create the learning dataset. The microstructures were
obtained from optical microscopy observation and the stress-strain curves were
acquired in a wide range by a combination of strain gauge and noncontact exten-
someter. The optical micrographs were binarized to determine the ferrite phase
(phase 1) and the other phases (phase 2). Then two-point spatial correlation (f11)
was calculated for each microstructure and principal component analysis
(PCA) was performed to reduce the dimension of f11. The first three principal
components were added to the input variable in ANN. The structure of ANN is
given in Fig. 3. Each stress-strain curve was fitted to a power law, σ = Cε n, and the
C and m were used as the output variable in the ANN. The machine learning using
the ANN was carried out with and without principal components of f11 in the input
layer.

Results and Discussion

In the first part of the physically-based simulation, a macroscopic simulation was
conducted using the standard finite element analysis to predict the microstructure
and stress distribution in welded joints. Various material properties were calculated
from chemical composition, using commercial software JMatPro. In the second
step, welding simulations were carried out using the commercial FEM software
SYSWELD. Temperature distribution and volume fraction of each phase were
obtained from heat conduction analysis. Residual stress distribution and welding
deformation were also recorded in this step. Moreover, the distribution of Vickers
hardness was derived from empirical equation. The austenite grain size was also
calculated by the incremental equation. Figure 4 shows the distributions of volume
fraction of martensite, prior austenite grain size, and residual stress in butt joint. In
the third step, the finite element software, Abaqus, was utilized to calculate the
stress distribution under the cyclic loading with importing the hardness distribution

Fig. 3 Artificial neural network used in the model-based approach
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and residual stress distribution obtained from the previous step. Figure 5 shows the
distribution of maximum principal stress when the toe curvature was 0.1 mm and
the applied stress was 150 MPa. The maximum principal stress (σ1) is reached
maximum value around the weld toe, and the direction of maximum principal stress
was in parallel with the surface. The magnitude of σ1 and the location of the
element were recorded. These results were used in next part. In the fourth step,
fatigue crack initiation analysis was conducted with mesoscopic polycrystalline
aggregates models [7]. The distribution of Mises stress on the mesoscopic model is
given in Fig. 6. The cyclic number for crack initiation was calculated by
Tanaka-Mura equation [3].

Fig. 4 Distribution of a volume fraction of martensite, b prior austenite grain size, c residual
stress of butt joint

Fig. 5 Distribution of maximum principal stress at last cycle (ρ = 0.1 mm, σap = 150 MPa)
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Using developed framework, sensitivity analysis of residual stress, stress con-
centration, and microstructure were conducted. It showed that the effect of residual
stress was not significant in the current conditions. The fatigue life increased with
the toe radius, and the scattering in high cycle region appeared due to considering
microstructure. Additionally, the predicted SN curve was compared with fatigue
design curves proposed by Japanese Society of Steel Construction (JSSC) as shown
in Fig. 7. It was demonstrated that the predicted results were consistent with con-
ventional fatigue design recommendations.

Fig. 6 Mises stress distribution on the mesoscopic polycrystalline aggregates model
(ρ = 0.1 mm, σap = 150 MPa)

Fig. 7 Predicted SN curve and fatigue design curve (ρ = 0.1 mm)
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In the machine learning approach, to avoid overfitting, leave-one-out cross
validations (CV) were conducted using multivariate linear regression analysis for
all (1021 –1) combinations of the input parameters. The results of parameter
selection using CV are shown in Fig. 8. The best combination of inputs was
determined as a set of 14 inputs parameters which includes element contents of C,
Si, Mn, P, Ni, Cr, Cu, Mo, Al, N, Ti, O and heat conditions of quenching and
tempering. In the learning procedure, the dataset extracted from NIMS fatigue
datasheet were divided into two groups. One was training data for learning, and the
other was test data for evaluating the root mean squared error (RMSE) of the model.
The RMSE value of MLR with the best combination was 23.8 MPa for the training
data, and 29.8 MPa for the test data. These RMSE values were lower than a
previous study using similar dataset [8]. In ANN model, Levenberg-Marquardt
method with Bayesian framework was used as the training algorithm. Comparing
several network structures, a neural network model with standardized input and
output variables, ramp-type activation function and two hidden layers showed the
lowest RMSE for the test data. The prediction results of fatigue strength by the
ANN model is shown in Fig. 9. The RMSE of the training data and test data are
13.4, 16.4 MPa, respectively. These results showed that the proposed MLR and
ANN models are more accurate than previous models. However, it does not provide
any knowledge for the microstructure and properties.

In the model-based machine learning, strain hardening coefficients C and m were
predicted from the dataset of 12 element contents, 2 heat conditions and 3 principal
components of two-point spatial correlation. Two different datasets were also used
for comparison. One is a dataset without spatial correlation (Without SC), and the
other is a dataset which contains volume fraction of ferrite instead of f 11 (Vf). The
coefficient C predicted by these three dataset are shown in Fig. 10. The RMSE for
the training data in the three dataset (Without SC, Vf, With SC) were 0.110, 0.101
and 0.085 MPa, respectively. Therefore, it was suggested that two-point spatial
correlation is effective to predict stress-strain curves.

Fig. 8 Results of parameter
selection using cross
validation method
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Conclusions

A framework for prediction of fatigue performance in welded structures was pro-
posed using multi-scale finite element analysis and machine learning techniques.
The effects of residual stress, toe radius and microstructure were evaluated. The
effect of residual stress was not significant in the current conditions. The fatigue life

Fig. 9 Fatigue strength
predicted by neural network
model with standardized input
and output variables, ramp
activation function and two
hidden layers

Fig. 10 Strain hardening
coefficient predicted by three
types of model with and
without spatial correlation
(SC) and volume fraction of
ferrite (Vf)
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increased with the toe radius, and the scattering in high cycle region appeared due
to considering microstructure. Prediction of total number was close to conventional
fatigue design curve. It can be expected to improve this framework by imple-
menting various models for microstructure and performance prediction. Addition-
ally, machine learning techniques such CV, MLR and ANN were applied to fatigue
datasets. These results showed that the proposed MLR and ANN models provide
more accurate prediction of fatigue strength than the previous results. The potential
benefits of model-based machine learning were considered that it allowed for
incorporation of prior knowledge of structure and property, and it can account for
uncertainty such as scattering of fatigue life.
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Nano Simulation Study
of Mechanical Property Parameter
for Microstructure-Based Multiscale
Simulation

K. Mori, M. Oba, S. Nomoto and A. Yamanaka

Abstract We proposed a microstructure-based multiscale simulation of duplex
stainless steel by using the multi-phase field method and finite element method
software. Use of an accurate elastic constant is the key to the success of these
simulations. However, it is difficult to obtain the elastic constant for the each
constituent phase in multicomponent steels from a database and datebook. Herein,
the elastic constant of each constituent phase of duplex stainless steel (Fe–Cr–Ni
alloy) was calculated by first-principles and molecular dynamics (MD) simulation.
The commercial software VASP was used to estimate the elastic constants of the
bcc structure. On the other hand, the open-source MD software LAMMPS was used
to estimate the elastic constants of the fcc structure. Calculations were performed
using 10,000 models in which the Cr and Ni atoms were repositioned at random by
MD simulation. The elastic constant volumes showed a Gaussian-like distribution,
and this was explained using a radial distribution function. The calculated elastic
constants C11, C12, and C44 were good agreement with experimental values.

Keywords Microstructure-based multiscale simulation ⋅ First-principles
calculation ⋅ Molecular dynamics simulation ⋅ Duplex stainless steel
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Introduction

Development of multiscale simulation techniques has long been pursued [1]. We
have previously proposed a microstructure-based multiscale simulation framework
using various types of commercial simulation software for analyzing the hot rolling
of duplex stainless steel [2]. In the framework various commercial software, not
only multi-phase field method and homogenization method but also atomistic
simulation and finite element method was bridged. Among them, the asymptotic
homogenization method was used to identify the parameters of the homogenized
macro material from its microstructure and material properties of constituent phases
[3]. As the homogenization method is a method for only averaging the properties,
its accuracy strongly depends on that of each phase. Therefore, accurate material
properties of constituent phases in microstructure is required for a
microstructure-based multiscale simulation. First-principles calculations that is one
of atomistic simulation can compensate for the lack of experimental crystal
mechanical data. However, the size of the systems modeled based on the con-
ventional first principles methods is often limited to a few hundred atoms because
of the high calculation costs and long calculation time associated with the devel-
opment of a high accuracy model. Therefore, it is very difficult to calculate the
elastic constant of duplex stainless steel because the simulation model needs to
include a large number of atoms for accurate estimation of the material properties
and elastic constant. Past studies aimed at calculating the elastic constant of simple
alloys using first-principles methods [4, 5] did not take into account the effect of
atom distribution on the dispersion of the elastic constant. In this work, we cal-
culated the elastic constant of the Fe–Cr–Ni ternary system by considering atom
distribution. The commercial software VASP (package version 5.3.5) [6–8] is used
to estimate the elastic constants of a bcc structure. On the other hand, the
open-source molecular dynamics (MD) software LAMMPS [9] is used to estimate
the elastic constants of the fcc structure, because a sufficient number of accurate
interatomic potential parameters are available for the fcc structure in the Fe–Cr–Ni
ternary system. Further, the LAMMPS (package version 16Feb2016) entails a
shorter calculation time than VASP. In addition, we considered the atom distri-
bution, then we conformed the dispersion of the elastic constant of fcc structure in
Fe–Cr–Ni ternary system. This reason that elastic constant has the dispersion was
observed by considering Radial Distribution Function (RDF).

Methodology

In the first-principles calculation for the bcc structure using VASP, the electron wave
functions were described based on the Blochl method in the implementation by
Kresse and Joubert [10, 11]. The generalized gradient approximation was used for
treating the exchange and correlation effects [12]. The kinetic energy cutoff was set
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as 400 eV. The specific k points were selected using 4 × 4 × 4 Monckhorst-Pack
grids for integration in the Brillouin zone. The convergence of the calculations was
investigated by suppressing the energy difference to less than 1e-6 eV in the repe-
tition of the self-consistent loop. The lattice parameters were obtained from the
corresponding energy minimization at constant volumes and by fitting the
Birch-Murnaghan equation of state to the resulting energy-volume data [13, 14]. The
total number of atoms for the first principles calculation was set as 54. Calculations
of 11 different atom distribution cases were additionally performed. The elastic
constant value was obtained from the average of the 11 cases. The elastic constants
of the cubic cell were calculated in reference to a method proposed by Nishimatsu
et al. [15].

Next, we first calculated the elastic constants of the fcc structure in the Fe–Cr–Ni
ternary alloy at 0 K using LAMMPS with the embedded atom potential proposed
by Bonny et al. [16]. To construct the initial atomic configuration, the lattice
parameter was calculated by energy minimization with the conjugate gradient
algorithm. The total number of Fe, Cr, and Ni atoms was 4000. These atoms were
randomly distributed in the Fe–18%Cr–8%Ni (wt%) composition. To obtain sta-
tistically meaningful results, the elastic constants were estimated for 10,000 dif-
ferent atom distribution cases, because the calculated internal energy was dependent
on the initial structure. The atom distribution was investigated by using the RDF
expressed as

gðrÞ= nðrÞ
ρ4πr2Δr

ð1Þ

where g(r) is the RDF, n(r) is the mean number of atoms in a shell of Δr at distance
r, and ρ is the mean atomic density.

Results and Discussion

First, the elastic constants C11, C12, and C44 of the bcc structure at 0 K were
calculated as 239.2, 121.1, and 116.1 GPa, respectively, using VASP. Since the
first-principles calculations were performed using a very small model comprising
54 atoms, the arrangement of the Cr and Ni atoms had no obvious effect on the
obtained elastic constants. In other words, the number of Cr and Ni atoms in the
first-principles model was too small for estimating the effect of atomic positions on
the results. However, the first-principles calculation allows for the estimation of
material properties without the need for any potential parameter, unlike the MD
simulation.

In a previous work, the averaged values of the elastic constants C11, C12, and
C44 for the fcc structure at 0 K were obtained as 229.7, 154.3 and 126.9 GPa,
respectively, by using LAMMPS [2]. The deviation of the calculated elastic con-
stant distribution in 11 cases resembled a Gaussian distribution. The maximum and
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minimum C11 of the fcc structure were 231.5 GPa and 227.6 GPa, respectively.
The maximum and minimum C12 were 154.8 GPa and 153.4 GPa, respectively,
while the corresponding values for C44 were 127.7 and 126.4 GPa. Therefore, the
elastic constants of the fcc structure were simply the arithmetic average of
the values in the 11 cases. The calculated elastic constants C11, C12, and C44 for
the Fe–18%Cr–12%Ni (wt%) composition were 215.9, 144.6, and 128.9 GPa,
respectively, which were in good agreement with the experimental data [17].

In this study, the distribution of the calculated elastic constant of bcc structure
was estimated over 10,000 cases. Figure 1 shows the distribution of the elastic
constants C11. The distributions of C12 and C44, which resembled a Gaussian
distribution, were identical to the case of C11. The standard deviation volume of the
Gaussian distribution of the calculated elastic constants C11, C12, and C44 was
determined as 78.3%, 87.6%, and 72.9%, respectively. The deviation of the C12
distribution was the smallest, while that of the C44 distribution was the largest. C44
was easily influenced by atom distribution, even if the calculation was performed
using 10,000 cases in which Cr and Ni atoms were randomly repositioned.
The RDF plot with regard to the Ni–Ni distance (g(r)Ni–Ni) is shown in Fig. 2, with
the g(r)Ni–Ni for the maximum and minimum C11 indicated by red and blue lines,
respectively. The first peak of g(r)Ni–Ni was observed at 2.5 Å in both structures.
However, the first peak intensity of the maximum C11 was twice that of the
minimum C11. The second peak of g(r)Ni–Ni was observed at 3.6 Angstrom in both
structures. However, the second peak intensity of the maximum C11 was less than
that for the minimum C11. The RDF between two Cr atoms (g(r)Cr–Cr) is shown in
Fig. 3, with the g(r)Cr–Cr of the maximum and minimum C11 depicted as red and
blue lines, respectively. The peak volumes for both cases were approximately the
same. These observations indicated that the Cr atom distribution did not affect the
distribution of the elastic constant in the Fe–Cr–Ni ternary system.

Fig. 1 Distribution of elastic
constants C11 in the fcc
structure of Fe–18%Cr–12%Ni
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Conclusion

We report for the first time the use of first-principles calculations and MD simu-
lation to obtain the elastic constant for an Fe–Cr–Ni ternary alloy system. The
calculated elastic constant of this ternary system was in good agreement with the
experimental data and showed a Gaussian distribution. The elastic constant of the
fcc structure increased with the first peak intensity corresponding to the RDF for the
Ni–Ni distance. Estimation of the elastic constant by MD simulation would be
useful if is a sufficient number of accurate interatomic potential parameters.

Fig. 2 Radial distribution
function (RDF) versus Ni–Ni
distance in the fcc structure of
Fe–18%Cr–12%Ni (wt%) for
two different structures: red
maximum C11; blue
minimum C11 (color online)

Fig. 3 Radial distribution
function (RDF) versus Cr–Cr
distance in the fcc structure of
Fe–18%Cr–12%Ni (wt%) for
two different structures: red
RDF of the maximum C11
structure; blue RDF of the
minimum C11 structure (color
online)
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Multiscale, Coupled Chemo-mechanical
Modeling of Bainitic Transformation During
Press Hardening

Ulrich Prahl, Mingxuan Lin, Marc Weikamp, Claas Hueter,
Diego Schicchi, Martin Hunkel and Robert Spatschek

Abstract We present our recent developments in multiscale and multiphysics mod-

eling of bainite formation under mechanical loads in the press hardening process.

The full field description of the bainitic microstructure by a multi-phase field model

is linked to a crystal plasticity model at micrometer scale to simulate the mutual

interaction between the phase transformation and plastic accommodation of the lat-

tice distortion. Homogenized parameters of the phase fields are then coupled with

a finite element model at a larger length scale to facilitate the calculation of trans-

formation plasticity. The crystallographic features, transformation strain and texture

of the simulated phase structure are discussed with comparison with experimental

observations.

Keywords Phase field ⋅ Crystal plasticity ⋅ Bainite ⋅ Press hardening

Introduction

Press hardening offers high strength components of light-weight vehicles. In conven-

tional processes, the martensitic microstructure is obtained through in-tool quench-

ing of austenite. With pre-heated tools, this process can produce bainitic microstruc-

ture with improved strength ductility balance [2, 11, 17]. Modeling the phase trans-

formation during this process is a challenging problem because of two reasons.

First, there is a strong coupling between mechanical load, internal stresses, chem-

ical composition and phase transformation kinetics. Due to the displacive nature of

the bainitic transformation, a large eigenstrain is expected for the bainitic ferrite,
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Fig. 1 Microstructure of bainite formed isothermally under 500
◦
C

which results in elastic/plastic deformation in the microstructure. Second, Bainite is

a hierarchical structure spanning various length scales [8]. We model the coupled

thermo-chemical and thermo-mechanical processes under various length scales. At

the mesoscale, the anisotropic migration of phase boundaries is modeled by a multi-

phase field (MPF) method coupled with elastic and crystal plasticity (CP) mod-

els. The activation of different slip systems in both BCC bainitic ferrite and FCC

austenite and the rotation of local orientation are emphasized in the crystal plastic-

ity model. At the macroscale, the transformation plasticity is modeled by a finite

element method. The evolution of bainite at each FE integration point is described

by the phase field model from the lower length scale. Finally numerical results are

compared with tests on sheet specimens.

The morphology and transformation kinetics of bainite are distinct depending

on the C and Si content [3]. In this paper our scope is limited to the bainites with

low to medium C. High C steels are rarely used for press hardening in automobile

manufacturing due to their poor weldability. Figure 1 shows a bainitic microstructure

of 22MnB5 after 60 s isothermal transformation at 500
◦
C.

Plastic Deformation Around a Sub-unit Array

One of the most significant factors that influence the motion of the 𝛾–𝛼 phase bound-

ary is the plastic deformation in both the BCC and FCC crystals. At the transforma-

tion temperature of low or medium carbon bainite, dislocation slip is the dominant

plastic deformation mechanism. In this session we use a coupled crystal-plasticity

and phase-field model to capture the interaction between plastic deformation and

phase transformation.
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The phase field evolution equation reads

�̇�i =
∑

j≠i
m
{
𝜅

[
𝜙i∇2

𝜙j − 𝜙j∇2
𝜙i +

𝜋
2

2𝜂2
(𝜙i − 𝜙j)

]
− 𝜋

𝜂

√
𝜙i𝜙j𝛥gij

}
(1)

where m, 𝜅 and 𝜂 are the interface mobility, interface tension and interface width,

respectively. We only consider the 𝛾–𝛼 interface so they are constants. The driving

force term 𝛥gij is given by

𝛥gij =
𝛥Gm

ij

Vm − 1
2
S ∶ (F∗

ij
TF∗

ij − I) (2)

in which 𝛥Gm
is the molar chemical driving force and Vm

is the molar volume.

The deformation gradient tensor F∗
ij = F∗

i inv(F
∗
j ) is the relative eigenstrain which

contains the lattice mismatch and crystal orientation. The stress field S is coupled

with the crystal plasticity model via the Hooke’s equation,

S = 1
2
ℂ ∶ (FT

eFe − I) (3)

Fe = FF−1
p

(
∑

i
F∗
i 𝜙i

)−1

(4)

The subscripts e and p denote elastic and plastic, respectively. The plastic deforma-

tion gradient Fp can be decomposed into the contribution of 12 slip systems

Ḟp =

( 12∑

𝛼=1
�̇�
𝛼
(𝜏

𝛼
)MSchmid

𝛼

)
Fp (5)

𝜏
𝛼
= S ∶ MSchmid

𝛼
(6)

where MSchmid
𝛼

is the Schmid tensor, defined as the tensor product of the Burger’s

vector and the norm of slip plane (b⃗
𝛼
⊗ n⃗

𝛼
). The evolution of the shear strain 𝛾

𝛼
of

each slip system is given by the phenomenological equations of Roters et al. [13].
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𝛽

(8)

where 𝜏
CRSS

is the critical resolved shear stress (CRSS).
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The aforementioned crystal plasticity model has been implemented in an open

source software package, DAMASK [12]. Its spectral solver [5, 6] is used to solve

the static stress equilibrium equation

∇ ⋅ 𝐏 ≡ ∇ ⋅ (𝐅𝐒) = 0⃗ (9)

in the Fourier space. By the nature of the spectral method, the solution 𝐅(x⃗) is

restricted to a periodic field. The mechanical loads from the upper length scale are

applied as the zero-frequency component in the Fourier space (equivalent to the aver-

age of the field). The applied strain and stress tensors are called periodic boundary

conditions (PBC). In the current simulation a small tensile strain is imposed along the

X direction (
̇̄F11 = 0.003 s−1) and the stress at Z direction is kept zero (P̄33 = 0). We

only consider the <110>{111} slip systems for the FCC phase and the <111>{110}
slip systems for the BCC phase.

The phase field evolution Eq. (1) is solved with a finite difference solver imple-

mented in OpenPhase [1]. The phase-, temperature- and composition fields are also

subjected to the PBC. The temperature and composition fields only affect the chem-

ical driving force in Eq. (2). They are not considered in the current analysis so a

constant chemical driving force is assumed. The input parameters are summarized

in Table 1. The orientation relationship and lattice difference between austenite and

bainitic ferrite are taken from the measurement of [9]. The eigenstrain can be inter-

Table 1 Model parameters for the austenite to ferrite transformation

Symbol Description Value for ferrite Value for austenite

𝜑1, 𝛷, 𝜑2 Euler angles (degree) 0.366, 8.318, 6.756 −45, 0, 0
�̇�0 Referential glide

velocity

0.001 0.001

𝜏
CRSS(t = 0) Initial CRSS 55 MPa 60 MPa

𝜏sat Saturation CRSS 205 MPa 210 MPa

h0 Hardening parameter 312 MPa 150 MPa

hij Cross hardening (same

slip plane)

1 1

hij Cross hardening (other

slip plane)

1.4 1.4

n Exponent resolved

shear stress

20 20

w Exponent hardening 1.0 2.25

ℂ11 Elastic constant 223.3 GPa 185.0 GPa

ℂ12 Elastic constant 135.5 GPa 104.4 GPa

ℂ44 Elastic constant 118.0 GPa 49.0 GPa

Gi Bulk free energy −56.4 J/cm
3

0

F∗
Eigenstrain tensor

( 1.1173 −0.0331 0.0973
0.0176 1.1189 0.0893
−0.1404 −0.1232 0.7853

)
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Fig. 2 Shear strain rate of two of the active slip systems in the austenite (𝛾) matrix (figure repro-

duced from [10]). The square is the cross section of the simulation domain cutting through the

center of the bainitic subunit. Common crystallographic notation is used: The vector in square
bracket represents the slip direction (parallel to Burger’s vector) and the round bracket represents

the slip plane

preted as contraction along the [100]
𝛾

crystallographic direction and expansion along

the other two axes [4]. In the initial configuration the [100]
𝛾

is aligned parallel to the

z-axis. The CRSS values are fitted from room- and high temperature tensile curves.

The chemical driving force is estimated from the TCFE steel database of Thermo-

Calc.

The growth of a single orientation variant of bainite has been simulated. An aggre-

gate of bainitic ferrite grains (sub-units) with identical orientation is called a sheaf

which typically has a plate- or lath-like shape. We consider the sheaf as an array of

small ferritic grains and simulate their growth. With the periodic BC, the problem

can be simplified to a single grain. We use a cubic simulation domain with edge

length 6.4 μm and a regular mesh of 64× 64× 64. Initially a spherical nucleus of

ferrite (𝛼) of 0.3 μm radius is placed in the matrix of austenite (𝛾). The initial stress

equilibrium is obtained by gradually increasing𝜙
𝛼

from 0 to 1 inside the nucleus. The

results after the growth of 1 s is presented in the following figures. The shape of the

subunit and the shear rate of the active FCC slip systems in the austenite matrix are

shown in Fig. 2. The subunits preferentially grow at a small angle to the (111) plane

of the FCC crystal. It qualitatively reproduces a well known phenomenon observed

in bainite [3], that is, the habit plane of the subunit forms a small angle with one of

the 111 planes of austenite. Common habit planes of bainite are {223} and {557}.

The slip bands in the matrix are affected by the neighboring subunits which lie with

an equal distance at the ±X, ±Y and ±Z directions. The stacking directions of the

subunit arrays are imposed by the periodic BC and therefore the interaction between

neighbors does not capture the reality. Inside the bainitic ferrite, only 8 of the 12

BCC slip systems are active. Figure 3 shows the shear rate of these 8 slip systems
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0.034

0.085

0.135

-0.016

0.185
Slip rate [1/s]

X

Z

Y ~// [100]

~// [001]

[010]  // slip plane [100]  // slip plane

Fig. 3 Shear strain rate of two groups of active slip systems in the bainitic ferrite (𝛼) subunit (figure

reproduced from [10]). The displayed values are average of 4 slip systems of a Bain group (the slip

planes within one Bain group are parallel to one of the <001> directions of the BCC crystal)

grouped according to their relation with the <100> directions. The distribution of

slip rate inside the BCC crystal can account for the in-sheaf misorientation (devia-

tion to the Kurdiumov-Sachs or Nishiyama-Wasserman OR) and the morphology of

the subunit.

Variant Selection and Transformation Plasticity

Homogenized results from the mesoscopic phase field (PF) simulations shall be effi-

ciently linked to the material description of a macroscopic finite element model

(FEM) in the respect of transformation plasticity. In this session, isothermal bainitic

transformation under constant tensile stress is simulated using a previously proposed

PF-FE model [15], where the transformation plasticity at each integration point (IP)

is evaluated from an individual phase-field simulation with a mesoscopic represen-

tative volume element (RVE). As shown in Eqs. (1) and (2), the phase field evolution

depends on the local temperature and stress, which is incrementally taken from the

thermal- and mechanical states of the IP. Then the transformation strain is estimated

from the overall microstructure parameters of the phase fields. Thermal expansion

and normal plasticity are described by classical mean field models in our previous

work [8, 15].

The width of a bainitic sheaf or subunit is smaller than the austenite grain size by

1 order of magnitude. Thus, it is difficult to simulate a bainitic RVE while keeping

the spacial resolution of single sheaf/subunit. The sheaves with similar orientation

are aggregated into packets, whose size is comparable to the austenite grain size.

Therefore, we can use a single phase field𝜙 to represent one packet and only simulate
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the motion of packet boundaries in the phase field model. By neglecting the small

angle grain boundaries inside the packet, we can construct a bainite RVE which

contains a sufficient number of prior austenite grains to properly capture the variant

selection effect [3, 9]. The RVE can be used to bridge a mesoscopic phase-field

model and a macroscopic finite-element model.

The initial austenite grain structure is constructed in 2 steps. Firstly, a voxel-based

tessellation technique implemented in DREAM3D [14] is used. Random orientations

are assigned to each grain. Subsequently, phase field profile across grain boundaries

is stabilized by a virtual relaxation process with Eq. (1) (𝛥g = 0). RVE data are stored

and transmitted in the Hierarchical Data Format (HDF) according to the ICME rec-

ommendations [16].

The transformation plasticity is related to the overall eigenstrain of variants,

whose nucleation and growth show strong dependency on the stress state. In order

to capture the variant selection effect, we use a stress-dependent nucleation proba-

bility p,

Rα,k = R
𝛾
RCS,kROR (10)

pk = p0T tanh

[
𝛥Gm + S ∶ (Rα,k𝜺

∗R−1
α,k)

RT

]
(11)

where 𝜺
∗

is the eigenstrain; R denotes the rotation matrix for austenite grain (𝛾)

and bainite nucleus (𝛼) of variant k. The orientation relationship between austenite

and bainite, ROR, is given by [9]. RCS,k, (k = 1…24) represents the 24 symmetric

operations on cubic lattice.

Figure 4 shows the behavior of an RVE of 57 equiaxed austenite grains under vari-

ous tensile stress. Constant force along the longitudinal direction is applied to the top

nodes of the hexagonal FEM element and their displacement is plotted. The number

of nucleation sites, packet boundary mobility and ground nucleation probability are

Fig. 4 Influence of applied static tensile stress on the transformation strain (left); calculated ori-

entation distribution (texture) of bainite after complete transformation (right). The dashed lines
indicate the peaks that agree with the experimental measurements of Hase et al. [7]
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calibrated from dilatometer measurements (red curve in Fig. 4) on a tensile sample

of 22MnB5 [15]. The influence of stress on the texture of bainitic ferrite is shown

in the pole figures. It was reported [7] that the angle between stress axis and sheaf

habit planes (close to {110} plane of BCC and {111} of FCC) is preferentially 45
◦
,

which is marked by dash lines in the {110} pole figures of the stress affected bainite.

Summary

A mutually interacted phase-field and crystal plasticity model and a coupled phase-

field and finite-element model have been demonstrated. At the length scale of sub-

unit (sheaf), the activity of slip systems, morphology and crystallographic features

of the bainitic ferrite are qualitatively captured. At a larger length scale the overall

transformation plasticity and texture can be predicted by the scale bridging PF-FE

model.
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Development of Microstructure-Based
Multiscale Simulation Process for Hot
Rolling of Duplex Stainless Steel

Mototeru Oba, Sukeharu Nomoto, Kazuki Mori
and Akinori Yamanaka

Abstract Recent improvement of multi-phase field method enables us to simulate
microstructure formed by various material processes and homogenization method
attracts attention as the way of bridging microstructure and macro homogenized
material properties. We have proposed microstructure-based multiscale simulation
framework and it was applied to the simulation of hot rolling process of duplex
stainless steel. In the framework various commercial software, not only multi-phase
field method and homogenizaiton method but also nanoscale molecular dynamics
simulation and finite element method was bridged. Multi-phase field method cou-
pled with CALPHAD database was used to simulate microstructure evolution by
columnar and equiaxed solidifications during continuous casting. Elastic property
for the constituent phases in the duplex stainless steel was calculated by molecular
dynamics simulation and first principles calculation. Plastic property was obtained
by nano-indentation tests. Homogenization calculation gave macro elastic property
from microstructure and property of each phase and virtual material test performed
by finite element method served homogenized plastic property. With the material
properties hot rolling process was simulated by dynamic explicit simulation of finite
element method. Recrystallization by hot rolling process was performed by
multi-phase field method. In this paper, the results are discussed to reveal the
usefulness and problem for performing microstructure based multiscale analysis.
Further discussion is given for the framework here: the method for obtaining
material property of each micro phase, anisotropy of homogenized elastic constants,
three-dimensional recrystallization calculation. Through these discussions, our
simulation framework becomes more reliable.
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Keywords Multi-phase field method ⋅ Multiscale analysis ⋅ Homogenization
method ⋅ Molecular dynamics ⋅ Finite element method

Introduction

Over several decades since finite element method started to be applied to practical
analyses, material properties had been obtained by experimental tests. In this case,
microstructure of a metal was ignored and simple homogenized material model was
assumed. Its parameters, for example, young’s modulus and Poisson’s ratio for
elastic property and yield stress and strain hardening exponent for plastic property,
were identified with the various experimental tests. On the other hand, asymptotic
homogenization method was studied to identify the parameters of the homogenized
macro material from its microstructure numerically [1]. The method could be
applied to composite materials whose microstructure was known. But idealized
virtual microstructure was assumed for the study of the homogenized method
because of no method for obtaining the microstructures of practical metals [2]. Thus
it is hard to obtain material properties of metals based on these microstructure.

However, recent improvement of multi-phase field (MPF) method [3] can
simulate the process to generate the microstructure. With the MPF method and the
homogenization method, predicting material properties of metals based on its

Step.4: Hot rolling process
Macroscale

Step.5: Recrystallization process
Microscale

Step.1: Generation of micro structure
Microscale

Step.2: Calc. of microscope properties
Nanoscale

Step.3: Calc. of macroscopic properties
based on microstructure

Micro-to-Macro scale

and 

Experimental material test
NanoindentationTensile test
Uniaxial tensile test

stress-

Recrystallization simulation

Elastic constants

Virtual material test

FEM dynamic analysis

Solidification simulation by Multi-phase field method

FINAS/STAR TPS edition

Stress-strain curves

-strain
and phases

Strain energy for nucleation 
growth of Rex. grains

homogenized macro
strain curves

Elastic constants and stress
properties for 

Fig. 1 Simulation procedure and software used in this procedure [6–10, 14, 15]
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microstructure becomes enabled. In our previous study [4], we proposed a multi-
scale simulation framework shown in Fig. 1 and applied to hot rolling processes
along with solidification during continuous casting of duplex stainless steel com-
prising two stable phases: δ-ferrite and γ-austenite phases [5]. We bridged various
commercial simulation software for nano-, micro-, and macroscopic length scales
and built the simulation process for evaluating the mechanical material properties
based on its microstructures.

Concept of Bridging Multi-scale Software

In our previous study, we proposed a multiscale simulation framework using var-
ious commercial simulation software for nano-, micro-, and macroscopic length
scales [4]. The concept of our multiscale and software-bridging simulation frame-
work is illustrated in Fig. 1. The framework were applied to hot rolling processes
along with solidification during continuous casting of duplex stainless steel com-
prising two stable phases: δ-ferrite and γ-austenite phases [5].

Small hot rolling experiment in laboratory was assumed. The dimension of a test
piece is shown as Fig. 2. Solute elements of the stainless steel, chromium, nickel
and carbon (Fe-18 wt%Cr-8 wt%Ni-0.08 wt%C) was selected and the average
composition was defined as same as values of SUS304. During the hot rolling
process, temperature of steel was assumed to be kept 900 °C.

As a first step, microstructure evaluations of solidification process were per-
formed by using MPF method coupled with CALPHAD database. The columnar
and equiaxed solidification of duplex stainless steel were simulated separately. We
used MICRESS [6] and Thermo-Calc [7] for the microstructure evolution, and also
used FINAS/STAR TPS Edition [7] for predicting cooling profile of each phase.

20 mm

50 mm

40 mm

Rolling direction

symmetry surface

Columnar solidification zone

Equiaxed solidification zone 

3 mm

Fig. 2 Dimensions of slab specimen for small hot rolling experiment in laboratory
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Center cross section of columnar and equiaxed microstructure calculated by MPF
method is shown in Fig. 3.

The duplex stainless steel consists of δ-ferrite and γ-austenite phase, material
properties of each phase were required to perform homogenization method.
Nano-simulation was used for elastic properties. By using molecular dynamics
software LAMMPS [9] and first principles software VASP [10], elastic constants at
0 K were calculated and according to the temperature dependency [11–13], elastic
constants at 900 °C were calculated. The results are shown in Table 1. In order to
obtain plastic stress-strain curves a nano-indentation test was performed. Single
indenter with Berkovich triangular pyramid indenter was used and parameters were
identified according to the reverse algorithm by Dao et al. [16]. We obtain yield
stress and strength hardening exponent of δ-ferrite phase at room temperature. By
using experimental data of stress–strain curve of SUS304 stainless steel at both
room temperature and 900 °C [17], we identified stress-strain curves of δ-ferrite
and γ-austenite at 900 °C.

With the properties of each phase, homogenization method and virtual tensile
test were applied to the microstructure to obtain homogenized macro material
properties, Homogenization software HOMAT [14] and non-linear FEM software
ABAQUS/Standard [15] were used. Homogenized elastic constants for columnar
and equiaxed microstructure is shown in Table 2.

Hot rolling simulation was performed by ABAQUS/Explicit solver. Hot rolling
reduction is 40%. Obtained macroscopic stress-strain property values in previous

γ

δ

Liquid

Interface

(a)

(b)

Fig. 3 Center cross section of columnar and equiaxed microstructure calculated by MPF method
a columnar, b equiaxed

Table 1 Elastic constants of
each phase at 900 °C

(GPa) C11 C12 C44

γ-austenite 171.4 107.4 95.1

δ-ferrite 180.3 104.3 94.3
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step were used. After hot rolling, maximum plastic strain energy density value of
195.50 MJ/mm3 for surface columnar area and 116.73 MJ/mm3 for inner equiaxed
area were obtained.

The last step was recrystallization process. Two-dimensional calculation is
performed for vertical center-cross-section using MICRESS. It is assumed that
recrystallization time is the same as roller reduction time and before starting
recrystallization, residual δ phase was transformed to γ phase. Temporal crystalline
direction distributions of the results are shown as Fig. 4. Grain growth competition
with unified crystal direction can be confirmed. Furthermore, this unidirectional
growth competition in the columnar case seemed to be stronger than equiaxed one.
This is reasonable from experimental knowledge.

Discussion

In order to identify plastic material property from nano-indentation experiment
result, the reverse algorithm by Dao et al. was used. The algorithm can be covered
not only plastic property but also elastic property, but Young’s modulus calculated

Table 2 Homogenized elastic constants for columnar and equiaxed microstructure

(GPa) C11 C22 C33 C12 C13 C23 C44 C55 C66

Columnar 205.3 205.3 172.4 74.1 107.1 107.1 53.6 95.1 95.1
Equiaxed 219.6 211.2 205.6 80.6 86.2 94.7 60.3 66.1 70.8

Fig. 4 Recrystallized structures by adding strain energy density generated in hot rolling process
a columnar, b equiaxed
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by the algorithm was much different from our nano-simulation results. To avoid the
sensitivity Young’s modulus was given by the nano-simulation result and applied
the algorithm for only plastic property. This problem in Dao’s algorithm has already
known: the algorithm is too sensitive with small experimental errors [18, 19]. In the
previous study appropriate parameters seemed to be identified but the error might
be large because of the sensitivity. As a solution of the sensitivity dual
nano-indentation method was proposed [18, 19]. Though the method requires two
experiment results of indenters with different apex angles, it can be identified plastic
property robustly. In the study dual nano-indentation method will be applied to
identify the plastic property of each phase.

The obtained homogenized elastic constants in Table 2 for the equiaxed
microstructure are the orthotropic material properties. However if the microstruc-
ture was truly equiaxed, the property had to be isotropic. Bhattacharyya et al. used
the following simple formula as a measure of anisotropy in the plane of axes 1 and
2 [20]:

α=2C44 −C11 +C12 ð1Þ

Applying this measure to the elastic constants of each single phase showed in
Table 1, αγ =126.2 GPa can be calculated for γ-austenite. αδ =112.6 GPa for
δ-ferrite. To apply the measure to homogenized equiaxed property in Table 2,
components are simply averaged as follows:

C11 = 1
3 C11 +C22 +C33ð Þ=212.1 GPa

C12 = 1
3 C12 +C13 +C23ð Þ=87.2 GPa

C44 = 1
3 C44 +C55 +C66ð Þ=65.7 GPa

8
<

:
ð2Þ

Then the measure can be applied:

αe =2C44 −C11 +C12 = 6.5 GPa ð3Þ

It means anisotropy measure of homogenized equiaxed microstructure αe is
much smaller than that of constituent phases αγ and αδ. The result is natural because
equiaxed microstructure should be isotropic. However the result also is not natural
because elastic constants in Table 2 looks far from isotropic: for example, C11 value
of 219.6 GPa and C33 value of 205.6 GPa are much different. To compare the
anisotropy before/after homogenization, building the measure of anisotropy for
general elastic constants are required.

As already shown in Fig. 4, the recrystallization calculations in previous study
were performed in two-dimensional space by cutting the vertical
center-cross-section out of three-dimensional solidification simulation results.
Because of the issues of uncertain interfacial mobility and anisotropic models in
multi-phase junction energy [21], we selected two-dimensional analysis even if the
solidification simulations were executed in three dimensions. However, the
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recrystallization calculation should be simulated for whole three-dimensional
solidification simulation results, not two-dimensional cutting cross-section.
Three-dimensional recrystallization calculation will be challenged.

Conclusion

We discussed some topics for the multiscale simulation framework using various
simulation software. In order to identify plastic material property, nano-indentation
test by single indenter have problem of low stability for experiment error. For our
study, dual nano-indentation experiments is better for our study. The obtained
homogenized elastic constants for equiaxed microstructure expected to be isotropic,
but it remains anisotropy of constitutive phases. The simple measure of anisotropy
by Bhattacharyya et al. was not able to detect the anisotropy and more general
method to measure anisotropy is required. Recrystallization process was simulated
using two-dimensional cross-section of three-dimensional solidification simulation
results. Though three-dimensional simulation has some problems, three-dimensional
recrystallization simulation will be challenged.
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A Decision-Based Design Method
to Explore the Solution Space
for Microstructure After Cooling
Stage to Realize the End Mechanical
Properties of Hot Rolled Product

Anand Balu Nellippallil, Vignesh Rangaraj, Janet K. Allen,
Farrokh Mistree, B.P. Gautham and Amarendra K. Singh

Abstract Manufacturing a product involves a host of unit operations and the end
properties of the manufactured product depends on the processing steps carried out
in each of these unit operations. In order to couple the material processing-
structure-property-performance spaces, both systems-based materials design and
multiscale modeling of unit operations are required followed by integration of these
models at different length scales (vertical integration). This facilitates the flow of
information from one unit operation to another thereby establishing the integration
of manufacturing processes to realize the end product (horizontal integration). In
this paper, we present a goal-oriented inverse, decision-based design method using
the compromise Decision Support Problem construct to achieve the vertical and
horizontal integration of models by identifying the design set points for hot rod
rolling process chain. We illustrate the efficacy of the method by exploring the
design space for the microstructure after cooling stage that satisfies the require-
ments identified for the end mechanical properties of a hot rolled product. Specific
requirements like managing the banded microstructure to avoid distortion in forged
gear blanks are considered for the problem. The method is goal-oriented as the
design solutions after exploration of microstructure space are passed in an inverse
manner to cooling and rolling stages to identify the design set points in order to
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realize the end product. The method is generic and has the potential to be used for
exploring the design space of manufacturing stages that are connected to achieve
the integrated decision-based design of the product and processes.

Keywords Decision-based design ⋅ Microstructure-property correlations ⋅ Hot
rod rolling and cooling

Frame of Reference

The widespread popularity of steel as an engineering material in manufacturing
industries is due to the fact that diverse range sets of mechanical properties and
microstructures are possible by carefully managing the materials processing
resulting in improved performances of products. The defining players for the
properties of a steel product that is rolled are the chemical composition of material,
the deformation history during the rolling process and the thermal history during
subsequent cooling operation. Large number of plant trials are needed to produce a
new grade of steel product mix having specific target properties and performances.
In plant set-up, these trials are usually expensive and time consuming. The alter-
native is to exploit the advancements in computational modeling tools and
frameworks to carry out simulation-based design exploration of different manu-
facturing processes involved in order to identify ranged set of solutions that satisfies
the requirements identified for the process as well as the end product.

In the model based realization of complex systems, we have to deal with models
that are typically incomplete, inaccurate and not of equal fidelity. We believe that
the fundamental role of a human designer is to make decisions given the uncer-
tainties associated with the system [1]. Thus, we try to find robust satisficing
solutions that are relatively insensitive to change rather than optimum solutions that
perform poorly when the conditions are changed. The compromise Decision Sup-
port Problem (cDSP) construct is proposed by Mistree and co-authors for robust
design under multiple goals [2]. Using the cDSP, several solutions are identified
which are further explored to identify solutions that best satisfy specific require-
ments. In this paper, we present an inverse decision-based design method using the
cDSP construct and solution space exploration to determine the set points of the hot
rod rolling and cooling stages to realize the microstructure and mechanical prop-
erties of the end product. Allen and co-authors describe the foundational problem
that we are addressing in [3]. Nellippallil and co-authors describe the goal-oriented
inverse design method, the cDSP construct and illustrate the utility of the same for
roll pass design in [4, 5]. Information on the mathematical models we use to achieve
integration of different processes in hot rod rolling process chain and the framework
that we use to formulate the cDSPs is presented by Nellippallil and co-authors in
[6]. Hence, we are not providing the details of the method, the cDSP construct and

354 A.B. Nellippallil et al.



the mathematical models used for the problem of hot rod rolling process chain in
this paper.

In this paper, we explore the solution space for the microstructure after cooling
stage that satisfies the goals identified for the mechanical properties of end product.
We identify the influence of different fractions of ferritic and pearlitic microstruc-
tures on end mechanical properties like yield strength, tensile strength, toughness
(impact transition temperature) and hardness. We demonstrate the efficacy of the
method and solution space exploration by designing the microstructure after
cooling to realize the end product mechanical properties. In Sect. 2, we describe the
problem and the proposed goal-oriented inverse decision-based design method. In
Sect. 3, we highlight the results obtained. We close the paper with our remarks in
Sect. 4.

Problem Definition and Solution Strategy

There has been an increasing trend in developing algorithms for predicting the
behavior of materials during complex manufacturing processes like the hot rod
rolling, as the final properties of end steel product produced depends on its pro-
cessing route [7–11]. One of the major issue during the hot rod rolling process is the
segregation of alloying elements such as manganese (Mn) during the progress of
solidification in casting and affects the entire downstream processing as well as the
mechanical properties of the end product [12]. These segregates, known as
microsegregates, are typically of the size of grains and are formed due to limited
solid solubility of these solutes. During the hot rolling process, the concentration
profile changes due to the deformation of these structures. During the subsequent
cooling process, austenite to ferrite phase transformation occurs. Supposing the
steel is of hypo eutectoid composition the ferrite phase will form in regions with
low content of austenite stabilizing solute content and the rest of the phase will be
pearlite. Thus due to the alternate layers of low and high solute regions induced
during hot rolling, we will see a banded microstructure formation having both
ferrite and pearlite [12]. These banded microstructures are a major factor for dis-
tortions in gear blanks after forging process. Thus, managing the factors associated
with banding will indirectly affect the final mechanical properties of the product. To
predict the final mechanical properties of the product as a function of the compo-
sition variables, rolling and cooling parameters, there is a need for series of mod-
eling integrations, both vertical and horizontal. We define the integration of
multiple length scale models within a process as vertical integration and the inte-
gration of the different stages or processes ensuring information flow as horizontal
integration. More information on the specific problem addressed and the vertical
and horizontal integration of models are provided in Ref. [6].
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Goal-Oriented, Inverse Decision-Based Design Method

The goal-oriented, inverse decision-based design method proposed in this work will
be explained using the information flow diagram shown in Fig. 1. The method is
goal-oriented because we start with the end goals that needs to be realized for the
product as well as process. The decisions that are taken for the end requirements of
the product/process are then communicated to the stages that precedes to make
logical decisions at those stages that satisfies the requirements identified thereby
making it an inverse design process. Brief descriptions of the steps are provided
below

Step 1: Establish forward modeling and information flow across models for the
problem formulated. In Step 1, the designer makes sure that there is proper flow of
information as models are connected across different stages (from rolling to cooling
to end product mechanical properties). Mathematical models are either identified or
developed in this step.
Step 2: In Step 2, a cDSP for the mechanical properties of the final end product is
formulated using the models identified in Step 1. Information, requirements
(manage banding) and the correlations of mechanical properties with microstructure
after cooling stage (ferrite grain size, interlamellar spacing, phase fractions and

Fig. 1 Goal-oriented inverse decision-based design method. (More details in [6])
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composition) are communicated to this cDSP formulated. For the hot rod rolling
problem formulated, the end mechanical property goals and requirements for yield
strength, tensile strength, hardness and toughness (impact transition temperature)
are identified. On exercising the cDSP, the best combinations for ferrite grain size,
phase fractions, interlamellar spacing and compositions that satisfy the require-
ments for properties are identified.
Step 3: In Step 3, a similar process followed in Step 2 is carried out to formulate the
cDSP for cooling stage. This cDSP will have goals and requirements for ferrite
grain size, phase fraction and composition that are based on the solutions obtained
from first cDSP. Also, information from cooling stage like banding requirements,
cooling rate requirements are included into the cDSP. The information, require-
ments and correlations of variables after the end of rolling (austenite grain size,
composition) with the cooling stage parameters are communicated to the cDSP
formulated. The goals for this cDSP are target ferrite grain size and target phase
fractions subjected to constraints. On exercising the cDSP, the best combinations
for austenite grain size, cooling rate, composition elements like carbon and man-
ganese that satisfy the requirements are identified.
Step 4: In Step 4, we follow a similar procedure as in Steps 2 and 3 to formulate the
cDSP for rolling considering the information generated from cooling side and the
rolling stage information and requirements identified. This cDSP will have grain
growth module, static, dynamic and meta dynamic recrystallization modules and
hot deformation module. These modules may require individual cDSPs that needs
to be integrated following a similar pattern.

In this paper, we illustrate the efficacy of the goal-oriented method by formu-
lating the cDSP for the mechanical properties of end product (Steps 1 and 2). The
details of the method, models used, response surface models developed and cDSP
formulated for different stages is explained in Ref. [6].

Results and Discussion

In this paper, we address the following inverse problem: Given the end mechanical
properties of a new steel product mix, what should be the microstructure after
cooling that satisfies the requirements? We carry out exploration of microstructure
solution space. In Table 1, we list the requirements for the end product as well as
the requirements after the cooling stage. The end product mechanical properties and
their target values/ranges are defined. The requirements from the cooling stage are
to have a high ferrite fraction (≥ 0.8) and to achieve a minimum ferrite grain size
after cooling. The ferrite fraction is defined as a goal in the cDSP to manage banded
microstructure. A very high ferrite fraction denotes a less banded structure with
pearlite phase. This is true in case of a very high pearlite fraction too as there will be
less ferrite leading to less banded structure.
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In Table 2, we list the system variables and their corresponding ranges. More
information on the dependence of the system variables on the final mechanical
properties are available in [6].

The cDSP is exercised for different scenarios by assigning different weights to
the goals associated. Ternary plots are created using the design and operating set
points generated after exercising the cDSPs. We use these ternary plots to determine
the appropriate weights for the goals and predict the required design set points,
Figs. 2, 3, 4, 5 and 6. For Goal 1, the process designer is interested in maximizing
the yield strength of the end product to a target value of 400 MPa. On analyzing
Fig. 2, we see that the values in the dark red contour region demarcated by the blue
dashed line achieve the maximum yield strength of around 329 MPa. For Goal 2,
the process designer is interested in maximizing the tensile strength of the end
product to a target value of 780 MPa. On analyzing Fig. 3, we see that the values in
the dark red contour region identified by the green dashed lines achieves the
maximum tensile strength of 759 MPa. For Goal 3, the process designer is inter-
ested to manage the banded microstructure by identifying high ferrite fraction
regions. On analyzing Fig. 4, we see that region in the red contour identified by the
violet dashed line has ferrite fraction from 0.7 to 0.99609 with maximum being at
the same region where yield strength is seen to have the highest value. Similarly, we
see in Fig. 4 that the blue region identified with the violet dashed lines has the

Table 1 Target values and design preferences for the requirements identified

Requirements/goals Target ranges/values Design
preferences

Yield strength goal (YS) 220–400 MPa Maximum
possible

Tensile strength goal (TS) 500–780 MPa Maximum
possible

Ferrite fraction goal (Xf) ≥ 0.8 (Min Banded
Microstructure)

Close to target

Impact transition temperature
(ITT) requirement

−90 to −30 °C Minimum
possible

Hardness requirement (HV) 150–250 Maximum
possible

Ferrite grain size requirement 5–10 μm Minimum
possible

Table 2 System variables
and their ranges

System variables Ranges defined

Ferrite grain size (FGS) (μm) 5–25
Ferrite fraction (Xf) 0.1–1.0
Pearlite interlamellar spacing (S0) (μm) 0.15–0.25
Chemical composition of Silicon (%) 0.18–0.3
Chemical composition of Nitrogen (%) 0.007–0.009
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lowest ferrite fraction (0.3 to 0.100049) leading to a high pearlite fraction. This
region corresponds with the region where tensile strength has the maximum value.
The region between these two dashed violet lines has the highest banded
microstructure of ferrite and pearlite. Thus, it is clear from the ternary analysis that
the ferrite fraction plays a major role in defining the yield strength and tensile
strength of the end product. A high ferrite fraction improves the yield strength of
the product while compromising the tensile strength and a high pearlite fraction
improves the tensile strength of the product while compromising the yield strength
of the product. Another requirement identified is to have a minimum impact tran-
sition temperature (ITT) for the product. We plot the solution space for ITT in

Max YS = 329 MPa

Min YS = 229 MPa

Target = Max

Fig. 2 Ternary plot—yield strength

Fig. 3 Ternary plot—tensile strength
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Fig. 5. We see from Fig. 5 that the ITT drops in those regions with high ferrite
fraction. The target regions for ITT of −30 and −90 °C are identified by the red
dashed lines in Fig. 5.

Now, since the designer’s interest is in identifying regions that satisfy all the
conflicting requirements, there is a need to visualize all the design spaces in one
ternary plot. Therefore, we plot the superimposed ternary plot shown in Fig. 6. If
there is a common region that satisfies all the requirements identified, then we select

Max = 0.999609

Min = 0.100049

High Ferrite Region

High 
Pearlite Region

Banded Ferrite-
Pearlite Region

Fig. 4 Ternary plot—ferrite fraction

Max ITT = 99.8 

Min ITT = -127.5 

ITT=-90

ITT=-30

Fig. 5 Ternary plot—ITT solution space

360 A.B. Nellippallil et al.



solutions from that region. If not, we identify compromised solutions that satisfy
our requirements to the best possible. From the superimposed ternary plot, we are
analyzing 6 solution points A, B, C, D, E and F in Table 3.

On analyzing the solution points in Table 3, we see that ferrite grain size
(FGS) and pearlite interlamellar spacing (S0) is low for all the solution points. Thus
a smaller ferrite grain size and smaller interlamellar spacing is preferred to enhance
the end mechanical properties of the product. This is important information that
must be communicated as the goal for the preceding rolling and cooling stages that
produces the end product. Solution point A with the highest ferrite fraction has the
highest YS and lowest ITT while achieving a TS and HV that is acceptable.
Solution point B with highest the pearlite fraction has the highest TS and HV while
falling short in YS and ITT leading to rejection of the point. Solution points C, D, E
with ferrite fractions around 0.8 and above achieve acceptable targets for YS, TS,
ITT and HV. Solution point F with a ferrite fraction of 0.55 achieves better TS and
HV than points C, D and E but the values drops for YS and ITT respectively. This
point is rejected due to the highly banded microstructure generated. Based on this

ITT=-30℃

ITT=-90℃
High Ferrite Region

High Pearlite Region

Banded Ferrite-Pearlite Region

Max YS Region Max TS Region
A B 

C 

D 

E 

Yield Strength
Impact Transi on Temperature

Tensile Strength

Ferrite-Pearlite Region

Different solu on 
weight points

F 

Fig. 6 Ternary plot—superimposed ternary plot (color online)

Table 3 Solution points for microstructure after cooling and end mechanical properties

Sol.
Pts

FGS
(μm)

Xf S0 (μm) %Si %N YS
(MPa)

TS
(MPa)

ITT
(°C)

HV

A 5 0.996 0.15 0.3 0.009 328.7 541.8 −120.7 166.1
B 5 0.1 0.15 0.299 0.0089 229 759.35 99.81 242.65
C 5 0.8 0.15 0.18 0.007 306.9 589.05 −72.5 182.7
D 5 0.87 0.15 0.299 0.0089 314.76 572.17 −90 176.76
E 5 0.7997 0.15 0.299 0.0089 306.9 589.05 −72.5 182.7
F 5 0.55 0.15 0.299 0.0089 279.13 649.46 −10.95 203.97
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analysis, we pick solution point D that generates the best combination of values of
the system variables that satisfies the requirements of YS, TS, ITT and HV. The
goal of the designer next is to formulate the cDSP for cooling and rolling stages to
identify design set points for cooling that will generate the identified microstructure
space solution point D by means of the proposed goal-oriented inverse design
method (Steps 3 and 4 of method).

Closing Remarks

In this paper, we demonstrate the utility of the proposed goal-oriented inverse
decision-based design method by exploring the solution space for the microstruc-
ture after cooling stage that satisfies the requirements for the end mechanical
properties of the product. We study the effect of ferrite fraction, ferrite grain size,
pearlite interlamellar spacing and composition in defining the mechanical properties
like yield strength, tensile strength, toughness and hardness. We illustrate the
efficacy of ternary plots to explore microstructure space solutions that satisfies the
conflicting mechanical property goals in the best possible manner by carrying out
design trade-offs. The results for microstructure space obtained will be studied
further to design (identify design and operating set points) preceding manufacturing
stages like rolling and cooling by following the proposed design method in order to
realize the end product. The proposed inverse decision-based design method is
generic and supports the integrated decision-based design exploration of manu-
facturing stages that are connected. The primary advantage of the proposed method
is to enable a process designer to rapidly explore the design space for manufac-
turing processes using simulation models and reduce the need for expensive plant
trials resulting cost involved in the production of a new grade of product mix.
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Influence of Computational Grid
and Deposit Volume on Residual Stress
and Distortion Prediction Accuracy
for Additive Manufacturing Modeling

O. Desmaison, P.-A. Pires, G. Levesque, A. Peralta, S. Sundarraj,
A. Makinde, V. Jagdale and M. Megahed

Abstract Powder Bed Additive Manufacturing offers unique advantages in terms
of cost, lot size and manufacturability of complex products. The energy used
however leads to distortions during the process. The distortion of single layers can
be comparable with the powder layer thickness. The contact between the coater
blade and the deposited material could terminate the build process. Furthermore,
accumulated residual stresses can lead to deviations of the final shape from the
design. This work focusses on the accuracy of quick residual stress and distortion
models that will both provide layer by layer distortion data as well as the final work
piece residual stress and shape. The residual stress and distortion models are
implemented in an ICME platform that takes powder size distribution as well as the
heat source powder interaction into account. Lower scale models are briefly
introduced and data required for the residual stress analysis are documented prior to
the analysis of some large components assessing manufacturability and final work
piece shape.

Keywords Metal additive manufacturing ⋅ Powder bed ⋅ Process modeling ⋅
Residual stress ⋅ Distortion

O. Desmaison (✉) ⋅ P.-A. Pires ⋅ M. Megahed
ESI Group, Paris, France
e-mail: Olivier.Desmaison@esi-group.com

G. Levesque ⋅ A. Peralta ⋅ S. Sundarraj
Honeywell Aerospace, Phoenix, USA

A. Makinde
GE Global Research, Niskayuna, USA

V. Jagdale
UTRC, East Hartford, USA

© The Minerals, Metals & Materials Society 2017
P. Mason et al. (eds.), Proceedings of the 4th World Congress on Integrated
Computational Materials Engineering (ICME 2017),
The Minerals, Metals & Materials Series, DOI 10.1007/978-3-319-57864-4_34

365



Introduction

Qualifying powder bed fusion processes for performance critical components is a
challenge currently encountered by massive experimental campaigns to identify a
suitable process window, optimize the build strategy and fine tune final material
properties. Physics based modelling was suggested as a promising tool for rapid
qualification of additive manufacturing [1].

The heat energy used for powder melting leads to workpiece distortions during
the build process. The main mechanical phenomenon is thermal shrinkage. It occurs
once the metal is deposited and the laser moves to process other regions [2]. The
distortion of single layers can be comparable with the powder layer thickness. If a
contact between the coater blade and the deposited material occurs, it could ter-
minate the build process. In addition to possible machine damage, it means the
whole process has to be repeated, significantly increasing the production cost.
Furthermore, the accumulated residual stresses can lead to deviations of the final
shape from the design. The expected dimensions might not be reached and the part
ruled out.

Although simulation of Powder Bed Additive Manufacturing (PB-AM) is a
relatively new field, it can rely on the large experience of the welding community
[3, 4]. Indeed, the physics are similar: fusion of a supplied material and its fast
solidification driven by internal conduction. Nevertheless, the complexity of
PB-AM process lies in the multi-physics and multi-scale coupling required to
resolve the process.

ICME Platform

Modelling additive manufacturing processes involves the resolution of very dis-
parate length scales. The powder particles are in the order of microns in diameter,
the work piece can be several cubic meter in volume. The heat source travels
several hundreds of meters to deposit the material. The model should accordingly
resolve length scales that differ by 8–9 orders of magnitude. The time during which
the heat source interacts with the powder is as short as a few micro-seconds. The
build time can be a few hours and may span several days. The time grid therefore
also spans 8–9 orders of magnitude.

Resolving the details of the physical phenomena taking place while modelling
the production of the complete work piece is a challenge that cannot be solved with
currently available computational resources. The problem is therefore subdivided
into distinct models that focus on different aspects of the additive manufacturing
process: Powder spreading, powder melting and distortion/residual stress modelling
(detailed below). Each solver communicates with a meso scale module providing
material properties and metallurgical phase transformations as needed [5–7].
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Distortion Model for Powder Bed Additive Manufacturing

The coupling between different scales dictates the level of effort when modelling
distortions and residual stresses. The use of assumptions and process simplifications
makes the simulations easier to handle, quicker to run and more efficient for
industrial problems. The described finite element model has been developed in this
sense.

Considering the distortion evolution of a part is induced by thermal strains, one
may conclude a thermo-mechanical analysis is compulsory to achieve an accurate
prediction of both stresses and strains. The unsolidified powder is almost adiabatic
[8, 9] (i.e. it is an insulator due to reduced contact area and the air trapped between
the particles), the temperature of the manufactured part is quite stable and its
cooling is only driven by its own conductivity. Consequently, the final thermal
strain occurring on each deposited layer is determined by the thermo-mechanical
material properties. This simplification is true especially as the larger thermal strains
occur at a low temperature range, i.e. when the part has reached a global
cooling/warming. From this observation, it is possible to numerically deposit a
complete layer using a single mechanical solution, where the applied load would be
equivalent to the total thermal strain load supplied by the process. The behavior law
of both baseplate and workpiece are considered as elastoplastic.

Based on this approach, the successive deposition of layers is modeled using
multi-state elements activation method defined in a Lagrangian framework. Con-
sidering the current layer being processed, all elements of the already processed
layers are activated (including the current layer). The elements which compose the
next layer are in a “quiet” state.

The speed of any finite element model depends on the non-linearity of the
mechanical problem (e.g. material behavior laws or contact conditions) and on the
mesh resolution (i.e. number of nodes). The slicing of the initial geometry into
structured layers has encouraged the PB-AM simulation community to use hexa-
hedral 3D meshes. The described model is based on a similar mesh coupled to a
remeshing tool. In order to reduce the size of the model during the build process,
the mesh of the already processed layers is coarsened. The high resolution mesh is
concentrated around the layer being deposited.

Validation Test Cases

The validation of the ICME platform has been carried out through a close part-
nership with Honeywell Aerospace. The qualitative and quantitative aspects of the
distortion prediction are evaluated based on both “academic” and “industrial” test
cases. An EOS M290 and Inconel 718Plus® are used. The table displacement is
25 µm. The thermo-mechanical properties are extracted from Sysweld database
[10].
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Academic Test Case: Beam on Five Supports

The geometry corresponds to a beam on five supports (cf. Fig. 1). The beam is
40 mm long, 5 mm wide and 2 mm thick. The supports are 5 mm high, 5 mm wide
and 2 mm thick. The part is subdivided into 280 layers of 25 µm thick each. The
mesh is composed of 455,343 nodes and 408,720 3D elements for the workpiece
and 21,799 nodes and 14,484 3D elements for the baseplate. Once the build process
is simulated, two additional steps are modeled: the release of the baseplate from the
machine and the removal of the part from the baseplate.

Figure 2b shows a three dimensional scan of the built component. It is inter-
esting to note that whereas the intended bar is flat, we obtain an arch structure
between the supports. Experimental data could not clarify whether the arching was
due to lack of material (recoating problems) or whether it is distortion effect. The
numerical simulations of distortion were performed assuming ideal recoating
conditions predicting. The final workpiece shape is shown in Fig. 2a. It is inter-
esting to note that the solver actually changed the grid topology to a distortion very
close to that observed experimentally. As shown on Fig. 3a, the first deposited
layers of the beam, while connecting the supports, tend to strongly distort upwards
along their free edges. Indeed, the effects of the thermal shrinkage are maximal on
these areas since their bottom surfaces are not supported. This behavior continues
for several layers until a steady state is reached. It can be therefore concluded that
the recoating process is not the root cause of the geometric changes but rather the
thermo-mechanical behavior of the material. On Fig. 3b, a table compares several
lengths measures on both numerical and experimental parts. The numerical
prediction error is lower that 2%.

Fig. 1 a Academic test case: beam on five supports. b Initial mesh and deposition sequence
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Sensitivity Study on Deposition Volume and Grid Resolution

One of the challenges of the PB-AM simulation is to provide a correct prediction of
the final built shape within a reasonable computational time. Considering the
non-linearity of the mechanical problem being difficult to reduce, it is expected to
decrease the computational time by increasing the deposit volume (lumping) or by
coarsening the mesh. The first option consists in lumping several layers altogether
into a single deposit (or activation) step for all of them. A lumping strategy × 2
means there will be 140 fictive layers to deposit rather than 280, each one with a
thickness of 50 µm (instead of 25 µm). The second option is using a coarser mesh.
It consists in merging the adjacent elements along the z-axis (if the lumping method
is applied) or along the X-Y plane (by increasing the aspect ratio of each element—

Fig. 2 Comparison of final shape numerically (a) and experimentally (b) obtained

Fig. 3 a Zoom on the first deposited layers of the beam and the arch slope growth. b Comparison
of characteristic dimensions between the experiment and the simulation
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thickness over surface). Both options were studied, the results are summarized in
Table 1. The relative deviation from experiments is based on dimension A, B, C, D
and E of Fig. 3b. Model #0 corresponds to the model described above.

As expected, by lumping layers, the final computational elapse time is reduced
by a factor of 4 from no lumping to × 5 lumping (models 0 and 1 respectively). The
error increases from 0.5 to 4.6%. Doubling the lumping again (Model 2) does not
reduce the computational effort significantly, the reference dimensional accuracy is
almost constant but the model fails to resolve the arching. By reducing the number
of grid elements (N/2, N/8 and N/16), while using the same lumping × 2—models
3, 5 and 7 respectively, the computational time decreases considerably. The relative
deviation from measurements is similar for the three models (around 5%) and
arching is always predicted correctly. Combining a coarse grid with lumping pre-
viously found to be acceptable (i.e. × 5 for instance) leads to loss of dimensional
and structural accuracy (models 4, 6 and 8).

In conclusion, given a fine grid with no lumping, the algorithm is able to
accurately predict large geometric deviations. Larger deposits (lumping) and
coarser grids are alternative approaches to reduce the computational effort allowing
quick trend studies, the larger the lumping and the coarser the grid the higher the
prediction error.

Table 1 Sensitivity study of the model to volume deposition and grid fineness. Green case for
good results (deviation <5% or elapse time <1 h and arch slope correctly modeled) (colour online)
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Industrial Test Case: Thin Wall Blade

A blade shape representative for an industrial turbo application is used. The
dimensions are around 50 mm high, 40 mm long and 20 mm wide. The blade wall
is approx. 0.4 mm thick. Figure 4a shows the blade geometry without the utilized
support structure. The central plate is supported along its bottom surface.

Considering the large part dimensions compared to the walls’ thickness, it has
been decided to use a lumping factor of 5 and to use remeshing to refine/coarsen the
grid as needed. To do so, five submeshes were automatically generated in order to
model the complete manufacturing. These meshes are shown on the Fig. 4b. The
maximal number of nodes is 1 million nodes. Mapping and projection procedures
were set to move from one mesh to another and ensure the continuity of the
variables (displacements, strains and stresses). In total 434 layers are deposited
during the simulation.

Using 8 cores, the job ran approx. 45 h. This computational cost could be
reduced by increasing the lumping factor and increasing the mesh resolution; as
demonstrated above. Nevertheless, it has been decided to focus on max. possible
accuracy as a preliminary validation step.

Comparison with Experimental Measurements

Figure 5 shows an overlay of a 3D scan of the built blade and the simulated final
shape of the build. Each surface is colored by a different color, if one color is
visible, then that surface is in front of the other—it is then displayed in a transparent
mode, so as to be able to see the surface behind it. The proximity of both surfaces to
one another confirm the accuracy of the numerical prediction in a qualitative
manner. The main difference can be seen at the top of the blade, where the
numerical results tend to predict a slightly higher twisting of the blade.

Fig. 4 a CAD geometry of the industrial test case. b Meshes subdivision

Influence of Computational Grid and Deposit Volume … 371



Figure 6 compares the profiles at z = 40 mm. The negative x-axis side shows a
very slight deviation; the positive x-axis side is identical. The blade twisting is
correctly predicted by the numerical tool.

Figure 7a shows the Von Mises residual stress state once the part has been
manufactured and the baseplate has been released from the machine. Maximal
stresses are located in the pillar and the central table. The stresses on the blade’s
walls are low. A quick analysis of the manufacturability of the part is provided in
Fig. 7b. The maximal vertical distortion after every 10 layers are deposited is
extracted from the numerical solution and is compared to the experimental table
displacement. The distortion remains lower than the value of 25 µm except for the
80th layer, where it reaches 35 µm which is still acceptable confirming the man-
ufacturability of the part.

Fig. 5 Comparison of deviation at the end of the process (post-release of the baseplate)

Fig. 6 Comparison of the final Shape of the Blade at z ∼ 40 mm (Experiment vs. Simulation)
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Conclusions

The proposed process simplification leads to accurate distortion predictions. The
distortion is resolved for each layer to confirm manufacturability of the component
and is accumulated throughout the build process to deliver the final workpiece
shape. Predicted residual stresses are qualitatively correct explaining the validated
distortions reliably. The computational effort of an industrial workpiece, typically to
be pursued using highest possible accuracy, was 45 h. Further reduction of this
effort can be achieved by increasing number of cores without losing accuracy. Easy
calculation acceleration strategies such as the use of coarse grids and resolution of
larger deposits (lumping) do successfully reduce the computational effort at the cost
of reduced accuracy. Limiting the maximum allowable error to be lower than 5%,
the utilized algorithm and remeshing tools were able to converge within minutes.

Acknowledgements This effort was performed under the America Makes Program entitled
‘Development of Distortion Prediction and Compensation Methods for Metal Powder-Bed
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Fig. 7 a Von Mises residual stress after release of the baseplate from the machine. b Maximal
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