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ABSTRACT: The study of the function of proteins on a
quantitative level requires consideration of the water molecules
in and around the protein. This requirement presents a major
computational challenge due to the fact that the insertion of
water molecules can have a very high activation barrier and
would require a long simulation time. Recently, we developed
a water flooding (WF) approach which is based on a
postprocessing Monte Carlo ranking of possible water
configurations. This approach appears to provide a very
effective way for assessing the insertion free energies and
determining the most likely configurations of the internal
water molecules. Although the WF approach was used
effectively in modeling challenging systems that have not
been addressed reliably by other microscopic approaches, it was not validated by a comparison to the more rigorous grand
canonical Monte Carlo (GCMC) method. Here we validate the WF approach by comparing its performance to that of the
GCMC method. It is found that the WF approach reproduces the GCMC results in well-defined test cases but does so much
faster. This established the WF approach as a useful strategy for finding correct water configurations in proteins and thus to
provide a powerful way for studies of the functions of proteins.

I. INTRODUCTION

It is now widely recognized1 that water molecules inside and
around biological molecules play a major role in determining
key functions. It is also appreciated that the effect of internal
water molecules must be considered in evaluation of the
energetics of biological processes, ranging from enzymatic
reactions,2 ligand binding,3−6 redox reactions,7 ion conduction,8

proton transport,9,10 and ionization of deeply buried protein
residues.11,12 The protein dipole Langevin dipole (PDLD)
model has been arguably the first attempt to represent the
water in and around the protein in an explicit yet simplified way
in studies of the energetics of biological processes.13−15 This
model allowed one to consider water penetration but focused
on the overall effective energetics rather than on reproducing
the possible exact hydrogen bonding pattern. The earliest
attempts to incorporate water molecules in atomistic free
energy calculations of ionized groups in proteins were reported
in ref 16, using the surface constrained all-atom solvent
(SCAAS) model.17,18 Different adaptations of the SCAAS and
its earlier SCSSD version19 boundary conditions ideas have
emerged and been applied by other groups (e.g., ref 20) and
eventually have used proper electrostatic boundaries.21,22

Continuum models were also developed as a powerful tool of
representing the effect of the external water molecules, but
attempts to consider in such models a few water molecules

implicitly around the protein have not been so successful (see
discussion in ref 23).
Despite the effectiveness of the PDLD, the advances in

computer power led to subsequent different atomistic models
and to detailed studies of the energetics of many biological
processes (e.g., ref 15). However, notable problems emerged in
some studies of relevant systems. One of the most serious
problems has been the overestimate of the solvation penalty for
moving charges to nonpolar sites in proteins where, for
example, if we consider the important benchmark of ionizable
residues provided by Garcia-Moreno and co-workers,11,12,24 we
can obtain major overestimates of the penalty of moving the
given charges from bulk water to the protein sites by simple
free energy perturbation (FEP) microscopic calculations (see
refs 9 and 25). This problem could be reduced by using a
semimacroscopic model such as the PDLD/S-LRA, with a
relatively high dielectric for the charging energy in problematic
sites (around 6−8).25 Furthermore a way forward has been
offered by the overcharging approach that induced a partial
unfolding of the protein by artificially increasing the solute
charge and forcing accelerated water penetration,25 but this
method requires major computer time.
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Another area where the water positioning issue has become a
critical problem is the study of ligand binding. Here it has been
noted (e.g., refs 3 and 26−28) that performing free energy
perturbation (FEP) or linear response approximation (LRA)
may not allow for proper water equilibration. Obviously, with
an infinite amount of simulation time, it is possible to obtain
the proper water configurations, but this may not be practical.
Attempts to reach a formal rigor in water insertion in protein
cavities have focused on grand canonical Monte Carlo
(GCMC) methods,29,30 as reported in several studies.31−33,27,28

However, while such methods seem attractive, they require
major computational resources, as the acceptance of the
insertion/deletion attempts is very low. The search for a faster
approximated approach led ref 4 to develop a method termed
“just add water molecules” (JAWS) where water molecules can
appear/disappear from the system based on the occupancy of
different sites. This method also involves a refinement using
explicit MC moves. However, the above method has been
focused on reproducing the water sites observed in high
resolution crystal structures, rather than the energetics of the
penetration of clusters of water molecules.
A clustering approach (WaterMap) was introduced in refs 5

and 34, and the introduction of empirical scaling seems to
improve the results of binding calculations. We would like to
point out, however, that the implication that this approach
leads to enormous improvement in calculations of ligand
binding (e.g., ref 35) are unjustified. That is, a proper validation
of the pure effect of better placement of water molecules must
include comparison of the use of the given free energy sampling
approach with water positions evaluated by a standard water
placing method and the WaterMap approach. Such a
comparison36 that was obtained by the JAWS approach
produced a moderate improvement.
Recent interesting studies were reported by Essex and co-

workers27,28 who compared several methods and in particular
advanced actual GCMC, trying to determine the energetics of
water insertion in proteins. These studies gave useful insight
and demonstrated that GCMC can be used with sufficient
investment of computer time, although special care is needed in
attempts to reach convergence.
Despite the potential of the above approaches, they were not

validated by comparing the calculated energetics of electrostatic
calculations (e.g., pKa calculations) with and without the
corresponding water insertion approach. This is important,
since in cases of internal charges the effect of water molecules
can be very large and this should be useful in assessing the error
range.
Considering the challenges of developing both effective and

reliable methods for water insertion, we introduced recently the
water flooding (WF) approach.26 In this approach, we
determine the energy of rationally inserted water molecules
using the LRA and the linear interaction energy (LIE)
approaches and then sort the energetics by a postprocessing
MC approach. The postprocessing strategy makes the method
much faster than any GCMC, since it avoids the need to
perform any explicit MC simulation during the energy
evaluation.
Despite the impressive results obtained with the WF

approach,26,37 we feel that this strategy should be further
validated by comparing it to the more rigorous GCMC
approach. Thus, we conduct in this work a systematic
comparison between the results of the WF and GCMC
approaches in the evaluation of water penetration to proteins.

II. METHODS

II.a. Grand Canonical Monte Carlo. Our GCMC model
generated the usual SCAAS model for the protein and the
surrounding solvent and selected a central point in the protein
region of the study, using a radial boundary that prevented
movement of water in or out of a specific radius. The
subsequent step started by inserting and deleting water from
the inner region in the following way. Any insertion attempt
was followed by finding 20 orientations of the inserted water
and then choosing the one with the lowest potential (Uin,min)
and then accepting or rejecting the move by

β= + − −P N U Bmin[1, (1/( 1)) exp( ( ))]in in,min (1)

where Pin is the probability of acceptance of an insertion move
and B = (ΔGbulkβ + ln⟨N⟩), N is the total number of water
molecules in the system, ⟨N⟩ is the average N for the given B,
and ΔGbulk is the assumed free energy (more precisely chemical
potential) of a water molecule in the bulk. The selection of a
single orientation was a simplification of previous approaches
that used the Boltzmann average.21,38 The condition of eq 1
was satisfied by a standard Metropolis approach.39 Our GCMC
method was implemented in the MOLARIS-XG program
package.40

The deletion moves were accepted by evaluating the
potential Uout of a random water molecule in the inner region,
and then applying the criterion

β= + −P N U Bmin[1, exp( ( ))]out out (2)

where Uout is the potential energy of a water molecule that is a
candidate for removal.
Each insertion or deletion attempt was followed by 10 MD

steps of the entire system that establishes the equilibration.
Following ref 27, we performed the GCMC steps in a
subregion of the complete system (the equivalent of the box
in ref 27), surrounded by a spherical wall of a specified radius.

II.b. The Water Flooding Model. As stated in the
Introduction, we developed in our previous report26 a WF
approach which drastically accelerates the insertion process by
not performing any explicit MC water insertion but rather using
a postprocessing MC strategy. While the details of the method
are described in ref 41, we give below the key details.
The WF method starts by generating different configurations

with an excess number of internal water molecules, deleting
those that collide with the protein, and then evaluating the
electrostatic energies of these molecules using the linear
response approximation (LRA). This approximation estimates
the free energy of each configuration of the internal water
molecules by
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where m is a configuration vector that runs over all of the water
sites and δi(m) is a function that represents the occupancy of
the water sites in the current mth configuration. δi(m) is 1
when the ith site is occupied and zero otherwise. p represents
protein sites. The terms in eq 3 are given by
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Ui
Q and Ui

0 denote the total “solvation” energy (self-energy) of
the ith water molecule, and the subscript denotes the charge
distribution of the water molecule. The angular brackets denote
the ensemble average obtained by propagating trajectories over
the polar state of the water. It is important to mention here that
eq 4 does not include contribution from the water molecules,
which have already been inserted in the protein cavity. The
second part of eq 4 is calculated using the LIE42−44 which
provides a good approximation to the free energy of creating a
cavity for the ith water molecule in the protein. Note in this
respect that most of the free energy of the water molecules is
electrostatic and thus captured quite reliably by the LRA.23

Equation 5 denotes the total pairwise interaction between all ith
and jth pairs of water molecules, where Uij

Q is the pairwise
interaction of the i−j pair and Q represents the charge on the
atoms of the water molecules. The last term in eq 5 denotes the
pairwise term of the nonpolar interaction energy.
The calculated free energies of the internal water molecules

are used to select different water configurations by a MC

procedure and calculate the corresponding free energy using eq
3. The postprocessing WF MC approach was modified relative
to our previous treatment26 and follows the formulation of eq 1.
This modification arranged the ΔG(m) according to the number
of water molecules in each configuration and then performed
MC with moves that only add or subtract one water molecule.
For adding a water molecule, we use

β

= +

− Δ − Δ − ′
+

+ +
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m

m m m

1
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Similarly, we used the equivalent of eq 2 for deleting a water
molecule.
The parameter B′ is given by B′m+1 = ΔGbulkβ + ln Nm+1. This

parameter can be evaluated by determining the free energy of
inserting a single water molecule. Alternatively, the bulk energy
that corresponds to the insertion free energy at the half point
between no water and one full water molecule can be taken as
B′. This postprocessing MC approach allowed us to select the
minimum free energy configurations.
The radius and center of the simulating system for each

cavity studied were set as stated in Table SI1. The simulations
used the SCAAS surface constraints and the local reaction field
(LRF) long-range treatment (see ref 45). The protein
structures were subject to 3000 steps of minimization using
steepest decent, followed by 300p MD relaxation, using the
polarizable ENZYMIX force field45 with time steps of 1.0 fs and
the solute parameters given in refs 46 and 47. These structures
were then used for GCMC and WF simulations. During both
the GCMC and WF simulations, a spherical hard wall was

Figure 1. GCMC titration for water molecules in a bulk water sphere with different radii for the GCMC insertion/deletion.

Figure 2. WF titration for water molecules in a bulk water sphere with different radii for the WF region.
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placed so that the inside water molecules could not escape and
the outside water molecules could not enter. In GCMC, the
insertion and deletion were attempted only inside this hard
wall.

III. RESULTS AND DISCUSSION
We started by exploring the relationship between the
performance of the WF and GCMC in a bulk water system,
modeled as a water sphere. The dependence of the number of
inserted water molecules on the B value for the GCMC
simulations is summarized in Figure 1, and the corresponding
WF results are depicted in Figure 2. As is clear from the figures,
both models give very similar results.
Next, we moved to the much more challenging case of water

molecules inside bovine pancreatic trypsin inhibitor (BPTI)
(PDB: 5PTI48), which has been previously tested by Ross et
al.27

We started with the site that is known to contain a single
water molecule. The corresponding B dependence by the
GCMC and WF models is described in Figures 3 and 4. As seen

from the figures, the trend in both figures is similar. An
additional validation was performed by considering the three-
water site in BPTI.27 Here again, we compared the B
dependence of the GCMC (Figure 5) and WF (Figure 6).
The studies presented were done with different constraints on
the protein, and the results seem to follow a similar trend. Next,
we considered the simulated position of the internal water
molecules in the three-water cavity of BPTI. As seen from
Figure 7, both methods produce similar structures and B
dependence profile.

A crucial aspect that has to be addressed by both the WF and
GCMC approaches is the dependence of the number of
inserted water molecules on the protein structure. To establish
this problem, we considered the three-water site of BPTI and
generated open configurations by running short GCMC with

Figure 3. GCMC titration for water molecules in the single water
cavity in BPTI.

Figure 4. WF titration for water molecules in the single water cavity in
BPTI.

Figure 5. GCMC titration plot for the three-water cavity in BPTI,
when the protein is constrained (blue) and unconstrained (orange).

Figure 6. WF titration plot for water molecules in the three-water
cavity in BPTI, when the protein is constrained (blue) and not
constrained (orange). The WF calculation constrained on the
structure generated by GCMC at B value = 0 is given in a green
color plot.

Figure 7. Comparing the three-water cavity sites of BPTI obtained by
the WF (blue) and GCMC (pink) approaches, at a B value of −8.0.
The cavity water molecules are colored the same as the protein
backbone.
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large positive B values. The corresponding configurations were
used in WF calculations (Figure 8), generating an increase in

the number of inserted water molecules. A similar trend occurs
in the GCMC calculations (Figure 9). The problem is, of

course, to determine which configuration has the lowest free
energy. This can be done by our specialized LRA type
treatment, e.g. (see ref 49),

ε

ε

Δ → = ⟨Δ → ⟩

− ⟨Δ → ⟩
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′ ′

r r q q
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1 2 ,

,

1

2 (7)

where Δε designates the difference in energy of the two states
in the water charging process and ⟨ ⟩ri,m indicates an average
over the charge distribution, qm, where the system is held by a
weak constraint near the position vector of the indicated states
(ri). This expression tells us how much it costs to move the
protein from one configuration to another. In order to evaluate
the energetics of the protein deformation from the geometry
obtained with three water molecules, r1, to that obtained with
seven water molecules, r2, we performed the calculations while
keeping the number of water molecules the same in both states
(seven water molecules) but setting to zero the fractional
charges on the last four inserted water molecules, when
considering state 1. This calculation gave a 5.56 kcal/mol
penalty for moving to the conformation of the seven water

molecules. This penalty compensates for the gain in the water
energy upon moving from three- to seven-water configurations
at B = −8 (Figure 10). Of course, in the present case with the

correct B (−13.8), we already have negative energy in going
from seven to three water molecules and the deformation
energy makes this difference even larger. At any rate, our
approach can be used as a general tool in cases of significant
conformational change due to additional water molecules. It is
also possible to evaluate the protein deformation energy by the
far more expensive overcharging approach.25

At this stage, it may be useful to compare the computational
time of the WF and GCMC methods. This is done in Figures
11 and 12 with the GCMC and WF, respectively, for the three-
water site of BPTI. As seen from the figure, the WF approach
easily converges in less than 10 ps, while the GCMC needs at
least 5 ns (probably much longer) to converge.
We also studied the water insertion in V66D Staphylococcal

nuclease (SNase, PDB: 2OXP24), which was also studied in our
previous study25 as a benchmark of the WF approach. In this
case, residue V66 is located in a hydrophobic site and the
mutation to ASP creates a case where an internal acid cannot be
ionized until it is stabilized by internal water molecules and/or
reorganization of the protein. As seen from Figure 13, the WF
approach leads to a fast convergence of the internal water
molecule to a configuration that was found to reproduce the
observed pKa.

25 On the other hand, we see (Figure 14) that the
GCMC has significant convergence difficulties.

IV. CONCLUSIONS
Water molecules play a crucial role in determining the
energetics of biological processes. Thus, it is crucial to capture,
in computational studies of protein functions, the correct effect
of water inside and around proteins. The problem is particularly
challenging in cases of highly polar or charged environments in
protein interiors. Addressing this challenge by regular MD
studies is far from simple, since the equilibration time of water
penetration processes might be extremely long. One may use
specialized approximated approaches such as our WF method26

or other strategies (e.g., refs 4 and 33). However, it is important

Figure 8. WF titration plot with different initial numbers of water
molecules in the three-water cavity in BPTI.

Figure 9. GCMC titration plot with different initial numbers of water
molecules in the three-water cavity in BPTI.

Figure 10. Plot of minimum free energies obtained by the WF’s MC
postprocessing, for configurations of three and seven water molecules,
at the three-water-molecule cavity in BPTI. The difference of the
minimum LRA energy between the two configurations is −5.64 kcal/
mol at a B value of 8.0 (a) and 3.15 kcal/mol at a B value of 13.3 (b),
and the free energy of protein deformation from a three-water-
molecule to seven-water-molecule configuration calculated according
to eq 6 is 5.56 kcal/mol (c).

The Journal of Physical Chemistry B Article

DOI: 10.1021/acs.jpcb.7b07726
J. Phys. Chem. B 2017, 121, 9358−9365

9362

http://dx.doi.org/10.1021/acs.jpcb.7b07726


to assess the validity of the approximation used. An attempt to
validate the just add water molecules (JAWS) approach of ref 4
was reported in ref 27, but this validation concluded that the
MC part of the JAWS approach has difficulties in convergence
and requires a long simulation time and that converting the
water densities to unique positions is far from simple.
Furthermore, no validation in terms of the dependence on
the B value was reported. As for the WaterMap5,34 approach,
one of the arguments has been that this approach can provide a
way of capturing the water entropic effect. Now, while the
entropic contributions of ordering of the water molecules were
expressed by elegant expansion terms (e.g., ref 5), not only
does this treatment have possible formal problems (e.g., ref 50),

but also, to the best of our knowledge, there are no reported
careful quantitative validations of such entropy estimates, as
reported in studies that used our restraint release (RR)
treatment.51 It seems to us that at present there is no fast
approach that can yield a reliable estimate of the water entropic
effect.
Our WF approach has been used successfully in challenging

cases but again has not been validated in terms of its rigorous
foundation. In the present work, we tried to validate the WF
approach by comparing its results to those of the corresponding
GCMC simulations. The comparison yielded very encouraging
results, basically recovering the GCMC trend. In doing so, the

Figure 11. GCMC titration plot for runs from 100 ps to 1 (and 5) ns for the one-water and three-water cavities in BPTI.

Figure 12. WF titration plot for runs from 10 to 100 ps for the one-water and three-water cavities in BPTI.

Figure 13. WF titration plot from 10 to 100 ps simulation for SNase. Figure 14. GCMC titration plot from 100 ps to 1 ns simulation for
SNase.
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WF reproduced the GCMC for both configurations and water
insertion energy (as is apparent from having a similar B value).
Apparently, as is clear from the present paper and from ref

27, one can use GCMC in studies of water penetration to
proteins. Unfortunately, the computer time needed for
converging GCMC results is very extensive where the results
of Figure 11 show that we need more than 5 ns for the three-
water-molecule case. In fact, an estimate of ref 27 seems to
suggest that GCMC should use about 200 million MC steps
per each B value simulation, which correspond to 2 μs in our
MD/GCMC implementation. On the other hand, the WF
simulations take about 10 ps for both one and three water
molecules. Thus, this is the method of choice, when one is
interested in practical yet reliable calculations, for example, in
the case of screening for ligand binding. Moreover, if one likes
to generate a titration plot of the average number of water
molecules at each B value, many independent GCMC
simulations are needed to be run for the entire range of B
values, while WF only needs one short MD run, since the very
fast postprocessing MC can generate a titration plot within a
few CPU seconds.
An interesting issue that was addressed in the present work is

the dependence of the configuration of the water molecules on
the protein conformations. This fundamental issue is far from
trivial and in some cases should be treated by eq 7. In fact, the
same problem exists with GCMC and other approaches.
Perhaps, the dependence on the protein configurations should
be handled in the same way they are handled in the stage where
we start with different initial protein configurations to obtain
the average results for FEP calculations (or in the related
replica exchange steps).
In our view, the issue of water insertion is the most critical in

studies of the effect of internal water molecules near charged
residues, as is the case in cytochrome c oxidase26 and the V66D
in SNase considered as above. Such calculations can be very
expensive in particular when we consider pathways of charge
transfer, and thus, the WF approach is ideal for such type of
problems.
Overall, we believe that the WF approach is very efficient and

powerful and is arguably the method of choice in cases of
calculations that are limited by the computer time (e.g., fast
screening of drugs). However, if one is interested in very
expensive, and in principle more rigorous, GCMC, it can be
accelerated by starting from the WF configurations.
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