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Abstract

This paper develops an efficient Monte Carlo method to estimate the tail probabilities of the ratio of the largest
eigenvalue to the trace of the Wishart matrix, which plays an important role in multivariate data analysis. The estimator
is constructed based on a change-of-measure technique and it is proved to be asymptotically efficient for both the real
and complex Wishart matrices. Simulation studies further show the outperformance of the proposed method over
existing approaches based on asymptotic approximations, especially when estimating probabilities of rare events.
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1. Introduction

Consider n independent and identically distributed (i.i.d.) p-dimensional observations Xxi, ..., X, from a real or
complex valued Gaussian distribution with mean zero and covariance matrix £ = 0'21p. Here o2 is an unknown
scaling factor and I, is the p X p identity matrix. Define the n X p data matrix X = [xy,... ,X,]T, and assume
A1 2 ... 2 A, are the ordered real eigenvalues of the sample covariance matrix 2 = n 'X"X, where “H” denotes the
conjugate transpose. Note that if p > n, the last p — n of the A’s are zero. Let U, be the ratio of the largest eigenvalue
to the trace:

A1

U, = . 1
min{n, p}T 57, W

We are interested in estimating the following rare-event tail probability of U,,:
ay(x) :=Pr(U, > x),

where x is some constant such that @,(x) is small. Estimating rare-event tail probabilities is often of interest in
multivariate data analysis. For instance, in multiple testing problems, it is often needed to evaluate very small p-
values for individual test statistics to control the overall false-positive error rate.

The random variable U, plays an important role in multivariate statistics on testing the covariance structure and
possible mean singles. For instance, it has been popularly used to test for equality of the population covariance to
a scaled identity matrix, i.e., the sphericity test [e.g., 22]: Hy : £ = o?l,v.s. H; : £ # 02I, with o> unknown.
The test statistic U, does not depend on the unknown variance parameter o> and has high detection power against
alternative covariance matrix with a low rank perturbation of the null o*I,,. In particular, under the alternative of
rank-1 perturbation with £ = hh’ + oI, for some unknown i € R” and o, the likelihood ratio test statistic L, =
sup;, 2 f1(X; h, o?)/ sup,» fo(X; 0%) can be written as a monotone function of U, and therefore a,(x) corresponds to
the p-value [e.g., 4, 22]. Please refer to [17, 22, 24] for more discussions and many other applications.
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Despite its importance in multivariate analysis, the exact distribution of U,, may be difficult to compute, especially
when estimating the rare-event tail probabilities. Note that o2n~'X”X follows a Wishart distribution W ,(n,n"'I,,)
(8 = 1 for real Gaussian and § = 2 for complex Gaussian), then the distribution of U, corresponds to that of the
ratio of largest eigenvalue and the trace of a Wp ,(n, n 1 ). However, such distribution is nonstandard and the
exact distribution formulas for U, involves high dimensional integrals or as inverses of certain Laplace transforms.
Numerical evaluation has been studied in [6, 7, 16, 18, 25, 28]. But for high-dimensional data with large p, the
computation becomes more challenging, which is particularly the case when «,(x) is small due to the additional
computational cost to control the relative estimation error of a;,(x).

The asymptotic distribution of U, with p and n both going to infinity has also been studied in the literature. It
is known that U,, asymptotically behaves similarly to the largest eigenvalue A;, whose limiting distribution has been
studied in [13] and [14], and U, also asymptotically follows the Tracy-Widom distribution [e.g., 4, 23]. That is,

PI‘( Un — Hn,p
Onp

. x) - T W), @

where 7 Wp denotes the Tracy-Widom distribution of order 8, with 8 € {1, 2} for real and complex valued observations
respectively. In particular, for real valued observations,

Mnp = %(V”‘%"‘Vﬁ—%)z,
1 1 1 1 1 1/3
Tmr = ZW”‘E*VP_E)(\/n_l/er\/p—l/z) ' *

The convergence rate is shown to be of the order O(min{n, p}=/*) [21]. For complex case, similar expressions can be
found in [15]. [23] studied the accuracy of the Tracy-Widom approximation for finite values of n and p, and found
that the approximation may be inaccurate for small and even moderate values of p when 7 is large. A correction term
was therefore proposed by [23] to improve the approximation result, which is derived using the Fredholm determinant
representation, and the approximation rate is shown to be o(min{n, p}=>/*) when X follows complex Gaussian. For
real Gaussian case, which is of the interest in many statistics applications, [23] conjectured the result also holds. The
calculation of correction term in [23] depends on the second derivative of the non-standard Tracy-Widom distribution,
which usually involves numerical discretization scheme.

Another limitation of the existing methods is that they may become less efficient when estimating small tail
probabilities of rare events. This paper aims to address such rare-event estimation problem. In particular, we propose
an efficient Monte Carlo method to estimate the exact tail probability of U, by utilizing the importance sampling
technique. Importance sampling is a commonly used tool to reduce the Monte Carlo variance and it has been used to
estimated small tail probabilities, especially when the event is rare, in a wide variety of stochastic systems with both
light-tailed and heavy-tailed distributions [e.g., 2, 3, 5, 11, 19, 20, 26, 29].

An importance sampling algorithm needs to construct an alternative sampling measure (a change of measure) un-
der which the eigenvalues are sampled. Note that it is necessary to normalize our estimator with a Radon-Nikodym
derivative to ensure an unbiased estimator. Ideally, one develops a sampling measure so that the event of interest is
no longer rare under the sampling measure. The challenge is of course the construction of an appropriate sampling
measure; and one common heuristic is to utilize a sampling measure that approximates the conditional distribution
of U, given the event {U, > x}. This paper proposes a change of measure Q that asymptotically approximate the
conditional measure Pr(- | U, > x). We establish rigorous analysis of proposed estimator for U,, and show it is asymp-
totically efficient. Simulation studies show that the proposed method outperforms existing approximation approaches,
especially when estimating probabilities of rare events.

The remainder of the paper is organized as follows. In Section 2, we propose the importance sampling estimator
and provide the main result on the estimator’s asymptotic efficiency in Theorem 1. Numerical results are presented in
Section 3 to illustrate its performance. We discuss the possibility of generalizing the result to the ratio of the sum of
the largest k eigenvalues to the trace of a Wishart matrix in Section 4. The proof for Theorem 1 is given in Section 5.




2. Importance sampling estimation

For ease of discussion, we consider the setting of p < n, p — o0 and n — co. When p > n, the algorithm
and theory are essentially the same up to switching labels of p and n, which is explained in Remark 4. We use the
notation S to denote the real Wishart Matrix (8 = 1) and complex Wishart matrix (8 = 2). Since U,, = p4,/ (Zle )
is invariant to o, the analysis does not depend on the specific values of o2, and we take o> as follows in order to
simplify the notation and unify the real and complex cases under the same representation as specified in the following
equation (4).

e When 8 = 1, we assume that 0% = 1. Thatis, X’s entries are i.i.d. N(0,1), and (1, ... ,4p) are ordered
eigenvalues of n” ' XTX.

e When 8 = 2, we assume o2 = 2. Consider the circularly symmetric Gaussian random variable [e.g., 27], and
we say X 1= Y +iZ ~ CN(0,0?) when Y and Z are i.i.d. N(0,0?/2). In the following, we assume that X’s
entries are i.i.d. CN(0,2), and (44, ..., 1)) are ordered eigenvalues of n1XFAX.

Under the two cases with 8 = 1 and 2, the p eigenvalues 4; > ... > A, > 0 are distributed with the following
probability density function [e.g., 9]:

Bn—p+1)
frns = Cos | T - ﬂlﬁl_[ﬂ I forp= 1and2, 4)
l<j
where C,, , 5 is a normalizing constant taking the following form
Bnp

o P ra+%
Curo='(3) Urm EprEin—p+ pl

Then the target probability @,(x) = P (U, > x) can be written as

() = f WUy > 0 fupsAis..., )dA, ... dA,
122,20

where 1(-) is the indicator function. As discussed in the introduction, directly evaluating the above p-dimensional
integral is computationally challenging, especially when p is relatively large.

This work aims to design an efficient Monte Carlo method to estimate a@,(x). We first introduce some computa-
tional concepts in rare-event analysis literature, which helps to evaluate the computation efficiency of a Monte Carlo
estimator.

Consider an estimator L,(x) of a rare-event probability «,(x), which goes to 0 as n — oo. We simulate N
i.i.d. copies of L,(x), {Lﬁ;i)(x) : j = 1,..,N} and obtain the average estimator L,(x) = N~! Z?’: I Lﬁ,j)(x). We want
to control the relative error |L,(x) — @, (x)|/a,(x) such that for some prescribed &, > 0,

Pr{IL,(x) = ay(0)l/an(x) > &} <.

Consider the direct Monte Carlo estimator for an example. The direct Monte Carlo directly generates samples from the
density (4) and uses L,(x) = 1(U, > x). So each simulation we have a Bernoulli variable with mean a,(x). According
to the central limit theorem, the direct Monte Carlo simulation requires N = Of{e 26 Ta,(x) 1} i.1.d. replicates to
achieve the above accuracy, where the notation ®(-) is defined as follows. For any a, and b,, depending on n, a, =
©(b,) denotes that 0 < liminf, . |a,/b,| < limsup,_,, la,/b,| < co. This implies that the direct Monte Carlo method
becomes inefficient and even infeasible as a,,(x) — 0.

A more efficient estimator is the asymprotically efficient estimator [e.g., 3, 26]. An unbiased estimator L,(x) of
a,(x) is called asymptotically efficient if

lim inf PVA L)
n—eo In an(-x)z
3
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Note that (5) is equivalent to

. Var{L,(x
lim sup ﬁ =0, (6)

for any n > 0. In addition, since E(Lﬁ) > Var{L,(x)} and

. InE(L})
hirisotlp In @, (x)?

<1

by Hélder’s inequality that E(L}) > (E(L,)}* = a;(x), (5) is also equivalent to

InE(L2)

im ——— =
n—oo In @, (x)?

When L,(x) is asymptotically efficient, by Chebyshevs inequality,
Pr{|L,(x) — a(x)l/e(x) > &} < Var{L,(x)}/{Ne(x)*€%),

and therefore (6) implies that we only need N = O{e26~'a(x)™"}, for any n > 0, i.i.d. replicates of L,(x). Compared
with the direct Monte Carlo simulation, the efficient estimators substantially reduce the computational cost, especially
when «,,(x) is small.

To construct an asymptotically efficient estimator, we use the importance sampling technique, which is a popularly
used method for variance reduction of a Monte Carlo estimator. We use P to denote the probability measure of the
eigenvalues (11, ..., 4,). The importance sampling estimator is constructed based on the following identity:

Pr(U, > x) = B{1(U, > x)} = B {1(Un > X)Z_g}’

where Q is a probability measure such that the Radon-Nikodym derivative dP/dQ is well defined on the set {U,, > x},
and we use E and E to denote the expectations under the measures P and Q, respectively. Let fn%,(-) be the density
function of the eigenvalues (44, ..., 4,) under the change of measure Q. Then, the random variable defined by

S, An)

pim T (), > )
f;'l,p(/lla LR /ln)

is an unbiased estimator of @,(x) under the measure Q. Therefore, to have L, asymptotically efficient, we only need
to choose a change of measure Q such that

| InEg {f—ﬁd’“' """ WU, > x)} |

0 2
L. Jap(A1seesdn)
lim inf (s
n—0co 12 In e, (x)]

> 1. 7

To have an insight of the requirement (7), we consider some examples. First consider the direct Monte Carlo with
fn%,(-) = fup(+), the right hand side of (7) then equals 1/2 which is smaller than 1. On the other hand, consider Q(-)
to be the conditional probability measure given U, > x, i.e., ffp(-) =a,(x)7! Jnp(D1(U, > x); then the right hand side
of (7) is exactly 1. Note that this change of measure is of no practical use since L, depends on the unknown @, (x).
But if we can find a measure Q that is a good approximation of the conditional probability measure given U, > x, we
would expect (7) to hold and the corresponding estimator L, to be efficient. In other words, the asymptotic efficiency
criterion requires the change of measure Q is a good approximation of the conditional distribution of interest.

Following the above argument, we construct the change of measure Q as follows, which is motivated by a recent
study of [12]. [12] studied the tail probability of the largest eigenvalue, i.e., Pr(1; > px) with p > n and proposed
a change of measure that approximates the conditional probability measure given A; > px in total variation when
p > n. It is known that the asymptotic behavior 4; and U, are closely related. We therefore adapt the change of
measure for the current problem of estimating U,. However, we would like to clarify that the problem of estimating
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U, is different from that in [12] in terms of both theoretical justification and computational implementation, which is
further discussed in Remark 3.
Specifically, we propose the following importance sampling estimator.

Algorithm 1. Every iteration in the algorithm contains three steps:

Step 1

Step 2

Step 3

We use the matrix representation of the B-Laguerre ensemble introduced in [9], and generate matrix L,_y ,_1 g :=
B”_l’/’_lﬁB;lr—l,p—l,ﬁ’ where B,_ ,_1 g is a bidiagonal matrix defined by

XB(n—1)
XB(p-2)  Xp(n-2)

Bn—l,p—l,,B =

XB  XB(n—(p-1)) (p-Dx(p-1)

The notation y , denotes the square-root of the chi-square distribution with degree of freedom a, and the diagonal
and sub diagonal elements of B,_1 ,_1 5 are generated independently. We then calculate the corresponding
ordered eigenvalues ofn‘an,lu,,,lﬁ, denoted by A, > ... > A,.

Conditional on (A, . .., A,), sample 1| from an exponential distribution with density
FQy) =nre™ VR LT > 2V ), ®)

where r is a rate function such that
1 1-vy
=—— —d -— 9
r= 5=y [ grdo - - ©)
withy = p/n, the o(-) denotes the probability distribution function of the Marchenko-Pastur law such that

(s =5)(s" = 9)

op(ds) = B X 2mys

lse[s*,s*]ds (10)

2 2
with s* = B( Y+ 1) and s, = ,B( Y - 1) , and X is a constant depending on n, p, 8 and x such that

xTr (n_an—l,p—l,ﬁ)
p-x '

X =

Based on the collected A1 > ... > A, a corresponding importance sampling estimate can be calculated as in
(12) below and the value of the estimate is saved.

The three steps above are repeated in every iteration. After the last iteration, the saved sampling estimates from all
iterations are averaged to give an unbiased estimate of a(x).

Now we give the details on how to compute the importance sampling estimate (12) in every iteration of the
algorithm. Let Q be the measure induced by combining the above two-step sampling procedure. From [9], under the
change of measure Q, the density of (4;,..., /l;) =nn—-1)",..., Ap) is

14

* * * * s B0zptD —nl P g

Fo )= Coiprg [ ] W= 4P - )™ e 20,
i=2

2<i<j<p



This implies the density function of (4s, ..., 4,) under Q is

Br=L(p=1) p
n o\ z Bopth 1 _pyr g
S = (=) T G [ -l 4T et an
2<i<j<p i=2
Therefore dQ/dP takes the form
g ffp(/lz, s Ap) Xre TV L0
dP Jap(Ai,42,...,4,)
Bln— 12><p— D .
(& Cotp-rpnre”" g sy

Bn—p+1) 1

Cn,p,,B Hfzz(/ll - /ll) : /11 ? : 67%/11

The corresponding importance sampling estimate is given by

dP
L, = — 1w, 12
() 40 U (12)
where U, is calculated with the sampled 41, ..., 4, based on the (1).
We claim that for the proposed algorithm 1, with the chosen 7 in (9), the importance sampling estimator L,(x) is
asymptotically efficient in estimating the target tail probability. This result is given in Theorem 1 below, whose proof
is given in Section 5.

Theorem 1. When p/n — y € R, the estimator L,(x) in (12) is asymptotically efficient in estimating a,(x) for
2

x> (\/)7 + 1) .

Remark 1. Our discussion on the asymptotic efficiency focuses on the case of estimating rare-event tail probability

a,(x), that is, when {U,, > x} corresponds to a rare event. When x < (\/7 + 1)2, {U, > x} is not rare, and we can
still apply the importance sampling algorithm with a reasonable positive r value as the exponential distribution’s rate.
However, the theoretical properties of the importance sampling estimator shall be studied under a different framework
and therefore is not further pursued in this study.

Remark 2. We explain the Marchenko-Pastur form of (10). When X’s entries have mean 0 and variance 1 (8 = 1 and
2), the Marchenko-Pastur law for eigenvalues of n~' XX takes the following standard form [e.g., Theorem 3.2 in 24]
(5+ =) -5)

— 15 5.1(5)ds 1
2y3 [5-.5,1(8)ds 13)

fds) =
withs5_ = (1 — \/7)2 and 5, = (1 + \/7)2. For the considered setting of this paper, the real case (8 = 1) has 0 = 1,
so (10) and (13) are consistent. On the other hand, the complex case (B8 = 2) has 0% =2and therefore (10) and (13)
are different up to a factor of B = 2. Specifically, let (A1, ...,2,) and (d,...,A,) be eigenvalues of n"' XX when X
has i.i.d. entries of CN(0, 1) and CN(0, 2) respectively. Then we know (41, ...,4,) ~ 2(A4,. .., ;l,,) and (13) implies
the empirical distribution in (10).

Remark 3. We discuss the differences between the proposed method and the method in [12] on the largest eigenvalue,
which also employs an importance sampling technique. First, the two methods have different targets, i.e., Pr(1; > x) in
[12] and Pr(U,, > x) here, and therefore use different change of measures to construct efficient importance sampling
estimators. As discussed in Section 2, in order to achieve asymptotical efficiency, the change of measures should
approximate the target conditional distribution measures, i.e., Pr(- | 4y > x) in [12] and Pr( - | U, > x) in this paper.
Due to the difference between the two conditional distributions, two different change of measures are constructed
in the two methods. Specifically, [12] samples the largest eigenvalue A, from a truncated exponential distribution
depending on the second largest eigenvalue A, while this work samples A1 from an exponential distribution depending
on eigenvalues (A, -+ ,A,). Second, the proof techniques of the main asymptotic results in the two papers are also
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different. In particular, to show the asymptotic efficiency of the importance sampling estimators as defined in (5),
we need to derive asymptotic approximations for both the rare-event probability a(x) and the second moments of
the importance sampling estimator EQ{L,%(x)}. Even though the largest eigenvalue A, and the ratio statistic U, have
similar large deviation approximation results for their tail probabilities, the asymptotic approximations for the second
moments of the importance sampling estimators are different due to the differences between the considered change of
measures as well as the effect of the trace term in U,,. Please refer to the proof for more details.

Remark 4. The method and the theoretical results can be easily extended from the case of p < nto p > n by
switching the labels of n and p and changing y to y~' correspondingly. Note that when p > n, eigenvalues of n~' XX
and p~'XXH give the same test statistic U, as defined in (1), which is because X"X and XX have the same set of
nonzero eigenvalues and U, is scale invariant. By symmetry, when p > n, the joint density function of the eigenvalues
of p~'XXH have the same form as (4), except that the labels of n and p are switched. Therefore, the cases when
p < nand p > n are equivalent up to the label switching. Note that after p/n is changed to n/p, y becomes y~'
correspondingly.

3. Numerical study

We conduct numerical studies to evaluate the performance of our algorithm. We first take combinations (n, p) =
(100, 10), (100, 20), (500, 20), (1000, 50), and B = 1,2, respectively. Then we compare our algorithm with other
methods and present the results in Table 1 and 2.

For the proposed importance sampling estimator, we repeat N;s = 10* times and show the estimated probabilities
(“ES Tys” column) along with the estimated standard deviations of L,, i.e., \/VarQ(Lp) (“S D;s” column). The ratios
between estimated standard deviations and estimates (“S D;s /ES Ts” column) indicate the efficiency of algorithms.
Note that with N;g = 10* replications, the standard error of the estimate is S D;g / V/N;s = S D;s/100. In addition, three
alternative methods are considered, including the direct Monte Carlo, the Tracy-Widom distribution approximation,
and the corrected Tracy-Widom approximation [23]. We compute direct Monte Carlo estimates (“ES Tpy¢” column)
with Npyc = 10° independent replications. We present the standard deviation of direct Monte Carlo estimates
(“SDpuyc” column) and the ratios between estimated standard deviations and estimates (“S Dpyc/ES Tpyc”). In
addition, we use the approximation of Tracy-Widom distribution (“7’W” column) specified in equation (2). The TW(x)
is computed from RMTstat package in R. Furthermore, following [23], we compute the Tracy-Widom approximation
with correction term (“c.TW” column):

U -, wn ) ,
Pr(ﬁ > x) ~ 1= TWs(x) + l(i)(“ ”’) TWj(0), (14)
Onp 2\np/\onp

where 7W' (x) is computed numerically via a standard central differencing scheme with Ax = 1073, When 8 = 1, u
and o is chosen according to equation (3). When 8 = 2, u and o is chosen according to [15].

We can see from Table 1 and Table 2 that the Tracy-Widom distribution (“7 W” column) significantly overestimates
the tail probabilities for all considered settings and the finding is consistent with that in [23]. And the corrected Tracy-
Widom approximation (“c.T”W” column) underestimates the tail probability @,(x) and goes to a negative number as
a,(x) goes small. Since the proposed importance sampling and the direct Monte Carlo method are both unbiased
estimators, next we compare their computational efficiency. As discussed in Section 2, for the average estimator
L,(x) = N! Z?’zl L,(f)(x), “SDis/EST;s” and “S Dpyc/ES Tpyc” can be used as a measure of the computational
efficiency in terms of iteration numbers. From the results in Tables 1 and 2, as a(x) decreases, “S Dpyc/ES Tpyc”
goes large quickly and even becomes “NaN”. On the other hand, “S D;s/ES T;s” increases slowly and is generally
smaller than “S Dpyc/ES Tpuc”, showing that the proposed importance sampling is more efficient than the direct
Monte Carlo method.

To further illustrate, we compare the iteration numbers N;g and Npyc that would be needed to achieve the same
level of relative standard errors of the estimators. Specifically, in order to have the same ratios of the standard errors
to the estimates, i.e., SE[S /ES TIS = (S D[5/ \/]V_]S)/ES T[S and SEDMc/ES TDMC = (SDDMC/ \/m)/ES TDMC’



obtained under the importance sampling and direct direct Monte Carlo, respectively, we need

Npmc _ (S Dpmc/ES Tpuc)* (15)
Nis (SDis/ESTis)>

Based on the above equation, the simulation results show that to have a similar standard error obtained under the
importance sampling, the direct Monte Carlo method needs more iterations as a(x) goes small. For example, from
Table 1, when n = 100, p = 10 and x = 2.1, we need Npyc to be approximately 4.3 X 10? times larger than Nyg; when
n = 1000, p = 50 and x = 1.62, we need Npyc about 1.3 x 10* times larger.

Besides from the iteration numbers, we also compare the average time cost of each iteration under the importance
sampling and the direct Monte Carlo method, respectively. For the direct Monte Carlo, two methods are considered in
computing the eigenvalues. The first method directly computes the test statistic U, using the eigen-decomposition of a
randomly sampled Wishart matrix. The second method computes the eigenvalues from the tridiagonal representation
form as in Step 1 of Algorithm 1. We run 10* iterations for all the methods and report the average time of one iteration
in Table 3, where the first method of the direct Monte Carlo is denoted as Tpy .1, the second method is denoted as
Tpuco, and the importance sampling method is denoted as T;s. The simulation results show that Tpyc_; has the
highest time cost per iteration, while Tpyc» and Tjs are similar. We further explain the simulation results from the
perspective of algorithm complexity. For each iteration, the first direct Monte Carlo method samples a p X p Wishart
matrix and performs its eigen-decomposition, which usually has the cost of O(p?). The second direct Monte Carlo
method and the importance sampling only need to sample O(p) number of x? random variables and then decompose
a symmetric tridiagonal matrix, which have O(p?) cost per iteration [8]. Although the importance sampling also
samples from an exponential distribution in Step 2, the distribution parameters can be calculated in advance and it
does not affect the overall complexity much. Therefore, the time complexity of the algorithm Tpyc_; is higher while
Tpuc and Tyg are similar per iteration. Together with the result in (15), we can see that the importance sampling is
more efficient than the direct Monte Carlo method in terms of both the iteration number and the overall time cost.

To further check the influence of replication number N;s of the importance sampling algorithm, we focus on the
case of n = 100 and p = 10 and compare the performance of different N;s’s. In order to obtain accurate reference val-
ues of the tail probabilities, we use direct Monte Carlo with repeating time Npyc = 108 to estimate multiple tail prob-
abilities @,(x)’s ranging from 1072 to 10~® under 8 = 1,2 respectively. Then we estimate the corresponding a,(x)’s
using our algorithm with N;g = 10%, 10°, 10° respectively. The results are presented in Figure 1, where the x-axis rep-
resents the reference values log,, (ES Tpuc). The line “DMC with error bar” represents the (approximated) pointwise
95% confidence intervals [loglo (ES TDMC -2 X SDDMC/ VNDMC) , IOglo (ES TDMC +2 X SDDMC/ VNDMC)]' Simi-
larly, the line “Importance Sampling with error bar” represents the importance sampling estimates and pointwise
95% confidence intervals [log10 (SD,S —-2%x8Djg/ \/N_IS) ,log,, (ES Tis +2%xSDis/ \/N_IS)] From the figures, the

proposed algorithm can well estimate the probability as small as 107% with N;g = 10*, which is more efficient than
directed Monte Carlo and more accurate than Tracy-Widom approximations. Furthermore, Figure 1 shows that the al-
gorithm improves when number of iterations increases. We also plot the Tracy-Widom approximations in (2) and (14)
in Figure 1 for comparison. Figure 1 shows that without correction, the Tracy-Widom distribution in (2) is not accurate
and overestimates the probabilies. The correction term in (14) improves the approximation when the probability is
larger than the scale of about 1072, which is consistent with the result in [23]. But when the probability goes smaller,
the corrected approximation has larger deviation from true values (on the log;, scale) and even becomes negative.
Note that since we cannot plot the log;, of negative numbers in the figures, the lines of the corrected Tracy-Widom
approximations appear to be shorter. These results validate the results in Table 1 and 2.



Table 1: Estimation Results for 8 = 1

(a) n=100, p=10

[ x [ ESTis | SDis [ SDis/ESTis | ESTpmc | SDpmc | SDpmc/ESTpwe [ ¢TW [ TW |
1.80 | 2.44e-2 [ 1.25¢-1 5.14 246¢-2 | 1.55¢-1 6.30 2.58e-2 | 5.07e-2
1.95 | 1.02¢-3 | 5.00e-3 4.89 1.08e-3 [ 3.28¢-2 30.46 3.90e-4 | 4.37¢-3
1.98 | 5.32e-4 | 3.55¢-3 6.66 5.57e-4 | 2.36e-2 42.36 4.96¢-6 [ 2.48¢-3
2.10 | 2.43e-5 | 2.48¢e-4 10.22 2.20e-5 | 4.69e-3 213.20 -746¢-5 | 2.07e-4
2.30 | 5.25e-8 [ 7.72e-7 14.71 0 0 NaN 0 0

(b) n=100 , p=20

| x | ESTis | SDis | SDis/ESTis | ESTomc | SDpmc | SDpmc/ESTome | ¢ TW W
2.10 [ 9.14e-2 [ 3.73e-1 4.09 8.99¢-2 | 2.86e-1 3.18 9.29e-2 | 1.21e-1
2.30 | 2.86e-3 | 2.04e-2 7.13 2.71e-3 | 5.20e-2 19.19 2.31e-3 | 6.09-3
2.40 | 3.44e-4 [ 2.60e-3 7.54 3.11e-4 | 1.76e-2 56.70 1.54¢-4 | 9.07e-4
2.50 | 2.89¢-5 | 2.0le-4 6.95 2.60e-5 | 5.10e-3 196.11 -6.13¢-6 | 1.05e-4
2.70 | 1.50e-7 | 1.78e-6 11.85 0 0 NaN 0 0

(c) n=500, p=20

| x | ESTis | SDis | SDis/ESTis | ESTomc | SDpmc | SDpmc/ESTpme [ ¢ TW ™
1.46 | 4.64¢-2 | 221e-1 4.76 4.68e-2 [ 2.1le-1 451 4.87e2 | 6.51e-2
1.51 [ 3.98¢-3 | 2.16e-2 543 3.70e-3 | 6.07e-2 16.40 3.70e-3 | 7.03¢-3
1.56 | 1.57e-4 | 7.13¢-4 4.54 1.55¢-4 [ 1.24e-2 80.32 1.28¢-4 | 4.40e-4
1.62 | 2.14e-6 | 1.49¢-5 6.97 3.00e-6 | 1.73e-3 571.35 -1.87¢-6 | 6.71e-6
1.70 | 2.43e-9 [ 2.72¢-8 11.20 0 0 NaN 0 0

(d) n=1000 , p=50

[ x [ ESTis | SDis [ SDis/ESTis | ESTpmc | SDpmc | SDpmc/ESTpme [ ¢ TW W |
1.52 [ 2.75¢-2 | 1.29-1 470 2.90e-2 | 1.68e-1 578 2.96e-2 | 3.59%-2
1.55 | 2.51e-3 | 1.16e-2 4.63 2.57e-3 | 5.06e-2 19.71 2.53¢-3 | 7.98e-4
1.60 | 1.41e-5 [ 5.25¢-5 372 2.20e-5 | 4.69¢-3 213.20 1.15e-5 | 3.25¢-5
1.62 | 1.40e-6 | 8.70e-6 6.21 2.00e-6 | 1.41e-3 707.11 -7.93¢-7 | 6.71e-6
1.66 | 7.49e-9 [ 3.69¢-8 4.93 0 0 NaN 0 0




Table 2: Estimation Results for for 8 = 2

(a) n=100, p=10

[ x [ ESTis | SDis [ SDis/ESTis | ESTpmc | SDpmc | SDpmc/ESTpwe [ ¢TW [ TW |
1.77 | 3.72e-3 | 3.34e-2 8.98 3.79¢-3 [ 6.15¢-2 16.21 2.20e-3 | 1.26e-2
1.81 | 9.21e-4 | 1.32¢-2 14.34 8.97e-4 | 2.99-2 33.37 -1.36e-4 | 4.42e-3
1.91 | 1.8%-5 | 3.28¢-4 17.37 1.70e-5 | 4.12¢-3 242.53 -1.22¢-4 | 2.11e-4
1.93 | 6.68¢-6 | 8.44e-5 12.64 4.00e-6 [ 2.00e-3 500 -744e-5 | 1.07e-4
1.99 [ 2.98¢-7 | 4.25¢-6 14.27 0 0 NaN -1.29¢-5 | 1.24e-5

(b) n=100 , p=20

| x | ESTis | SDis | SDis/ESTis | ESTomc | SDpmc | SDpmc/ESTome | ¢ TW W
2.10 [ 1.20e-2 [ 7.99e-2 6.68 1.45¢-2 [ 1.20e-1 8.23 1.4le-2 [ 2.70e-2
2.18 | 1.04e-3 | 7.59%-3 7.28 1.34e-3 | 3.66¢-2 27.29 8.64e-4 | 3.65¢-3
2.30 | 2.18e-5 | 3.47e-4 15.94 2.30e-5 | 4.80e-3 208.51 -2.06¢-5 | 8.86e-5
2.38 | 6.73¢-7 | 1.94e-5 28.86 1.00e-6 [ 1.00e-3 1000 -2.70e-6 | 4.83¢-6
2.46 | 1.63e-8 [ 2.83e-7 17.36 0 0 NaN -1.73e-7 | 1.93e-7

(c) n=500, p=20
x | ESTis | SDis | SDis/ESTis | ESTpmc | SDpmc | SDpmc/ESTome | ¢ TW TW
1.45 [ 8.04e-3 | 5.49¢-4 6.84 8.98¢-3 | 9.43e-2 10.51 8.95¢-3 [ 1.58¢-2
1.48 | 6.56e-4 | 8.02¢-3 12.22 6.49¢-4 | 2.55¢-2 39.24 5.07e-4 | 1.59-3
150 [ 8.77e-5 | 1.16¢-3 13.18 8.60e-5 | 9.27¢-3 107.83 3.88e-5 | 2.70e-4

1.525 | 5.05e-6 | 5.37¢-5 10.63 8.00e-6 | 2.83¢-3 353.55 -1.87e-6 | 2.28e-5
1.55 | 1.85¢-7 | 1.71e-6 9.28 0 0 NaN -4.66¢-7 | 1.49e-6

(d) n=1000 , p=50
[ x [ ESTis | SDis [ SDis/ESTis | ESTpmc | SDpmc | SDpmc/ESTpwe [ ¢ TW | TW

1.51 | 5.85e-3 | 6.67¢-2 11.39 5.20e-3 | 7.19e-2 13.83 531e-3 | 7.46¢-3

1.53 | 2.65e-4 | 1.96¢-3 7.39 3.04e-4 | 1.74e-2 5735 2.98¢e-4 | 5.32¢-4

1.56 | 1.72¢-6 | 1.84e-5 10.72 0 0 NaN 1.33e-6 | 4.20e-6

1.58 | 3.15e-8 | 2.86¢-7 9.10 0 0 NaN 1.46e-8 [ 9.85¢-8

1.60 | 4.24e-10 | 3.80e-9 8.97 0 0 NaN -6.21e-11 | 1.56e-9
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Figure 1: Estimation results for n = 100 and p = 10
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Table 3: Estimation of Time

(@ p=1

| n I p | x | Tomca | Tomca | Tis |
100 | 10 | 1.95 | 1.28e-03 | 7.26e-04 | 8.89e-05
100 | 10 | 1.98 | 1.15e-03 | 9.23e-05 | 8.51e-05
100 | 20 | 2.3 | 1.58e-03 | 7.35e-05 | 6.84e-05
100 | 20 | 2.4 | 1.65e-03 | 1.79e-04 | 6.33e-05
500 | 20 | 1.51 | 1.27e-03 | 9.87e-05 | 9.32e-05
500 | 20 | 1.56 | 1.67e-03 | 7.39e-05 | 8.82e-05
1000 | 50 | 1.55 | 3.19e-03 | 1.05e-04 | 1.56e-04
1000 | 50 | 1.6 | 3.12e-03 | 9.76e-05 | 1.34e-04

(b) =2

L n [ p] x [ Towca | Tomca | Tis |
100 | 10 | 1.77 | 1.87e-03 | 1.75e-04 | 6.08e-05
100 | 10 | 1.81 | 1.85e-03 | 5.47e-05 | 5.90e-05
100 | 20 | 2.18 | 2.86e-03 | 8.37e-05 | 1.20e-04
100 | 20 | 2.3 | 2.69e-03 | 1.11e-04 | 6.69e-05
500 | 20 | 1.45 | 2.79e-03 | 8.46e-05 | 7.01e-05
500 | 20 | 1.48 | 3.53e-03 | 7.24e-05 | 8.90e-05
1000 | 50 | 1.53 | 8.65e-03 | 9.03e-05 | 1.53e-04
1000 | 50 | 1.56 | 8.35e-03 | 9.61e-05 | 1.49¢-04

4. Conclusions and Extensions

This paper proposes an asymptotically efficient Monte Carlo method to estimate the tail probabilities of the ratio of
the largest eigenvalue to the trace of the Wishart matrix. Theoretically, we prove the importance sampling estimator is
asymptotic efficient. Numerically, we conduct extensive studies to evaluate the performance of the proposed algorithm
compared with other existing methods in terms of estimation accuracy and computational cost in estimating the tail
probabilities.

The method can be adapted to estimating tail probabilities of the ratio of the sum of the first k largest eigenvalues
to the trace of the Wishart matrix, which is defined as

k
k _ Zi:l Ai
" min{p,n}' X7 A

where k is a fixed positive integer. We consider the algorithm as follows. First, sample Ay, ..., A, from n™'L,_ ,_1 4
using the same method in Algorithm 1. Second, conditioning on A, ..., 4,, sample 4; from a truncated exponential
distribution with the same form as (8), but we redefine

X Zfzz /li =P Zf:z /li
p—Xx

X =

and choose r to be a small constant that depend on the large deviation result of the largest k eigenvalues. We conducted
a numerical study to show the validation and efficiency of the proposed method in estimating the tail probabilities of
U*. Following the design in Section 3, the sampling is repeated 10* times for the importance sampling method and
10° times for the direct Monte Carlo method. The k is chosen to be 2,3,4, n = 100, p = 50, and we take r = 1/10.
Tables 4 and 5 summarize the results of 8 = 1 and 8 = 2, which show similar patterns as Tables 1 and 2. When the
tail probability becomes smaller, S D;s /ES Tys is smaller than S Dpyc/ES Tpyc, which indicates that the importance
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sampling is more efficient than the direct Monte Carlo method in estimating the tail probabilities as discussed in
Section 3. It would be interesting to study the asymptotic property of this algorithm on estimating the tail probability
of UX; however, it needs development of asymptotic theory on the tail probabilities of the first k largest eigenvalues,
which is beyond the scope of this study, and we would like to leave it for future work.

Table 4: UX Results for 8 = 1

(2) n=100 , p=50, k=2

’ X ‘ ESTis ‘ SDis \ SDis/ESTis \ ESTpmc \ SDpmc \ SDpwmc/ESTpmc ‘
5.9 | 1.14e-03 | 6.70e-03 5.89 1.55e-03 | 3.93e-02 25.41
6.0 | 3.22e-04 | 3.80e-03 11.78 2.98e-04 | 1.73e-02 57.92
6.1 | 5.68e-05 | 9.37e-04 16.49 5.50e-05 | 7.42e-03 134.84
6.4 | 1.09e-07 | 3.21 e-06 29.50 0 0 NaN
(b) n=100, p=50, k=3
[ x | ESTg SDis | SDis/ESTis | ESTpmc | SDpmc | SDomc/ESTomc
8.4 | 1.56e-03 | 1.77e-02 11.36 1.55e-03 | 3.93e-02 25.41
8.5 | 4.22e-04 | 5.48e-03 12.98 4.04e-04 | 2.01e-02 49.74
8.7 | 1.46e-05 | 2.99e-04 20.44 1.80e-05 | 4.24e-03 235.70
8.9 | 7.26e-07 | 2.53e-05 34.83 0 0 NaN
(c) n=100, p=50, k=4
| x | ESTis SDis | SDis/ESTis | ESTomc | SDpmc | SDpmc/ESTomc
10.6 | 7.60e-03 | 5.65e-02 743 8.01e-03 | 8.91e-02 11.13
10.8 | 6.58e-04 | 6.63e-03 10.08 8.44e-04 | 2.90e-02 34.41
11.0 | 5.49e-05 | 1.47e-03 26.73 6.40e-05 | 8.00e-03 125.00
11.3 | 1.70e-07 | 5.56e-06 32.77 0 0 NaN

5. Proof of Theorem 1

This section provides the proof for Theorem 1 of the estimator’s asymptotic efficiency. We focus on the case when
p <nand p/n — 7y € (0, 1]. For the case of p > n and p/n — y € [1, 00), the proof follows from the same argument
by switching the labels of n and p, as shown in Remark 4, and therefore is skipped.

Recall the definition of Q, L, = % 1(U, > x) and a(x) = Pr(U, > x). To prove the asymptotic efficiency defined
in (5), we only need to show liminf,_, In EQ(L%)/{Z In @, (x)} > 1 since EQ(L%)/{Z Ina,(x)} < VarQ(Lf,)/{2 In a,(x)}.
We give an outline of the proof first.

Step 1. We give the asymptotic approximation of lim, e 77! In @,(x) = —yl5(Bx), where I5(Bx) is the large deviation
rate function.

Step 2. By the result in Step 1, we only need to prove that

InEg(L2) InEo(L})

e BT L IEo(Ly)
e 2Ina,(x) | mee —2yly(Bx) -

n—oo

This is established using the upper bound I; + I + I5 of EQ(L%) in (19) together with the limiting properties
of I, I, and I3 in (20) (21) and (22) respectively.
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Table 5: UX Results for 8 = 2

(a) n=100, p=50, k=2

[ x | ESTg SDis | SDis/ESTis | ESTpmc | SDpmc | SDomc/ESTomc
5.6 | 4.67¢-03 | 3.52e-02 7.54 5.03e-03 | 7.07e-02 14.07
5.7 | 5.08e-04 | 5.95e-03 11.72 4.98e-04 | 2.23e-02 44.80
5.8 | 4.75e-05 | 9.55¢-04 20.12 3.80e-05 | 6.16e-03 162.23
6.0 | 7.71e-08 | 2.48e-06 32.18 0 0 NaN
(b) n=100, p=50, k=3
[ x | ESTs SDis | SDis/ESTis | ESTpmc | SDpmc | SDowmc/ESTomc
8.1 | 1.78e-03 | 2.08e-02 11.67 2.16e-03 | 4.64e-02 21.50
8.2 | 3.67e-04 | 8.31e-03 22.67 2.90e-04 | 1.70e-02 58.71
8.3 | 1.87e-05 | 3.73e-04 19.96 2.50e-05 | 5.00e-03 200.00
8.5 | 1.50e-07 | 6.90e-06 45.95 0 0 NaN
() n=100, p=50, k=4
| x | ESTis SDis | SDis/ESTis | ESTomc | SDpmc | SDpmc/ESTomc
10.4 | 2.49e-03 | 4.78e-02 19.18 2.73e-03 | 5.22e-02 19.12
10.5 | 4.27e-04 | 6.15¢-03 14.40 4.42e-04 | 2.10e-02 47.55
10.6 | 5.47e-05 | 1.86e-03 34.04 6.90e-05 | 8.31e-03 120.38
10.8 | 3.17e-07 | 1.23e-05 38.96 0 0 NaN

The details of Steps 1 and 2 are given below.
Step 1. We first obtain the large deviation rate function for U,,, which gives an approximation to n~! In a,,(x) as in [1].
From the argument in [4], the large deviation of U, has a similar rate function to 4. The explicit form of the large

deviation rate function of 4; can be obtained from Theorem 2.6.6 in [1]. In particular, denote A,... ,;l,,) to be the
unordered eigenvalues of n~'XAX; then from (4), (4;, ..., ;1,,) has joint density function

)4
ﬁ(" p+1) ~
~ ~ Byt _aye
2 —*Z,-: Ai
i=1

1<1<J<p
(Z&ﬁ)_ A, e Zi Ve,

a;lp)

Fupsis ...

p!C! . and

where the last line follows the notation of (2.6.1) in [1] with A,,(;l) = ]—[lskjgp(;li - ;lj), Zﬁﬁ = wpf

n _Bu-prh-2 - Lfx_1_
V(x):= o o In x Z{y ﬁ(y l)lnx}.

The notation “a,, ~ b,” denotes a, = (1 + o(1))b,. Following the definition in (2.6.3) of [1], we further define

f f'A” (D D V(”}l;[d;li

~ ~ L ~ B, p+1> —1 r=13

- | cen T | | di;
S ] B 1—[

I<i<j<(p— 1) i=1

p—1
ZPV/(P DB
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then the density function (11) implies that the normalization constant Z;’ ‘_,/l(p_l) s equals

1 n ﬁ(zxﬂz)(p—l) -1
p-1 _ )
ZPV/(rl),ﬁ - {(p -1 (n —1 Cnl,pl,ﬂ} .

With the above notation, Theorem 2.6.6 in [1] states that the large deviation approximation of 4; = maxf’:1 A; has
speed p and good rate function:

_ [ B[y Inls—tlopdn) + V(s) + ayg  if s> s
I[;(s)—{ 00 if s < s*

where 5. = B(1 — \/7)2, st =601+ \/7)2, o(+) is the probability distribution function of the Marchenko-Pastur law
specified in (10) and

-1
L. “pvip-1p
= —1lim —1
TR Zyp
A direct calculation gives that for p/n — vy,
Z Bn+p), P B Bt
In D8 Poinn-Elmp -2 inn 2270 ng - 1) + 0(nn)
ZV,ﬁ 2 2 2 2
B 1
~ 3 vIn ; —(y+ DnB—- D¢ n+on);

then we obtain ayg = (8/2) - {Iny +(1/y +1)(Ing - 1)}. Therefore, the large deviation approximation of 4; =
max?_ A; has the rate function:

B fyInls = flop(dn) + 3 =5 (L = 1) Ins
Ig(s) = +S{ny+(L+1)p- 1) if 5> s* (16)
00 if s < s*.

Recall the notation in Remark 2 and from result in [4], we know when X has i.i.d. entries N(0, 1) or CN(0, 1),
largest eigenvalue A; and the ratio U, defined in (1) of n~!X*X have the same large deviation approximation function
(16). But now in our complex case, X has i.i.d. entries CN(0, 2) with 8 = 2. Similar to argument in Remark 2, since
U, is invariant to this change, we have

1 1 -
lim — InPr(U, > x) lim — InPr(4; > x)
n

n—oo n n—oo

1
lim £ x = InPr(4; > Bx) = —yls(Bx).
poo N p

Therefore we have the large deviation result:

n ! na,(x) ~ —ylg (Bx) . 17)

Step 2. We focus on the ln{EQ(Li)} in this step. Recall that o(-) in (10) denotes the equilibrium measure for the large
deviations of the empirical distribution of eigenvalues (41, ..., 4,) under P; see Lemma 2.6.2 from [1]. Define #; as a
constant such that r; > n/(n—1) but close to n/(n—1). Let B(€) be the ball of probability measures defined on [0, #; M]
with radius € around os(-) under the following metric p that generates the weak convergence of probability measures
on R: for two probability measures ¢ and v on R,

P = sup fR H(p(dx) - fR neom(a). (18)

[Iallz<1
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where £ is a bounded Lipschitz function defined on R with ||4]| = sup, g |2(x)| and ||All, = ||A|l+sup,, [(x) —A()|/|x—
y|. Let '51%1 be the empirical measure of (43, ..., 4;) with (d2,...,4p) = {(n = 1)/n} X (13, ..., 4}) Being constructed
as in Step I of Algorithm 1 under the change of measure Q. We know from Marchenko-Pastur law, 'L,%l — ()
defined in (10) a.s. Then for a big constant M, we have the following upper bound for EQ(Lf,)

2
Bo(L;) < Eo {(j—g) AL > M}
2
+Eg {(Z_g) sU, > x, M > /11,.5,?_1 ¢ B(f)}

dpP\’
+EQ {(E) 5 Un > .X,M > /11’1:1?71 € B(E)}
=: I] +12+I3. (19)

We will show that the first two terms of the above upper bound is ignorable, i.e.,

1
lim limsup—In/; = —oco, (20)

D0y 500 N

. 1
lim limsup—Inl, = —co foranye > 0. 21

And we will show
1

li li —Inl; = =2yl . 22
i lmsup —dnly Y1p(Bx) (22)

Combining (20), (21) and (22) together, we will know
. 1 2
limsup —InEp(Lp) < —2yI3(Bx).
n—oo n
Then by the result in Step 1. of the proof and the fact that log a(x) < 0, we will know
InEo(L?)
liminf —— > 1.
g 2Ina,(x) —

Based on the argument above, in the following we only need to prove (20)—(22).

. b1
Proof of (20). Let B, g := va/(pfl)’

2 /Z{Z 5 From the construction of the change of measure Q, we can rewrite the
left hand side display in (20) as

Bln=prl)

{Bn,p,ﬁ Hliz(/ll - /lt)ﬂ : /ll :

1 .67%/11 2
lim limsup —InEg } ;A > M]

—00

nre—nr(/ll—jv/lz) . I(/11>5c\//12)

n—oo
< lim limsup 1 In P22 B2 P2 pmndi k2 -3V )
B =0 550 N /:1>;V1, n,pL1
Ap>Ap
xrne MUV 0 (AN d s, dA,
<

M—oo 00 N

- 1 e .
lim lim sup — lnf r—ln—lBip’ﬁ/l/]f(P+n D-2 e—n/ller/ll*mxd/ll )
Ai>M
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Next we change variable A; to A; + M and since (1; + MPP=D=2 < pBp+n=D=2,B(p+n=D-20L/M e obtain the
following upper bound for the expectation in (20)

A 1 « By
lim lim sup — In f r—ln—l Bi’pﬁMﬂ(errk1)72€{B([)+’171)72M] /M—(n—rn)(/llJrM)—mxd/l]
0

=0y 50 N
1
= &1m hmsup—ln{ Mﬁ(f”" D=2 p=(n=rmM=rn¥y 4 (1) =
n—oo

where the last step follows from the approximation of B, , g from (16). This proves equation (20).
Proof of (21). Consider the expectation term in (21). Since 4; — A; < M and A, V ¥ > %, the following inequality
holds for any € > 0,

1 Blzp+D) 4 "
B, ﬁMﬁ@ ),1 2 e 3 }2

rne rn(/ll X)

1 1
limsup—In/, < limsup-—In EQ[{
n

n—oo n—oo

U,>x,M> /ll,LpQ_l ¢ B(e)]. (23)

Under the assumption that p/n — 7y, 4; < M and with the result from (16), we know

Bn=p+1) —1

B, ﬁMﬁ(”")/l 2 e 2

— eO(nM)
rne—m1-%) !

This implies that

(23) < limsuplln oMoy, > x, M>/11,LQ ¢ B(e)}]

n—oo N

A

IA

lim sup [0(M)+ lnPr{.EQ ¢ Bo)]-

n—oo

The large deviation result for Lf_l [Theorem 2.6.1 in 1] then gives that

1 , -1 1
113: SUp — In Pru:l%1 ¢ B(e)} = 11rnri sup (P — & =17 In Pr{L[%l ¢ B(e)} <0

This proves (21).
Proof of (22). Define Q, := {U, > x, M > A, and Lf_l € B(e)}. We can write

I = 0(1)n™? ngQ{ 2830, In(l-2) /lllf(n—pﬂ)—z o =TV ). Qn}.
Let @(z, €) = sup,ep(e) [ In(lz = yD{u(dy) — o(dy)}, we have

P
3 it - ) (p—l)fln
i=2

(p—1>c1>(

—y LQl(dy) (p—1)In —
—

+@-ufm

Under the condition that 4; < M, we know nd;/(n — 1) < 2M when n is big enough. Let G = max {[5‘(1 + \/7)2, 2M }
and define

1

IA

77 Uﬂ(dy) +0(1).

h(x) = xlxeo61s (24)

17



then / is a bounded Lipschitz function. Furthermore, given Lf_l € B(e) and under measure Q, we have

|p%1§n”f"l | =| [ 10122 @9~ [ ntan] < 06 = o1

for B = 1 and 2. This is because from Theorem 6.3.1 in [10], for a distribution with the same density as (13), the
first moment is y;, = f § X f(5)ds = 1. For density in (10), similar to Remark 2, the first moment is f s X op(ds) =
ﬁf §X f(35)ds = B x u1, = . Consider our choice of G in (24),

fR h(y)ors(dy) = fR Vos(dy) = B jury = B.

Therefore, U, > x and A; > X implies that 4; > Bx + O(€) and we can write

Ml

M
ni
L < on'B;,, f 2BP=DOCO+2B(p=1) [ In(h —y)o(dy)
Bx+0(e)

X/l[l?(n—p+1)—2€—n/ll +rn{/11—ﬁx+0(e)}d/ll )

Since Bx + O(e) < A; < M, we have CD(n/ll/(n -1, e) < SUP,epu(grr0(e))/(i- 1My n-1y) P2 €) under the constraint
Lfil € B(e) and that

1
f ln(nnTll _y)o'ﬁ(d}’)
/l —_
- f 1n(”’¥ — V)os(dy) + f In(1+ %)aﬁ(@)
< f I yygtay) + f ﬁ—ﬁx)yaﬁuy)
It follows that

SEPDS wprsoier guy, OCO+26(p-D) [ In(2E —y)rp(dy)

-1p2
L < O(n B2, x
M
y f 201 [ A ) P2 o 50Ol g
Bx+0(€)
Zﬁ(ﬂfl)sup, npx+0@) | P, +2B(p— 1)f1n("ﬁY =y)og(dy)
= Oo(hn'B e HESEQLA) uit
»B %
M—fx niy
Xf eZﬁ(p—l)fmdtrﬁ(y) . (/11 +18x)/3(n—p+1)—2 . e—(l—r)n(/l]+ﬁx)—m{ﬂx+0(e)}d/ll
0
< o™ Bﬁpﬂ 2B(p=1)swp_ g0 nyy ) PCO+2B(p1) [ (2 —y)oa(dy)
% (ﬁx)ﬁ(n p+1)— 2e—n/3x+0(f)}
MY 1) [ =g 1-2}4L —(1-rna
% f e B(p— )fm T+ B(—p+1)=2) 5. =(1-r)n day, (25)
O(e)

where in the second step we change the variable 4; to (4; + Bx) for the integral and in the last step we use (4; +
Brfnrr=2 < ()P D=2 B p =211/ (B0,

Under s* < Bx, we can find a finite number #y such that s* < fox < n{8x + O(e)}/(n — 1), for small enough € and
big enough n. Recall that 1y M > nM/(n — 1). Next we show that

limsup sup @(z,€) <O0. (26)

e—0  ze[tox,yy M]

18



For any z € [fox,t;M] and p € B(e), let S1(z) = {y € supp(op) U supp(u) : |z —y| > 1} and S»(z) = {y € supp(op) U
supp(w) : |z—y| < n}, where supp(w) is the support of measure u and 7 is a small constant such that n < min{zyx — s*, 1}
with s* defined in (10). Note that supp(o) C Si(z). Given z € [fox, ti M], set f.(y) := In(lz — y|) for y € Si(z). The
Lipschitz norms of the set of functions {f;(-); z € [tox,#;M]} on S;(z) are bounded by a constant C < co. By the
definition of p(-, -) in (18), we obtain

sup L In(lz — yD{u(dy) — op(dy)}

z€[tox,t M
< sup F:0iu(dy) — op(dy)t +  sup f f0nu(dy)
z€[tox,nhn M] J S z€[tox,hn M1 J S,

< sup J-Olu(dy) — op(dy)}

zE[tox, it M1 J S
< Cp(u,op) < Ce,

for any u € Be. This implies that sup ¢, . ,, s} P(z, €) < Ce. Then (26) follows. When r < 1-28y f {1/(Bx—=y)}dop(y)—
B(1 —y)/(Bx), we know that the integral term in (25) is ~ €"?©, Therefore

1
lina limsup — In /3
Moo

= 2By fln(ﬁx = Vop(dy) = fx+p(1 —y)In(Bx) - f{ylny + (1 +y) (Ing - 1)}
= —2yIp(Bx),

where Ig(x) is defined as in (16). Therefore we conclude

n—oo N

1
limsup — InEg(L?) < —2yIs(Bx).
n

n—oo

Hence, the above upper bound and the approximation in (17) imply that

InEo(L?)
limi f—p> ’
e 2Ina,(x) —

where note that In @, (x) < 0. This completes the proof.
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