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Abstract

Osmotic forces and solute diffusion are increasingly seen as playing a fundamental role
in cell movement. Here, we present a numerical method that allows for studying the
interplay between diffusive, osmotic and mechanical effects. An osmotically active solute
obeys a advection-diffusion equation in a region demarcated by a deformable membrane.
The interfacial membrane allows transmembrane water flow which is determined by os-
motic and mechanical pressure differences across the membrane. The numerical method
is based on an immersed boundary method for fluid-structure interaction and a Carte-
sian grid embedded boundary method for the solute. We demonstrate our numerical
algorithm with the test case of an osmotic engine, a recently proposed mechanism for
cell propulsion.
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1. Introduction

Differences in solute concentration across a semipermeable membrane or interface
generates transmembrane osmotic water flow, which is of central importance in dialysis
and desalination [1, 2], water absorption in epithelial systems [3, 4], and the swelling/de-
swelling of polyelectrolyte gels [5, 6]. The interaction of such flows with membrane and
flow mechanics is a little explored area despite its potential significance in science and
engineering (7, 8]. Here, we consider a model problem of such an interaction.

Our interest in this problem stems primarily from the problem of cell movement.
Much recent evidence suggests that membrane ion channels and aquaporins (water chan-
nels), and thus, solute diffusion and osmosis, play an important role in cell movement
[9, 10, 11]. To clarify the role of osmosis in cell movement, one needs to understand the
interplay between solute diffusion, osmosis and mechanical forces. Our contribution in
this paper is a step toward building a computational tool to study this interplay.
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In this paper, we present a numerical method for the following model problem in
two spatial dimension. A cell (or a number of cells) is immersed in a surrounding fluid
separated by the cell membrane. The cell membrane is elastic and the fluid flow satisfies
the Stokes equation. Un-charged solutes diffuse and are advected with the fluid flow,
and may pass through the membrane through active and passive mechanisms. To allow
for transmembrane water flow, the membrane has a slip velocity with respect to the
underlying fluid flow. This slip velocity is determined by the jump in the mechanical
as well as the osmotic pressure across the membrane. The problem we consider in this
paper is close to the problems considered in [12, 13, 14, 15, 16]. In [12, 15], the author
considers the problem in which the membrane is permeable to water but not to solute
(semipermeable membrane). In papers [13, 14] the authors extend the numerical method
in [12] to the case when the membrane may be permeable to both solute and water.
In [16], the authors incorporates osmotic forces as as part of a fluid-solute-structure
interaction term. We also mention the recent work in [17], where the authors consider
the well-posedness of a related problem.

We now briefly discuss our numerical method. At each time step, we alternate between
solving the fluid-structure interaction problem and the solute diffusion problem. For the
fluid-structure interaction problem, we use the immersed boundary (IB) method [18].
Once the fluid velocity is found, the position of the membrane (immersed boundary
points) must be updated. As discussed above, there is a slip between the underlying
fluid velocity and the velocity with which the membrane moves. Problems in which
an interface or structure has a slip velocity have been simulated using the IB method
in numerous papers including [19, 20, 21, 22]. The update of the immersed boundary
points are treated in an explicit fashion in theses papers. In this paper, we employ a
partially implicit treatment of this update, which confers better stability properties to
our method.

For the solute diffusion problem, we use a Cartesian grid embedded boundary method
[23, 24], which allows us to capture the sharp interfacial discontinuity of the solution
concentration (and its gradient) across the membrane interface. This is similar in spirit
[12, 13, 14, 15] where the immersed interface method [25] is used to deal with the discon-
tinuity. The major difference and novelty of our method with respect to previous work
is that we treat the solute interface conditions implicitly. The (passive) transmembrane
solute flux is proportional to the solute difference and is thus a “diffusive” term. An
implicit discretization of the solute boundary condition is crucial for stability especially
when the solute permeability coefficient is large; indeed, we have found that, without
this implicit treatment, stable computations require prohibitively small time steps. For
the solute update step, we thus solve a linear system whose unknowns include the con-
centration at Cartesian grid points in the bulk and on both faces of the membrane. This
is in contrast to previous work in which the unknown values are located only in the bulk
grid points. Our method in this sense is analogous to the augmented methods in the
immersed interface literature [25, 26, 27]. This results in a linear system whose structure
is more complicated than in [12, 13, 14, 15] where the boundary conditions are treated
explicitly. This linear system is solved using preconditioned GMRES.

When the boundary moves, some grid points that were on the intracellular (or ex-
tracellular) side of the membrane will be on the other side of the membrane at the next
time step. To solve the (advection) diffusion equation using the method of lines, we must
modify the time derivative at these freshly cleared locations; simply using the grid value
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at the previous time step will not work since the solute concentration is discontinuous
across the interface. We employ a new discretization method for this modification which
avoids a complicated extrapolation procedure.

We test our numerical method using a model problem inspired by the recent ex-
perimental results in [28]. In [28], the authors present experimental results in which a
cancer cell confined to a one-dimensional geometry can move even when its cytoskeletal
and motor machinery is disrupted by pharmacological means. The authors suggest that
this cellular movement is due to osmotic pressure differences, which the cell generates
by pumping solute in at one end of the cell and pumping solute out of the other end.
We also point out that this osmotic engine mechanism can be thought of as a version of
osmophoresis [29, 30], in which a vesicle with a semi-permeable membrane moves when
subjected to a externally imposed concentration gradient. The osmotic engine mecha-
nism suggested in [28], then, can be seen as osmophoresis with a concentration gradient
generated by the cell itself. In this paper, we shall test whether such an osmotic engine
mechanism can propel the cell forward in a two-dimensional setting using biophysically
realistic parameter values, and study the interplay between shape changes, solute diffu-
sivity and osmotic forces. Our simulations show that the osmotic engine mechanism is a
potentially feasible mechanism of cell propulsion in the 2D setting. We also mention re-
lated work in [31, 32, 33], where the authors consider a colloidal particle being propelled
by an osmotic mechanism. There, in contrast to our model simulations, a concentration
gradient generated by a chemical reaction provides the driving force for osmotic fluid
flow. A variant of this mechanism is also considered in [34, 35].

The outline of our paper is as follows. In Section 2, we define our model problem.
In Section 3, we give a detailed description of the numerical algorithm. In Section 4,
we present simulations using our numerical method. We first present an example in
Section 4.1, in which the solute diffusion component of our method is tested. In Section
4.2, we test our numerical method using the osmotic engine model discussed above,
which couples solute diffusion with membrane mechanics and fluid flow. In all of these
we perform convergence studies to confirm the expected convergence rate. Finally, in
Section 4.3, we perform further parametric studies on the osmotic engine model.

2. Setup

Consider a rectangular domain  C R? and one or multiple smooth closed surfaces
denoted by I' C Q. This closed surface divides €2 into two domains. Let €; C € be
the region bounded by I', and let Q. = Q\(©; UT'). The region € the intracellular
region and €2, is the extracellular region. The equations to follow are written in suitable
dimensionless form.

We begin by writing down the equations of chemical concentration c¢. At any point
in €; or Qe

Jc
e + V- (uc) =V - (DVe) (1)
where D is the diffusion coefficient and w is the fluid velocity field.

Let us now consider the interfacial boundary conditions on the membrane I'. Since we
want to account for osmotic water flow, the membrane I' will deform in time. Sometimes,
we shall use the notation I'; to make this time dependence explicit. Let I';et be the resting
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Figure 1: Diagram of the computational domain and flexible membrane.

or reference configuration of I'. The membrane will then be a smooth deformation of this
reference surface. We may take a coordinate system s on I'..¢, which would serve as a
material coordinate for I';. The trajectory of a point that corresponds to s = s¢ is given
by X (so,t) € Q. For fixed ¢, X (-, t) gives us the shape of the membrane T';.

Consider a point = X (s, t) on the membrane. Let n be the outward unit normal on
I' at this point. The boundary conditions satisfied on the intracellular and extracellular
faces of the membrane are given by:

(uc—DVc)-n:c%—f~n+jc+jponFiorFe. (2)
The expression “on I'j.” indicates that the quantities are to be evaluated on the intra-
cellular and extracellular faces of T' respectively. Equation (2) is just a statement of
conservation of ions at the moving membrane. The sum j; + j, is the transmembrane
chemical flux. Flux going from €2; to . is taken to be positive. The flux is divided into
the passive channel flux j. and the active pump flux j,. For j., we let:

”
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where k. is a positive constant. The Jacobian factor accounts reflects the view that
the chemicals pass through the membrane through channels, whose density transforms
inversely with extension of the membrane. The solute thus flows from where the concen-
tration is high to low. For the active flux j, we set:

-~ oX |

:k 8 Clvcc) kp:kp(s) g )
4
if Ky (s) > 0, )
Scl7ce
if ky(s) <0,

where ¢; . are the values of the concentration at I'j . respectively. When k, > 0, the

membrane pump actively pumps solute out of the cell and the flux is dependent on ¢;,

and vice versa when k, < 0. The Jacobian factor is present for the same reason as for
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We now discuss force balance. Consider the equations of fluid flow. The flow field w
satisfies the Stokes equation in € :

0=V- Em(uap)a V.ou= Oa Em(uap) = V(vu + (VU)T) 7])[ = QVVSU' 7pI (5)

where v > 0 is the dynamic viscosity, I is the 2 x 2 identity matrix and (Vu)7 is the
transpose of Vu, and p is the pressure. We have introduced the notation Vg to denote
the symmetric part of the velocity gradient. X, is just the Stokes stress tensor.

We now turn to boundary conditions at the cell membrane I'. Take a point * =
X (s,t) on the boundary I', and let n be the unit outward normal on I' at this point.
First, by force balance, we have:

~

[Em(uap)n] = Fruen. (6)

Here, Finem is the elastic force per unit area of membrane and [] denotes the jump in
the enclosed quantity across the membrane (evaluation on I'; minus evaluation on T).
For Fiem, we take the constitutive law:

-1

ﬁmem = Fmem 0X y Fmem = Folas T Fbend7
ds
o ((|8X ox |ox |
Flins = kelas — udniall - | == (7)
elas kela:: Os (( Ds Z) T> , T s Os )
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Fen =—k en ;
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where kqas > 0 is the elasticity constant, £ is the resting length and kpenq > 0 is the
bending stiffness.

In addition to the force balance condition (6), we need a continuity condition on the
interface I'. The velocity field is assumed continuous across I':

[u] = 0. 8)

Since we are allowing for osmotic water flow, we have a slip between the movement of
the membrane and the flow field. At a point = X (0,t) on the boundary I" we have:

0X

U— —/— = JuyN 9

at v ©)
where jy, is water flux through the membrane. We are thus assuming that water flow
is always normal to the membrane and that there is no slip between the fluid and the
membrane in the direction tangent to the membrane. Given that n is the outward
normal, j is positive when water is flowing out of the cell. We let:

Jw = kw[Y], ¥ = =RTc —n - ((Zm(u, p))n), (10)

where R is gas constant and T is absolute temperature. Transmembrane water flow
is thus driven by the difference in mechanical force ([n - ((Xm(u,p))n)]) as well as the
difference in osmotic pressure ([c]). Given (6), we may also set :

Jw = —kw (RT [d] + Fnem - n) . (11)
)



On the outer boundary of the rectangular region 2, we set periodic boundary con-
ditions in the horizontal z direction for both the concentration ¢ and the velocity field
u. In the vertical y direction, we set u = 0 and no-flux boundary conditions for the
concentration c.

We point out that the above equations are thermodynamically consistent in the sense
that it satisfies the following free energy identity [36]. Now, suppose ¢, u,p and X are
smooth functions that satisfy the equations and boundary conditions just described.
Then, the following free energy identity holds:

d
*Eu Emem :_I_J7
dt( bulk T )

By = / wdx, w = RT(clnc — c),
QU0

X 2 2
E = as | |—— | —
mem /[‘ref (kelds (‘ Ds ’ f) + kbend ) d57 (12)

D
I= / 2w |Vsu|” + =—c|Vpu|* | de, p = RTIne,
Q;UQ, RT

LD, ¢
0s2

7= [ i+ e+ g i, done = |5 s

Here, |V su/| is the Frobenius norm of the 2x2 symmetric rate of deformation matrix Vgu.
The derivation of this identity follows from a standard integration by parts argument [36],
and is given in the Appendix A for convenience of the reader. Note that I > 0 and J
is non-negative if j, is 0. Thus, in the absence of an active pump flux, the free energy
is monotone decreasing, in concordance with the second law of thermodynamics. The
above energy relation, in particular, shows that the only external free energy input to
the system is through active ionic pumps. An interesting aspect of the osmotic engine
mechanism we examine in this paper is that this purely chemical free energy input is
turned into directional movement.

It will be convenient to rewrite the fluid equations in the following form. Equations
(5), (6) and (8) can be written together as:

0=vAu—-Vp+ f, V-u=0, (13)

flz,t) = / Froem(X)d(x — X (s,t))ds, (14)
et
where J is the two-dimensional Dirac delta function, and the above equations are to be
understood in the sense of distributions. The immersed boundary (IB) method, which we
will use for the discretization of the fluid equations, makes use of the above reformulation.

3. Numerical algorithm

We consider a square computational domain © = [0, L] x [0, L] and lay a fixed Carte-
sian grid with vertices at (x;,y;),z; = iAz,i=0,...,N, y; = jAy,j =0,...,N, and
cell centers (z;, 1Yl ). In each computational cell, chemical concentration ¢ and fluid

pressure p are defined at the cell center, and the velocity components (u,v) = w are
6



arranged at vertical and horizontal edges of the cells respectively, following the MAC
(marker and cell) grid arrangement.

The position X (s, t) of the internal boundary I', which we shall also call the immersed
boundary, is discretized using a uniform discretization on the reference grid I'jer. We
thus have immersed boundary (IB) points X (s;,t), ¢ = 1,... Nyng that represent the
immersed boundary I'. In order to compute geometric and grid quantities, at each time
step we construct a cubic spline parametric representation of the immersed boundary
using the IB point locations.

The internal interface I' divides the computational domain €2 into intra- and extra-
cellular regions €); and €2.. Each cell center point is thus either on the extracellular side,
or intracellular side. According to their relative positions to the immersed boundary, the
cell centers can be grouped into: 1) regular cell centers on either side, which do not have
any neighboring cell center on the other side of T'; and 2) irregular cell centers which have
at least one neighboring cell center that is located on the other side of the membrane.
The chemical concentration equation (1) is discretized differently depending on whether
the cell center is regular or irregular.

We introduce auxiliary concentration variables along the membrane as follows. At
each time step, we compute grid crossings, the points at which the immersed boundary I"
and grid lines connecting cell centers intersect. At each of these grid crossings, two aux-
iliary variables, c}’ and c? are defined, which correspond to the value of the concentration
evaluated at the €; face and the €, face of the membrane respectively. Note that the
concentration ¢ will in general have a jump across the membrane and the values P and
P will be different. The variables c}fc are used to discretize the boundary condition (2)
and to discretize the concentration equation (1) at irregular cell centers. An illustration
of the grid crossing and its relation to I' are shown in Figure 2.

P2
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Figure 2: Grid crossing and the immersed boundary . The grid lines connecting cell center A with cell
centers p1 and p3 intersect I' at grid crossings (mlf, ylf) and (xg, yg) respectively. At each of these points,
the auxiliary concentration variables cz’e are defined. The points (Xg, Yx) are IB points along T'.

The outline of the overall algorithm is as follows. For each time step, we alternate
between the fluid-structure interaction substep and the concentration substep. Suppose
we are given u™,v", p", X", c", c?;&" where the superscript n denotes the value of the grid

variables at time t = nAt,n =0,1,... and At is the time step.
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Substep 1 Given u™,v™,p" and X", use the IB method to compute u”*! v"+! and
p"t! with a discretization of (13), (14) and (7). Computations of (14) and (7)
is performed using X™. Once this is found, use X™, b:en as well as the newly

found u™*1, 0"t to discretize (9) and (11) to obtain the new IB locations X" "1

Equation (11) requires concentration values at IB locations, which we denote by

IB,n

¢ o - This is obtained by interpolating the concentration values ¢; ’" defined at

grid crossings.

Substep 2 Given our new IB point locations X" and the fluid velocity (u™*!,v"+1),
solve moving boundary advection diffusion problem for the concentration ¢"*! and
?:H At irregular cell centers discretization of equations (1) requires care. This

is especially the case for freshly cleared points, which are computational cell centers

that were located in €2; in the previous time step but are now in ), or vice versa.
Boundary conditions (2) are enforced at grid crossing with the help of the auxiliary
concentration variables ¢.. A linear system for ¢"*! and cb et

solved using an iterative method

is obtained and

We now discuss each computational substep in detail.

3.1. Fluid-structure interaction substep

3.1.1. IB method for fluid velocity
Consider the Stokes equation (5) for fluid velocity u and pressure p:

0=vAu—-Vp+f, V-u=0. (15)

We use immersed boundary method to discretize it. We arrange all variables in a MAC
grid, in which the pressure p is defined at cell centers and the velocity field u is defined at
the horizontal (u) and vertical (v) cell faces. Define the following differencing operators
for any grid function w, where wy, 5 denotes the value of w at (z,y) = (ah, Bh) at time
t = nAt:

w —w w —w
waa,ﬁ -4+ od:l,ﬁh ouﬁ7 D;twa,ﬁ -+ a,ﬁ:l:lh ozﬁ,
Lwa,p =D D, wa,s+DyDywap (16)
_ Wa+1,8 + Wa,p41 +Wa1,8+ Wa,p-1 — 4Wap
= = ,
Let u = (u,v), and f = (f,g), equation (15) is then
z_p?_:_ll +1:V£ n+l + ZJ+ 5
— n+1 n+1
D pz+2,j+é _V£U1+ J+g 1.5 (17)
— n+1 — n+1
0="D, ’L+1j+1 +D 1+ g+l

As we assume periodic boundary condition for w and p on the left and right edge of the
computational domain, and homogeneous Dirichlet boundary condition for w on the top
and bottom edges, we can solve (u,v) and p from linear system (17) by using FFT along
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x direction, which will result in block diagonal linear system to solve at each x;, and can
be solved efficiently using a direct solver.

We turn to the determination of the body forces f = (f,g). Let Finem = (Fy, Fyy) and
the IB point positions X = (X,Y"). For a quantity W defined on the immersed boundary
grid parametrized by s, we let W}, denote the value of W at point s = s, = kAs, where
As is the grid spacing in s. Equation (14) for f = (f, g) are discretized as follows

Nring

Flier =Y Fladnle: — XP)only;py — Vi) Ds
k=1

Nring
s, = D (@i — Xi)on(y; — Vi As
k=1

(18)

where 0y, () is a regularized discrete delta function. In this paper, we use the following
discrete delta function:

$(3=2[r|+ /1 +4]r| — 4r2) Ir] <1, (19)
o(r) =S s(5=2[r| = /=T+ 127 —4r?) 1<|r| <2,
0 2<r|.

The rationale for this particular choice of regularization is discussed in [18]. To compute
the membrane force F e, let us first introduce the following differencing operators acting
on functions W defined on the IB grid:

Wit1 — Wy

DEW, =+
s Wi As

, LWy = DID; W (20)
Using these operators, we discretize (14) as follows:

Flo i = ketas Dy ((1 —¢ |D;X,';;’1) D;X,?) — FpenaLs Lo X, (21)
where the differencing operators above act component-wise.

Thus, given the IB point locations X", the membrane forces Fiep, is computed using
(21), which is then used to compute f™ with the regularized discrete delta functions as
in (18). This body force f™ is then fed into equation (17), which is solved to produce
u™t! and p" Tl



3.1.2. Semi-implicit update of IB locations
We turn to the update of the IB point locations. Combining (9) and (11), we employ
1

the following discretization (for any grid function w, we have D, w™ = %):

D X[ = Upt = o= —h ([T + Fadhnt) L Uk = (U V),

mem,k

F 1 n|—1 —wvn|—1
Fobd = Fuihus (10| + prxn| ),
3 ; " n 22
UR = 3wl (o = X0y = VI, (22)
Z"j
Vi = Z“?Jr%,j(;h(xwé — Xi)on(y; — Vihh®,
i’j

where Fg;}lk is specified as in (21). The values cfEZ are the intracellular and extra-

cellular concentrations at the IB point k£ at time n/At, and is evaluated by interpolating

. . . b . 1B,n] .
the membrane concentration values at grid crossings ¢;2". The jump [ck "] is equal to

cili’" - cIeB,;”. In the right hand side of the first equation, all terms except for Fiem k are

known quantities. This is thus a nonlinear equation for X™*!, which is solved using a
Newton iteration. We have found that the implicit treatment of Fi,em k lead to better
stability properties.

3.2. Concentration Substep

We turn to the update of the chemicals. The strategy used here in updating chemical
variables is similar to many Cartesian grid embedded boundary methods (see like [24,
23, 37] and many others), which use interpolations to set up locally smooth functions
for constructing stencils on the Cartesian grids. Our construction of stencils at regular
and irregular cell centers and the inclusion of auxiliary variables at grid crossings is
inspired by the work in [24]. The most important feature of the concentration substep
is that the concentration boundary conditions (2) are treated implicitly, so that the
unknown concentrations are located at Cartesian grid points and the grid crossings. As
discussed earlier, this has proved crucial for stable computations. Another new feature
of our discretization strategy is the treatment of the time derivative in freshly cleared
computational cell centers, i.e., the cell centers that change sides between time steps.

3.2.1. Regular cell centers
Recall that cell centers can are classified into regular cell centers and irregular cell
centers. The regular cell centers have no neighboring grid cell centers on the other side
of the membrane I',, ; 1, the immersed boundary defined by the IB point locations X" *1.
At any regular Cartesian cell center, we use a standard implicit Euler discretization

of the (1):
Dt_c?:;ﬁé +D, (“?ff,ﬁg“ic?féﬁ%) +D, (”?:;jHA;CZT%lj%)

1
=DLc™MH
Ecz+%,y+%’

(23)
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where, for any quantity w on the Cartesian grid,

A wa,s = % (Wat1,6 + Wa,p) , Ay Wa,s = % (Wa,B4+1 + Wa,8) , (24)
where «, (3 are integer or half integer. Note here that the velocity field (u"*1, v"*1) have
been determined at the immersed boundary substep.

At irregular cell centers, the above spatial discretization cannot be performed as is,
since some of the concentration variables at neighboring cell centers represent concentra-
tions at the other side of the membrane. It may also be the case that the cell center of
interest was freshly cleared. That is to say, the cell center may have been on the ; side
of T',, (the immersed boundary position at the n-th time step) whereas it is on the
side of 'y, 41, or vice versa. In this case, the discretization of the time derivative must
also be modified. We discuss these two modifications in turn.

3.2.2. Stencil at irregular cell centers
For chemicals at irregular cell centers, we use (23) but with the following modifica-
tions. Suppose we try to update the chemical cﬁ“ defined at cell center A (contained
in ;) in Figure 2 using (23). The difference operators require chemical concentration
variables at p; and p3 . We obtain an expression for the concentration at these two points
(called ghost cells) using an extrapolation procedure using concentration variables at the

cell centers and grid crossings in €; (where point A is located).
The extrapolation scheme for ghost cell chemicals is adopted from [24]. At point py,

in Figure 2, we use

_2(1-0) 3(1-196) 6 b
1

PT o5 T T1re T Uree+0)”

; (25)

where 6 is the ratio of distance from the grid crossing (z?, %) to A and distance from p; to
A (grid spacing in the y direction), ¢,, and ¢, are chemicals at ps and ps respectively, and
cP is the auxiliary intracellular chemical concentration defined at grid crossing (z?,y%).
A similar procedure is performed in the x direction to obtain an extrapolation formula
at point ps.

Equation (25) uses two grid point locations ps and pg, and in exceptional cases de-
pending on the geometry of I' relative to the Cartesian grid, two such grid points may
not be available. When only one such point is available, we use the formula:

_—(1-0) 2 b

Cpl 1+9 Cps (1+0)Cl

(26)

In the extreme case when no such grid locations are available, we set c¢,, = c”. The use
of these lower order extrapolation procedures (as opposed to (25)) will in general lead to
order 1 consistency errors at these grid points. However, the points at which such errors
are committed remains a small fraction of cell centers (the proportion should become
smaller with finer grid spacing), and thus does not affect the order of convergence, as is
documented in [24] and demonstrated below.

These extrapolation formulae are substituted into the corresponding terms in (23)
to produce the spatial stencil at the irregular cell centers. The stencil at the irregular
stencils, therefore, depend not only on concentration values at cell centers but also at
grid crossings c}o or c?

e -
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3.2.8. Time discretization at freshly cleared cell

At a freshly cleared cell we must modify the time discretization. Such modifications
are discussed in [23, 38]. Here, we propose new procedure which is simple to implement
with good stability properties.
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Figure 3: Treatment of freshly cleared grid

Consider the point F' in Figure 3. It is a freshly cleared point that was in €2; at time
t =nAt but is in Q. at t = (n + 1)At. In evaluating the time differencing term in (23)
at this point, cj has to be available. Since point F' was not in (), at time level n, c} is
not available. A standard way to obtain this value is to extrapolate the ¢ = n/At level
chemicals at neighbor cell centers, at p; and po, say, on the intracellular side, to F .
This extrapolation could lead to large numerical errors especially in extreme geometric
situations. Here we propose a new scheme for the discretization of the time derivative.

First we find the point pr = (27, y5) € '), that is closest to the point F = (zp,yr).
The chemical concentration at point pg at time ¢ = n/At (on the extracellular side, which
we call ¢, ) may be obtained by interpolating the chemical concentration values at grid
crossings c2™ at time t = n/At. A (seemingly) reasonable approximation to the partial
time derivative at point F would be:

n+1 n
Cp —C

SPE 2
At @7)

The above expression, however, will not be a consistent discretization because this differ-
encing corresponds to an “advective” derivative. The velocity of this advection is given

by:

-~ TFp —Tp YF — Yr

Up,Vp) = , . 28

(ir, or) ( At At ) (28)
Therefore, (27) must be corrected to remove the advective component resulting from the
above velocity. The following is thus a consistent discretization of the time derivative of
concentration cp at point F:

Jcp B e o mtl o~ 0 ntl
B o ~ 7 = —upDycp —VpDycp . (29)
where
D) w = 3 (D w+ D, ,w) (30)



At freshly cleared points, expression (29) is used in place of the D; ¢ term in (23). The
above spatial differencing in many cases involves ghost cell locations. In such cases,
extrapolation formulae discussed in Section 3.2.2 are used.

3.2.4. Enforcing chemical boundary condition with auziliary variables

The chemical boundary conditions (2) are enforced along the membrane I'; with the
help of the auxiliary chemicals defined at grid crossings on both sides of the interface.
We first rewrite boundary condition (2) using (11), (3) and (4):

jwc—DVe-n :EC[C] JrEpH(s,ci,ce). (31)

Let us consider grid crossing (z},y%) as in Figure 2. The above boundary condition is
satisfied on both sides of the membrane. We consider the €2; side of the membrane. Our
discretization of (31) is:

Juel = DN (™ ) = ke[ 4 Ty H (s, ' cf). (32)

» -1y e

The diffusive flux term and the passive membrane flux term are treated implicitly at
time ¢ = (n + 1)At. This implicit treatment of the boundary condition is the key to
stable computations. Our computational experience indicates that an explicit treatment
of these terms leads to persistent spurious oscillations of the chemical concentrations near
the interfacial boundary. The other terms are evaluated at explicitly, but we point out
that these values are not available at the grid crossings; the above equations are defined
on the grid crossings at ¢t = (n + 1)At but grid crossings change with every time step.
We compute these terms in the following fashion. We take ji! and ¢" defined at IB points
(see equation (22), Section 3.1.2) assign these values to the corresponding IB points at
time ¢t = (n + 1)At. Then, we interpolate these values to the grid crossing locations.

We now discuss the discretization of the normal derivative (the N term in (32)). Our
procedure follows [24]. Taking intracellular side of the grid crossing at (2%, %%) in Figure
2, the treatment is illustrated as follows.

The unit normal direction n along I' can be decomposed into two directions: along
grid line v, (from point p; to A); and off grid line v, (from boundary point (z%,y?)
through grid point B and stop on grid line between C and p7). We thus have n =
AoV +a,v,. With these two directions, the normal derivative Vc}3 -m can be decomposed
as a linear combination of directional derivatives along the v, and v, directions:

b b b
Ve -n=a,Ve v, +a,Ve - v,
OcP OcP

=a,| |V, || ———— + ag ||V || ————.

ol ooy * o, o
So along v, and v,, we need to approximate the partial derivatives, using chemicals at
cell centers and the auxiliary variables at grid crossings. If a first order approximation

is used, we will have

(33)

Vc}) ‘n~a.(cg — cib) + ag(cps — c}’)7 (34)

where cp is the chemical at point B, and ¢} is auxiliary chemical at the grid crossing on
intracellular side. The direction vectors are given by

Vo = ('TB - 'T?vyB - y[f)’ Vg = (l'p5 - x({>yp5 - yll)) (35)
13



In choosing the cell centers used for this process, we avoid using cell centers that are
directly adjacent to the grid crossing. Otherwise, v, or v, can be arbitrarily small in
length, and the coefficient a, and a, can become arbitrarily large thus leading to possible
numerical instabilities.

We use higher order approximations if more cell centers are available. For example if
instead of just using point B for the off grid line direction, we may use point B, C', and

b7

dcP 3, 2 1
1 ~— G + cp — [(1—=0)ce + Ocp,], (36)
A(wo/l[vol[) 2[|vol| [l 2[|vol| m
and if we use the grid crossing, point ps and pg, we have
ocP B 1+6 246 3420 b

(37)

Od/lloal) ~ @Ay T T 0)Ay T T+ 04"
The 6 here in (37) and (36) is the same as in (25).

3.2.5. Linear Solver

The resulting linear equations have, as unknowns, the concentrations at the cell cen-
ters as well as the intracellular and extracellular concentrations at grid-crossings. The
linear equation is non-symmetric, and we use GMRES with Jacobi preconditioning to
solve this system.

4. Test cases and numerical convergence study

To validate our numerical scheme for simulating chemical advection-diffusion in a
moving domain, and the coupling of chemical osmosis effects and fluid structure inter-
actions, we design several numerical test cases as follows. We will first test the chemical
module only, and then the coupling with fluid flow. In all the examples discussed, pa-
rameters are dimensionless.

4.1. Chemical evolution with prescribed cell motion and background flow

We assume that the computational domain, the [0,1] x [0,1] unit square, is filled
with an incompressible viscous fluid, and there is a cell with initial configuration r(s)
immersed in the domain,

r(s) = (0.5 4+ 0.25cos 5,0.5 + 0.25sin s). (38)

To verify the accuracy of chemical update module, we consider the situation in which
the flow field and the immersed boundary locations are prescribed. The update of chem-
icals in the whole domain is done with prescribed analytical background fluid velocity w
and cell motion dX /dt, as follows:

1 1

w = (u(z,y),v(@,y)) = (7 = (v = 5)* 0); (39)
B =G~ 5~ 5eost0) (40)



The prescribed background velocity (39) and cell motion (40) will be used in the chemical
boundary condition (2), and (39) in evaluating advection term in the chemical diffusion
advection equation (1). In the chemical boundary condition (2), we allow passive chemical
flux j. through the membrane with constant rate k. = 4 in (3). We set the chemical
pump strength to be k,(s) = 0.1 in (4), so chemicals will be actively moved from the
intracellular space to the extracellular space.

To run the chemical module, the diffusion coefficient is set to D = 0.2, and initial
chemical field is given by

c(z,y,0) = 0.5(1.25 + sin(27(x — 0.5)))(1 + sin(27(y — 0.25))). (41)

Boundary conditions for the chemicals at the top and bottom of the domain are Dirichlet
and set to 0, while the left and right edges will have periodic boundary conditions.

In this test case, the cell initially given in (38) is marked by a series Lagrangian
marker points X; = 7(s;), and s; = (¢ — 1)27/Nying, ¢ = 1,..., Nying. The velocity
of these marker points is prescribed in (40). We should note that here the chemical
boundary condition (2) is implemented without using the water flux term j,,, since it is
not available due to the problem set up. The difference in background velocity w and
prescribed cell motion is used instead.
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Figure 4: Test case 1. Cell snapshots with its movement prescribed.

Snapshots of the moving cell are plotted in Figure 4. We can see that the cell moves
against the background flow to the left first and then to the right, due to the prescribed
cell motion. In Figure 5 and 6, snapshots of chemical field with cell locations at those time
stamps shown in Figure 4 are plotted using results on a 128 x 128 grid with Nying = 320.

In Table 1, we list the convergence rates. To obtain these rates, we use ratios of
differences of computed solutions. Set:

€Az, At} = C{Ax,At} — IC{Aw/2,At/2}a (42)

where subscript {Axz, At} indicates levels of space and time spacing, and Z is the in-
terpolation operator to the coarser grid. We refine As proportionally to Az, i.e., the
number of immersed boundary marker points is doubled as the Eulerian grid spacing is
halved. The error ratio is computed by:

rp(Az, At) = |legae,anllp/ll€gae/2,a0/2) 1p (43)
15



Figure 5: Test case 1. Chemical field at ¢ = 0.05 and ¢t = 0.5, with cell locations plotted. Figures are
generated using numerical solution on 128 x 128 grid.

where the subscript p = 2, 0o denotes the following norms defined for grid functions ¢:

1/2

gl = | D 6F;(00) |, gl = max |¢s,l. (44)

(i.1)es (¢.4)€S

The set S in the definition of the above norms is a subset of the grid point indices. We
take S to be either the intracellular or extracellular grid points (at the spatial refinement
level Ax).

To assess the convergence of concentration near the immersed boundary, we consider
the intracellular and extracellular concentration at the IB points ¢/ and c® (see Section
3.1.2 and (22)). The error ratios are computed in a way that is analogous to the ratios
discussed above for the concentrations on the MAC grid.

From the results shown in Table 1, we see the convergence rates are first order while
the cell moves against or along the direction of the background fluid flow. In fact,
convergence for the chemical at cell centers exhibit convergence rates that are greater
than first order. We now build upon this chemical module to test the coupling of chemical
osmosis and fluid structure interactions as in the following section.

4.2. Osmotic Engine with Cell Deformation

Now we discuss the situation in which osmotic water flow and fluid structure inter-
action are fully coupled. This simulation is inspired by the recent experiments in [28].
In [28], the authors reported that a certain cancer cell, confined to a one-dimensional
geometry, can propel itself forward even when the its cytoskeletal machinery is pharmaco-
logically disrupted. The authors suggest that this is due to an osmotic engine mechanism.
The cell pumps in solute at the front and pumps out solute at the back. This induces an
osmotic pressure difference at the front and back cell membranes, inducing water flow.
The authors argue that this can propel the cell forward.

16



Figure 6: Test case 1. Chemical field developed at ¢t = 1 and t = 2.25, with cell locations plotted.
Figures are generated using numerical solution on 128 x 128 grid.

In what follows, we present a computational simulation inspired by this result. We
place active pumps at the front and back of the cell, and demonstrate that the cell can
move forward. For simulations in this and next subsections, we choose typical biophysical
parameters in the literature for membrane elasticity, permeability and chemical concen-
tration [39, 40, 41]. Some of these parameters are listed in Table 2. In Section 4.3 we
vary certain parameter values and study its effect on the cell speed. These studies will
give us insight into the feasibility of the osmotic engine mechanism in two (or more)
spatial dimension, beyond the one dimensional setting of the experiments.

In our test case here, a flexible elastic membrane in the shape of ellipse is set initially
at the center of a square [0, 100pm] x [0, 100pm]:

r(s) = (Tc + 75 €OS S, Yo + 1y sin s), (45)

with z, = 50um, y. = 50pum and r, = r, = 19um. There are Nyin, immersed boundary
points located at X;, to discretize the membrane I'(¢), with X; = r(s;), s; = (i —
1)27r/Nring, it = 1,..., Nying, as used in last test case. Elastic properties of the cell
membrane are determined by the three parameters in (7). We set elastic stiffness of the
link to kejas = 0.001Pa, and rest length ¢ = 3.125um.

The permeability of the elastic membrane is controlled by three factors: the passive
chemical flux j. and the active chemical pump j, in the chemical boundary condition (2),
and the water flux j,, in the velocity slip boundary condition (11). Here, it is assumed the
active pump j, in (4) is distributed along the membrane I'(¢) to move chemicals from one
side of the cell to the other. The strength of the pump in (4) is now coordinate-dependent
and asymmetric in the x direction, prescribed by

52 _ (s—2m)? _(s=m?

ky(s) = —kn(e " +e " )4ke 7 (46)

where kp, = 0.06um/s, k; = 0.12um/s, hy = 2¢; = 7/8 and s € [0,2n] is the material
coordinates winding counter clock-wise. The value of &, is chosen to be comparable to k.,
17




t=025[t=05] t=1 [t=15] t=2 | t=1 t=1

¢, ext. (L) | 0.9937 | 0.8001 | 0.8280 | 1.4013 | 1.6716 || 3.041E-4 | 1.721E-5
c,int. (L?) | 1.1085 | 1.2015 | 0.9422 | 1.4024 | 1.6363 || 5.760E-4 | 3.011E-4
¢, ext. (L) | 0.6376 | 0.7954 | 1.1509 | 1.6642 | 1.5434 || 1.957E-3 | 8.811E-4
c,int. (L) | 1.2252 | 1.7286 | 0.9772 | 1.6260 | 1.3828 || 5.112E-3 | 2.596E-3
B (L) 0.9788 | 0.9605 | 0.9909 | 1.0154 | 1.0727 | 4.663E-3 | 2.346E-3
B (L) 1.0036 | 0.9183 | 1.0020 | 1.0687 | 1.0901 || 3.540E-3 | 1.768E-3
B (L®) | 0.8823 | 0.8740 | 0.7502 | 1.0526 | 1.0008 || 9.855E-3 | 5.850E-3
JB(L*®) | 1.0090 | 0.7308 | 0.7412 | 1.2616 | 0.9478 || 9.006E-3 | 5.394E-3

Table 1: Test case 1. Convergence rates of chemical c at cell centers and IB points, at different time points
for the simulation with prescribed velocity field and IB locations. Listed are convergence rates calculated
in the L2 and L norm, where the rates are computed as described in the text with Az = 1/64, and At =
1/200, and As = 27 /160. The labels int. and ext. denote intracellular and extracellular cell centers.
The last two column shows relative error at ¢ = 1, which are calculated using |legar Az} llp/||wl|p, With
w being the variables considered, and p being 2 or co. We note w are from data on Axz/2 and At/2,
and Az/4 and At/4 for the last two columns, respectively.

D:“TmQ T:K | k. % kW:nlchS kelas:% 1/:%
102 300 1 1.11 x 10712 0.001 0.05

Table 2: Parameters used in this simulation. Here kv is from [39], kejas is from [40, 41], and D, v and
k¢ are chosen to be within the range people usually used in biological applications.

assigned below. The membrane location at s = 0 corresponds to the right most point of
the membrane initially. We note the active pump prescribed in (46) will move chemicals
from the outside to the inside at the front (right) of the cell, and pump chemicals from
the inside to the outside at the back (left) of the cell. The spatial distribution of pumps
at the front (right) is twice as wide as the pump at the back (left of the cell). Passive
flux of chemicals across membrane is also considered using j. of (3), with k. = lum/s.
The osmosis effect is included by setting k,, = 1.11um?s/kg in the water flux j,, in the
velocity boundary condition along cell membrane (11).

In the computation, we set the diffusion coefficient of the chemical to be D =
102um?/s. Chemical concentration is initially set to 1.45 x 10~ *pmol /um? (145mmol /£)
uniformly over the entire computational domain, and fixed at the top and bottom edges
of the computational domain. Here, we have used the representative concentration of
sodium, which is a major osmotic contributor. In general, concentrations of osmolytes
are in the 100umol /¢ range. At the left and right edges of the computational domain, we
have periodic chemical boundary condition. The velocity of the fluid is set to 0 initially
and the viscosity v of the fluid is set to be at temperature T = 300K: 0.05Pa -s. At the
top and bottom edges of the computational domain, we have no slip velocity boundary
condition and periodic boundary condition at the left and right edges.

The pump creates a concentration difference across the cell membranes at the front
and back, which in turn generates a fluid flow. With this fluid flow, the elastic membrane,
which is in the shape of ellipse initially, becomes concave at the back while the front moves
forward (to the right) over time, as shown in the Figure 7 and the Figure 8. As the cell
is propelled forward, we also see from the right panel of the Figure 7 that fluid flow will
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Figure 7:  Test case 2. Left panel shows cell translation and deformation over time. Right panel shows
velocity profile at ¢t = 54s. Plots are generated using simulation results on 256 x 256 grid.

Figure &: Test case 2. Chemical field developed at ¢ = 1s and ¢t = 54s. Plots are generated using
simulations on 256 x 256 grid, with Nyjng = 640. Unit of the chemical concentration is pmol/um3, and
the initial concentration is 1.45 x 10~ *pmol/um3(145mmol /).

develop vortices around the side and back of the cell. We thus see that osmotic engine
mechanism can lead to uni-directional cell movement in a two-dimensional setting. Our
simulations produce speeds in the range of 0.01 ~ 0.2um/s for different parameter values
(see Figure 10, 11 and results in Section 4.3). The lower end of these values compares
favorably to the observed speeds on the order of 0.01um/s reported in [28], especially
given that we have not adjusted our parameters to fit this particular experimental data.

We now study convergence. Convergence rates for solute concentrations ¢ are calcu-
lated in the same way as was done in the previous Section. We thus refine Ax and At
proportionally and test for convergence. Convergence rates for the velocity w is com-
puted similarly to ¢ except that we do not make the distinction between intracellular
and extracellular. For the concentrations at the IB locations X, the convergence rates
are computed using error ratios as was discussed in the previous Section.

The convergence rates in Table 3 show that our numerical scheme gives us first order
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accuracy for all the variables in both time and space, and the results are robust over

time.
t=1 t=5 |t=18 | t=36 | t =54 t =36 t = 36
c, ext. (L?) | 1.6345 | 1.0157 | 1.1155 | 0.9351 | 1.1883 || 4.758E-4 | 2.505E-4
c,int. (L%) | 1.1835 | 1.1219 | 1.6057 | 1.1498 | 1.4566 || 1.041E-3 | 4.722E-4
¢, ext. (L) | 1.8676 | 1.2409 | 1.3559 | 0.6543 | 1.2756 || 3.102E-3 | 1.960E-3
¢, int. (L) | 1.3905 | 1.0501 | 1.5783 | 0.9284 | 1.0145 || 7.487E-3 | 3.913E-3
JB(L%) [ 1.7171 | 1.8109 | 2.3716 | 1.3956 | 1.0738 || 1.843E-3 | 7.008E-4
cB (L?) 1.2609 | 1.7484 | 2.1079 | 1.4435 | 2.4491 || 6.134E-3 | 2.248E-3
cB (L) ] 1.9247 | 1.5697 | 2.0211 | 0.8336 | 1.3023 || 8.608E-3 | 4.831E-3
JB(L®) [ 1.1770 | 1.7482 | 1.4565 | 1.9077 | 1.2588 || 1.781E-2 | 4.735E-3
X (L% 1.1407 | 1.0137 | 1.0385 | 1.0184 | 1.1556 || 1.113E-3 | 5.496E-4
X (L) 1.0478 | 1.0620 | 1.1862 | 1.0291 | 1.0854 || 3.279E-3 | 1.605E-3
u (L?) 1.0363 | 1.0127 | 1.0208 | 1.0005 | 1.0898 || 1.928E-3 | 9.652E-4
u (L) 0.7780 | 1.0466 | 0.9752 | 0.5451 | 0.7845 || 3.715E-2 | 2.524E-2
Table 3:  Test case 2. Convergence rates for c, cilg, X and u. Convergence rates are calculated in the

L? and L norm, at Az = 100um/64, At = 1/200s, and As = 27/160. The labels int. and ext. denote
the concentrations at intracellular and extracellular cell centers. The last two columns show the relative
error of all variables at ¢ = 36, which are calculated as in Table 1.

4.8. Parameter Study

The parameters in model (1)-(11) include those that control properties of chemicals,
elastic membrane, fluid flow and their interactions. In the computational examples in
this section, we vary some of the parameters to examine their impact on cell shape and
speed. All calculations in this section are carried out in the 100um x 100um square on
a 128 x 128 spatial grid with fixed time step At =5 x 107 3s.

First, we study the impact of the two parameter ¢; and h; in (46) on cell shape. We
set

tl = ]ﬂlhl, hl = 7T/8 (47)

where k; is varied from 1/2 to 1. Note that we took k; = 1/2 in the convergence study of
the previous section. When k; = 1, the distribution of the pumps have the same width
at the front and back of the cell (see Figure 9). As a measure of the change in cell shape,
we consider the integral of the absolute value of the curvature along the cell:

/ |k| ds
(t)

where k is the curvature and ds denotes integration against the arclength coordinate. If
the above quantity is greater than 27, we see that the cell shape is concave.

We performed simulations using the same parameters as in the test case in the previ-
ous section except for the above modification in pump distribution. The initial conditions
for the chemical, fluid velocity and cell shape are also the same as in the previous sec-
tion. The concavity measure versus time t is shown in the right panel of the Figure 9
for different values of k;. The pump distribution plotted against material coordinate s
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is given in the left panel of the same figure. We can see that with narrower pump at
the back, the earlier the cell to becomes concave while in translation. With wider pump
distribution, the cell starts to translate while remaining convex.
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Figure 9: Comparison of the development of cell concavity with different chemical pump distribution.
The pump distribution is shown in the left panel. The integral of the absolute value of the curvature
over entire cell vs time ¢ is plotted in the right panel.

Finally, we assess the effect of k,,, k. and D on the speed of the cell, while keeping
kn =k = 0.06, and h; = t; = w/5. To maintain roughly a circle shape for cell (without
concavity along cell membrane), we use relatively high elasticity for membrane kej.s =
0.02Pa. Other constants as well as the initial conditions remain the same as in the test
case of the previous section. The speed of the cell is determined by the distance traveled
by the the z-component of the center of mass between ¢ = 0s and ¢ = 40s.

In left panel of Figure 10, we plot cell speed as a function of k,, for different choices of
k. and D. This graph clearly shows that the speed is an increasing function of k,,. This
result is quite natural; a cell membrane that is more permeable to water can generate a
stronger fluid flow.

In right panel of Figure 10, we plot the speed as a function of k. for different choices
of ky, and D. We note in particular that the study with large values of k. is only possible
thanks to the implicit treatment of the solute boundary conditions. The speed is generally
a decreasing function of k.. A larger chemical permeability tends to dissipate the osmotic
gradient across the cell membrane, thus leading to a slower flow. It is interesting that,
as k. becomes large, the effects of D on the speed become less pronounced.

In Figure 11, we plot cell speed as a function of chemical diffusion coefficient D. We
see that the speed decreases with D, due to the fact that diffusion will tend to equalize
concentrations within the intracellular and extracellular regions, which will again lead to
a decrease in the osmotic gradient along the cell membrane.

The above results indicate that small chemical diffusion and/or solute membrane per-
meability together with a large water permeability will lead to the greatest speed under
the osmotic engine mechanism. With small diffusion coefficient and solute permeability,
the solute concentration difference across the membrane generated by the pump does
not easily dissipate, leading to sustained osmotic driving force. This driving force can
be more easily turned into fluid motion if the membrane water permeability is high.
Our computational results thus indicate that a small diffusion coefficient will make it
easier for the osmotic engine mechanism to work in higher dimension, beyond the one
dimensional setting for which the mechanism was proposed in [28].
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Figure 10:  Left panel: the speed (unit pum/s) calculated to ¢ = 40s for the average of the xz-coordinate
of IB points along the cell (center of mass), vs water flux coefficient k,, (unit um?s/kg). Right panel:
the speed calculated to ¢ = 40s for the average of the z-coordinate of IB points along the cell (center of
mass), vs water passive chemical flux constant k. (unit um/s), at different diffusion coefficient D (unit
103um?/s) and kqy.

0.20
0.15]

3

o 0.10

o2,

7]
0.05
00— 53 03 01 05 00

D (1000um?/s)

Figure 11:  The speed calculated to ¢ = 40s for the average of the xz-coordinate of the IB points along
the cell (center of mass), vs chemical diffusion coefficient D, at fixed chemical flux constant k. and water
flux constant k.

5. Discussion

In this paper, we developed a numerical method to study the interplay between
chemical diffusion and osmosis in the presence of a deformable cell membrane in a Stokes
fluid. A salient feature of the problem is that the membrane interface has a slip velocity
with respect to the underlying fluid velocity, which is controlled in part by the jump
in chemical concentration across the membrane. The numerical framework consists of
the chemical module and the fluid-structure interaction module. We use the immersed
boundary method for the fluid-structure interaction problem, and a Cartesian grid em-
bedded boundary method for the chemical. In contrast to previous work that deal with
similar problems, we treat the membrane chemical interface conditions implicitly, which
we have found to be key for stable computations. We also propose a new way of com-
puting time derivative at freshly cleared points, and use a partially implicit treatment of
the fluid-structure boundary conditions.

We test the accuracy of our numerical method, first of just the chemical module,
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and then of our entire scheme which couples the fluid-structure interaction module and
the chemical module. In testing our full scheme, we use a 2D osmotic engine problem
as our test case. Our computations demonstrate that the osmotic engine mechanism
is biophysically feasible beyond the one spatial dimension in which it was proposed in
[28]. In a further parameter study, we examine the effect of different parameters on the
osmotic engine mechanism. Membrane elasticity influences the cell shape and speed. Our
results also indicate that membrane permeability to water and the diffusion/permeability
constants of the solute are crucial control parameters that allow for success of the osmotic
engine.

There are numerous improvements that can be made of the current numerical method.
Our numerical method is first order accurate in space and time. To obtain higher order
accuracy, discretization of interface conditions of the chemical module must be handled
with greater care. This may be challenging given that the boundary is moving. We
also point out that the immersed boundary method is an inherently first-order accurate
scheme. Higher order accuracy may require replacing the IB method with a sharp in-
terface method such as the immersed interface method [25]. Another route to greater
accuracy is adaptive mesh refinement. Adaptive mesh refinement, especially around the
cell membrane, should lead to efficient computation.

Currently, the matrix problem arising from the chemical module is solved using GM-
RES with Jacobi preconditioning. This is the simplest conceivable iterative method; an
exploration of better preconditioners should result in much faster convergence. A major
possible impediment to efficient computations may be the time-step restriction arising
from stiff mechanical forces from the membrane. We will be testing implicit IB methods
[42, 43, 44, 45] to alleviate this potential difficulty.

To better test the osmotic engine mechanism and to study the interplay between
osmotic forces and cell mechanics more broadly, we must construct better models with
parameter values that better reflect cell biophysics. Mechanical models in the bulk and
the membrane beyond mere (Navier-)Stokes flow and passive elasticity /bending must be
considered. Most osmotically active solutes are charged; instead of chemical diffusion, it
would be essential to include ionic electrodiffusion, the theoretical framework of which
was presented in [36].

Finally, our 2D simulations must be extended to 3D. Extension of our algorithm to
3D in both fluid structure interactions module and chemical reaction advection diffusion
module are in principle straightforward. The difficulty in the implementation may be in
designing proper data structure and mappings so the construction of the linear system
is more efficient and so the process is suitable for parallel computations.

Another challenge in adopting the method to 3D is to quickly detect grid crossings
and identify necessary nearby cell centers for stencils. The explicitly tracked IB points
will enable local construction of surface representation and then grid crossings will be
obtained accordingly. We would like to investigate the capability of available software for
the geometry detection and generation of the grid crossings so we can focus on improving
the numerical scheme.

The computational costs in 3D simulations could be the most important factor to
consider in our implementation. We may need to utilized adaptive mesh refinement and
parallel computing to save computing costs. It would be hard to obtain fast solver for
the chemical module, which is expected to be more computationally costly compared
to the fluid module. By carefully designing the enforcement of boundary conditions in
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chemicals on different levels, we may be able to develop multigrid solver to speed up the
computation in chemicals.
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Appendix A. Derivation of Free Energy Identity

Let us now derive (12). First, multiply (1) with g in (12) and integrate over ;.

/Qi M (gj +V- (uc)> de = /Qi uv - (C}?Tv“> dz. (A.1)

The right hand side becomes:

D B D D 2
/Qi uV - (CMVu> de = /n <,ucRTVu . n) dmry /Qi (CRT |V ) de.  (A2)

Consider the left hand side of (A.1).

de Ow (dc Ow

where w was defined in (12), and we used the incompressibility condition in (5). Inte-
grating the above over €);, we have:

ow Ow
/Qi <m+V'(uw))dw_/Qiatdm%—/riw’wndmr

*i wdw+/w ufa—X ndm
~dt Jg, r, ot "

where we used the fact that u is divergence free in the first equality. The term involving
%—)f comes from the fact that the membrane I' is moving in time. Performing similar

calculations on ()., and adding this to the above, we find:

(A4)

i/ wd:c—i—/[w]jwdmp
dt Jo,ua. r

D D )
[l [, (Bro)e

where we used (9). Using (2) and (9), we may rewrite the second boundary integral as
follows:

(A.5)

/F [’”‘C}?TV“'”] dmrp = /F ([1e] jw — (1] (Ge + jp)) dmr. (A.6)

We now turn to equation (5). Multiply this by w and integrate over €;:

oz/ u-(V~Zm(u,p))daz:/ (Em(u,p)n)-udmp—/ o |Vsulfdz = 0. (A7)
Q; T Q;
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Performing a similar calculation on €2, and adding this to the above, we have:

0= /F (S (w, p)m)] - wdmp — /Q 2w |V sul? da. (A.8)

iUQe

Note that:

[ (St ] G

0X
:/ (Felas + Fbend) ——ds = Emem(X)v
Fref 8t

where we used (7) in the first equality and integrated by parts in the second equality.

We may use (6), (A.9) and (9) to find

& Buen(X)
(A.10)
:/ (S (w,p)n) - 0] jwdmp — / 2w |Vsul|® de.
T Q;UQe
Combining (A.5), (A.6) and (A.10), we have:
% Bt + B (X))
dt bulk mem
_ D 2 2
=— c— |Vu|” ) de — 2v |Vgul|® de (A.11)
Q;UQe RT Q;UQe
= [+ e = [ = = (S (ap)m) ) s
Since w — ¢ = —RTc, this completes our derivation of (12).
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