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ABSTRACT: Excitons in low-dimensional organic−inorganic metal halide hybrid
structures are commonly thought to undergo rapid self-trapping following creation
due to strong quantum confinement and exciton−phonon interaction. Here we
report an experimental study probing the dynamics of these self-trapped excitons in
the single-crystalline bulk assemblies of 1D organic metal halide nanotubes,
(C6H13N4)3Pb2Br7. Through time-resolved photoluminescence (PL) measurements
at different excitation intensities, we observed a marked variation in the PL decay
behavior that is manifested by an accelerated decay rate with increasing excitation
fluence. Our results offer direct evidence of the occurrence of an exciton−exciton
annihilation process, a nonlinear relaxation phenomenon that takes place only when
some of the self-trapped excitons become mobile and can approach either each
other or those trapped excitons. We further identify a fast and dominant PL decay
component with a lifetime of ∼2 ns with a nearly invariant relative area for all
acquired PL kinetics, suggesting that this rapid relaxation process is intrinsic.

The exceptional structural tunability of organic−inorganic
metal halide hybrids have motivated the development of

various 0D, 1D, and 2D structures at the molecular level, in
addition to the well-known 3D perovskite structure.1−8 In these
low-dimensional nanostructures, the basic building blocks,
either individual metal halide octahedrons or their assemblies,
are completely isolated from each other by organic ligands.9

The strong spatial confinement and exciton−phonon inter-
action in these bulk assemblies of quantum confined structures
lead to rapid exciton self-trapping, resulting in below-gap
broadband emissions.4,6,8,10−14 Because of the complete site
isolation, the intrinsic properties of individual quantum
confined nanostructures are reserved even after they form
closely packed single-crystalline bulk assemblies. In other
words, we can study the fundamental physics of the individual
nanostructures directly in the macroscopic crystal form, as there
is no interaction between them. This is significantly different
from conventional packed assemblies of nanoscale materials
that have strong interactions between each other, resulting in
distinct properties for the assemblies and individual nanoscale
materials.15−17 A well known example is single-walled carbon
nanotubes; their bundling has been shown to change not only
optical spectral properties18,19 but also electronic character-
istics.20

Recently, we reported the synthesis and characterization of a
single-crystalline bulk assembly of metal halide nanotubes,
(C6H13N4)3Pb2Br7, in which six face-sharing metal halide
dimers (Pb2Br9

5−) connect in corners to form 1D tubular
structures.9 A large array of these nanotubes is shown in Figure
1a. This unique 1D structure with strong quantum confinement
and highly localized electronic states enables the formation of
self-trapped excitons that give strongly Stokes-shifted broad-
band yellowish-white emission. Here we report further
experimental study of the exciton dynamics in this bulk
assembly of 1D organic metal halide nanotubes. Through
picosecond time-resolved PL measurements on a macroscopic
single crystal at different excitation intensities, we obtained
direct evidence of the occurrence of an exciton−exciton
annihilation process. This nonlinear annihilation process
involves a pair of excitons whose interaction results in the
disappearance of both excitons with the simultaneous induction
of exciton population into an energetically resonant free exciton
state (FESn), and its subsequent rapid relaxation creates an
exciton most likely in the lowest-lying state FES1 owing to its
excess energy (see Figure 1b). This process leads to
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significantly accelerated PL decays with increasing excitation
intensity. Satisfactory description of the PL kinetics acquired at
different excitation intensities was found to only be possible
with a time-independent annihilation rate. We further identify a
fast and dominant PL decay component with a lifetime of ∼2
ns that shows a nearly invariant relative area for all measured
PL kinetics, suggesting that this rapid relaxation process is an
intrinsic feature of these nanotubes. Our results not only offer
new insights into the fundamental photophysics in these unique
metal halide nanotube assemblies but also may serve as useful
guidelines for their potential application or further improve-
ment of their optical and electronic properties.
Time-resolved PL measurements were performed at 11

excitation intensities ranging from 0.07 to 1.65 μJ/cm2. As
shown in Figure 2, all of the PL kinetics contain a sharp spike at

early times, which arises from stray excitation light scattering
from the glass coverslips and possibly the sample consisting of
several randomly positioned single crystals. The subsequent
decays exhibit clearly multiexponential behavior and last for
several hundreds of nanoseconds. To directly visualize if the
change of excitation intensity will have any effect on these PL
decays, we normalized all of the kinetics to 1 at 2.36 ns, where
any influence from the initial spike has already become
negligible. The raw data without normalization are shown in

the Supplementary Figure S1. As can be seen in Figure 2,
marked excitation intensity dependence is clearly evident,
manifesting by an accelerated PL decay rate with increasing
excitation fluence. This intensity dependence appears to be
increasingly pronounced at time greater than ∼10 ns. The early
portion of the kinetics exhibits an indistinguishable behavior
within several nanoseconds after the initial spike but before the
excitation intensity dependence becomes noticeable, as shown
in the inset of Figure 2.
Quantitative analysis of the PL kinetics was performed to

determine the lifetimes and associated amplitudes, and all of the
fitting parameters are summarized in the Supplementary Table
S1. We found that a satisfactory fit for each PL kinetic trace
requires a model function of three exponential components in
combination with an amplitude to account for the instanta-
neous response, that is, the initial spike, which is simply a
multiple of the normalized IRF added to the convolved model
curves. The first component is characterized by a lifetime
(relative amplitude) ranging from ∼2.3 (45.3%) to ∼1.8 ns
(53.6%) with increasing excitation intensity. The corresponding
lifetimes (relative amplitudes) for the second and third
components range from 14.1 (29.8%) to 11.0 ns (32.8%) and
from 67.4 (24.9%) to 51.8 ns (13.7%), respectively. While with
increasing excitation intensity all of the resolved lifetimes show
roughly similar decreases with respect to their corresponding
values at the lowest intensity, these changes alone do not
represent the overall influence of the excitation intensity
variation on the PL kinetics. This is because the intensity
variation leads to changes of both these lifetimes and their
associated amplitudes, and they may compensate each other
when being treated as free variables in a fitting algorithm
employing a complicated model function. In this regard, a more
reliable assessment for the excitation intensity effect is to
compare the relative areas associated with these decay
components; such an area is simply equal to the product of
the lifetime with its corresponding relative amplitude. As shown
in the Supplementary Figure S2, the calculated relative area for
the first component is essentially independent of the excitation
intensity. In contrast, a clear intensity dependence is observed
for the second component, whereas the third component shows
the more prominent dependence on intensity with a factor of
∼2.5 reduction in relative area from the lowest to the highest
intensity.
The presence of a fast decay component with a lifetime of ∼2

ns and a relative amplitude of ∼50% in all of the PL kinetics

Figure 1. (a) View of the structure of (C6H13N4)3Pb2Br7 nanotube array, where red, green, blue, and gray denote lead, bromine, nitrogen, and
carbon atoms, respectively. Purple polyhedra depict PbBr6 octahedra and Pb2Br9 dimers, and hydrogen atoms are hidden for clarity. (b) Schematic
energy level diagram of a nanotube involving exciton−exciton annihilation and exciton self-trapping and detrapping between the lowest-lying free
exciton state (FES1) and self-trapped exciton state (STES). GS and FESn denote the ground and a high-lying free exciton state, respectively.

Figure 2. Time-resolved PL kinetics measured at 580 nm under
different excitation intensities. The data are normalized at 2.36 ns, and
the arrow depicts the direction of increasing intensity. The inset shows
a portion of the same data at the early times, where the kinetics exhibit
an indistinguishable decay behavior.
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measured at different excitation intensities explains at least
partially why the reported PL quantum efficiency of this
material is relatively low compared with those of organic lead
bromide hybrids with 3D, 2D-layered, and 1D-wire struc-
tures.4,9,11 On the basis of the independence of its relative area
on excitation intensity, we speculate that this rapid relaxation
arises from the presence of a dark excitonic state. Assuming that
the lowest-lying free exciton state, that is, the FES1 in Figure 1b,
and this dark state have same degeneracy, we can readily
estimate that this dark state should lie roughly 140 cm−1 below
the FES1 based on their approximately equal exciton
population. Note that this estimate is based on the assumption
that the time scale for thermalization is shorter than or
comparable to the relaxation time of the FES1 to the dark state,
and the lifetime of the dark state is long compared with both
these time scales, so that an exciton equilibrium can be
established.21 This intensity independence shown in the
Supplementary Figure S2a further allows us to exclude defect
or impurity trapping as the potential origin for this fast PL
decay component, as such a trapping process should lead to a
gradual increase in the relative area prior to the trap state
saturation at high excitation intensities.22

The effect of excitation intensity on the PL decay kinetics can
be also visualized by plotting the average decay rate, the inverse
of the average lifetime, as a function of excitation intensity. As
shown in the inset of Figure 3, the average decay rate increases

linearly with excitation intensity at low fluences but changes to
a sublinear, saturation behavior with further increasing
intensity. Upon changing the excitation fluence axis to natural
logarithm scale, we found a clear linear dependence for most of
the data points except the one obtained at the lowest excitation
intensity.
The excitation-intensity-dependent PL decays shown in

Figure 2 and the linear dependence of the average PL decay
rate on the natural logarithm of the excitation intensity shown
in Figure 3 are direct evidence of the occurrence of exciton−
exciton annihilation in the nanotube assemblies.23 This
nonlinear process will open up an additional excited-state
relaxation pathway, resulting in faster PL decays and higher
decay rates with increasing excitation intensity. Further

evidence of the occurrence of such an exciton−exciton
annihilation process can be obtained by analyzing the time-
resolved PL data using straightforward physical models that
describe the time evolution of exciton population in the linear
and nonlinear relaxation processes. This time evolution can be
expressed by the following rate equation23
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where n(0) is the initial exciton population. If the annihilation
process in these 1D nanotubes is diffusion-limited, then the
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where erf() is the error function. Assuming that the quantum
yield is independent of excitation intensity, the PL intensity at a
given time t would be proportional to n(t). In this case, eqs 2
and 3 can be directly applied to analyze time-resolved PL data.
Analysis of the data collected at different excitation intensities

was performed using a global algorithm and the normalized
forms of eqs 2 and 3, that is, n(t)/n(0), where k and γ0 were
taken as global fitting parameters and a single set of their values
that could best describe all PL kinetics was sought during the
fitting. Furthermore, n(0) was treated as a local parameter, and
a separate value giving the best fit to each decay was
determined. To avoid the complication arising from the initial
spike and finite IRF, we omitted the very early portion of the
PL kinetics in our data analysis until 2.36 ns, where all the
kinetics are normalized. Given the much slower PL decays
compared with IRF, no deconvolution procedure was applied in
our global analyses. Representative results of our global analysis
are shown in Figure 4, and the plots for the data acquired at the
other nine excitation intensities can be found in the
Supplementary Figure S3. A common feature for all of these
plots is that the fits based on eq 2 are considerably better than
those obtained using eq 3. On closer visualization, we further
notice that the fits using eq 2 improve notably with increasing
excitation intensity. This indicates that the annihilation process
plays a minor role in the data acquired at low excitation
intensity, and the single linear decay term in these cases is
simply insufficient to capture the overall exciton relaxation
dynamics. The parameters determined from the analysis are k =
0.0058 ns−1, and γ0n(0) varies from 0.0073 to 0.143 ns−1 with
increasing excitation intensity. Note that only the γ0n(0) values
are given here because both γ0 and n(0) obtained from this
analysis are relative numbers, as can be seen from eqs 2 and 3.
In addition, the excitation intensity variation might alter both
n(0) and γ0. To obtain absolute values for γ0 and n(0), one
needs to independently determine the mean number of the
excitons created in the nanotubes at different excitation
intensities. This determination requires an accurate absorption

Figure 3. Plot of the average PL decay rate as a function of the natural
logarithm of the excitation fluence. The error bars were calculated
based on the errors of both the decay lifetimes and associated relative
amplitudes estimated by the fitting algorithm, and the solid red line
depicts a linear fit to the data. The inset shows the same data but
plotted on a linear excitation intensity scale.
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cross-section for each nanotube and its number density at the
excitation volume, which are unknown for the single-crystalline
bulk assembly of these nanotubes. Because the absolute values
for n(0) at different excitation intensities are unknown, a similar
analysis using the raw data shown in the Supplementary Figure
S1 does not allow us to determine the absolute value of γ0.
Nevertheless, the key finding of our global analysis is that the
PL kinetics, especially those measured at high excitation
intensities, can be satisfactorily described by explicit consid-
eration of exciton−exciton annihilation with a time-independ-
ent rate.
It should be noted, however, that the use of a time-

independent annihilation rate seems to be intuitively in
contradiction to the 1D structure of the nanotubes and the
negligible interactions between them within their assemblies, as
suggested by recent density functional theory calculations.9 The
calculated electronic band structure shows that both the
conduction and the valence bands have significant dispersion
along the 1D tube direction but are completely flat in the
directions perpendicular to the axis of the tube. Therefore, the
wave function overlap between adjacent tubes should be
negligible, and under optical excitation, the excitons should be
well confined within the 1D tube. This implies that exciton
migration from one nanotube to another within the same
assembly would be unlikely. This scenario is somewhat similar
to the exciton diffusion in single-crystal copper-phthalocyanine
(CuPc) nanowires.25 Owing to the negligible interchain
interactions, the exciton−exciton annihilation was previously
revealed to involve intrachain excitons within 1D molecular
stacks.25−27 Consequently, we would expect a time-dependent
annihilation rate and, in turn, better fits with eq 3 instead. We
speculate that these seemingly unexpected results here stem
most likely from rapid exciton self-trapping in these 1D
nanotubes and detrapping at room temperature for some at
shallow traps.14 These detrapped excitons may, in turn, interact
either between each other or with those that are still trapped,

leading to an annihilation process that is not limited by exciton
diffusion but instead is governed by the exciton detrapping and
a combination of the subsequent migration of these detrapped
excitons and the interactions between themselves and addi-
tionally with those trapped excitons. Given the relatively slow
exciton dynamics observed for the 1D nanotubes, long-range
excitation energy transfer might also occur, leading to an
annihilation process involving excitons within the nanotube
assemblies. While this would give rise to a time-independent
annihilation rate, the negligible overlap between the absorption
and emission spectra9 make this unlikely. It is pertinent to
mention that a greater than unity dimensionality of exciton
motion has been previously found in semiconducting
SWNTs.28,29 The need for a time-independent annihilation
rate in describing satisfactorily femtosecond fluorescence up-
conversion and transient absorption kinetics acquired for
structurally distinct 1D SWNTs was attributed to the
occurrence of a rapid annihilation process involving coherently
delocalized excitons.30,31

The results presented above offer new insights into the
fundamental photophysics in these unique nanotube assem-
blies. First, although it has been well established that exciton
self-trapping is particularly common in metal halide and rare-
gas crystals,32,33 which becomes much more pronounced at
low-dimensional structures of these materials due to the
increased level of electronic localization,34,35 our observation of
exciton−exciton annihilation provides direct evidence that
some of the self-trapped excitons can become mobile at room
temperature. As a result, the detrapped excitons can approach
either each other or trapped ones to a distance smaller than the
so-called reaction radius of the annihilation process to
interact.36 This implies that the energy needed for detrapping
some of the self-trapped excitons is small and possibly
comparable to the thermal energy at room temperature. This
consideration is consistent with recent PL measurements at
different temperatures, which suggests the formation of a
thermal equilibrium between different trapped states as well as
with the FES1 at room temperature.9,13 Second, the annihilation
involving these trapped/detrapped excitons in the 1D nano-
tubes is remarkably distinct from those 1D exciton diffusion-
limited annihilation phenomena observed in various 1D
systems such as CuPc nanowires,25 graphene nanoribbons,37

and molecular J-aggregates,38 where a time-dependent
annihilation rate has been commonly found. Third, the nearly
invariant relative area under the ∼2 ns decay component for all
acquired PL kinetics points to an intrinsic nature of this rapid
relaxation instead of an externally influenced process such as
exciton trapping at defects or impurity sites. On the basis of the
presence of this fast decay component with a relative amplitude
of ∼50% in all the PL kinetics measured at different excitation
intensities (see Supplementary Table S1), we propose the
presence of a dark excitonic state that lies below the FES1 state,
leading to a branching of approximately half the exciton
population from the free exciton state (FES1 in Figure 1b) to
the dark state. Such a low-lying dark state has been theoretically
predicted and experimentally observed in semiconducting
SWNTs.21,39,40 To confirm the presence of such a dark state
in these organic metal halide nanotubes, detailed calculations of
electronic structure for the relevant excitonic states will be
needed. Moreover, whether the excitons at the dark state can be
involved in the annihilation process remains as an open
question, and a definitive answer requires independent

Figure 4. Results of global analysis for the time-resolved PL data
collected at (a) 0.64 and (b) 1.65 μJ/cm2, respectively. The solid and
dashed lines are the fits obtained using eqs 2 and 3, respectively. Note
that the raw PL data were binned by every 10 data points to increase
the signal-to-noise ratio.
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determination of their lifetimes using techniques such as
transient absorption spectroscopy.
In summary, we have presented the results of time-resolved

PL spectroscopic measurements on the bulk assemblies of 1D
organic metal halide nanotubes, (C6H13N4)3Pb2Br7. The PL
kinetics acquired at different excitation intensities exhibit a
marked intensity-dependent decay behavior, manifested by an
accelerated decay with increasing intensity. On the basis of the
analysis of these PL kinetics with straightforward physical
models, we conclude that the observed dependence arises from
the occurrence of an exciton−exciton annihilation process in
the nanotubes. The need for a time-independent annihilation
rate to satisfactorily describe the PL decays is considered to
reflect a distinct mechanism underlying this nonlinear process,
which is limited not by exciton diffusion but instead by the
exciton detrapping and subsequent interactions. We further
identify a fast and dominant PL decay component with a
lifetime of ∼2 ns, whose relative area appears nearly invariant
for all PL kinetics acquired at different excitation intensities.
This suggests an intrinsic nature for this fast relaxation, which is
proposed to arise from exciton population branching to a low-
lying dark state.

■ EXPERIMENTAL METHODS
Time-resolved PL measurements were performed using a
picosecond time-correlated single-photon-counting (TCSPC)
technique.41 The light source was an optical parametric
amplifier (OPA) pumped by a 250 kHz femtosecond
Ti:sapphire regenerative amplifier; its output centered at 692
nm was frequency-doubled using a 2 mm thick BBO crystal to
generate the excitation pulse centered at 346 nm. The
remaining fundamental laser light was removed using a short-
pass filter. The excitation light was focused to ∼150 μm spot at
the crystalline sample, which was sandwiched between two
pieces of 1 mm thick microscope coverslips using a quartz lens.
The selection of emission wavelength was accomplished using a
bandpass filter with a center wavelength of 580 nm and a full
width at half-maximum (fwhm) of 10 nm. The detection
system includes an actively quenched single photon avalanche
photodiode (PDM 50CT module, Micro Photon Devices) and
a TCSPC module (PicoHarp 300, PicoQuant). A 8.0 ps
channel time was chosen, and the polarization of the excitation
beam was set to the magic angle (54.7°) with respect to an
emission linear polarizer. Neutral density filters were used to
attenuate the OPA output for excitation intensity control and
to reduce the PL counts to eliminate pile-up artifacts that can
occur at high excitation intensities.
Single decay analysis of the time-resolved PL data was

performed by employing a least-squares deconvolution fitting
algorithm (FluoFit, PicoQuant) with explicit consideration of
the finite instrument response function (IRF). The IRF was
acquired using a dilute suspension of coffee creamer in water
through a 1 mm thick sample cell at the emission wavelength,
which showed a fwhm of 67 ps. A reduced chi-squares (χ2)
value was used to judge the quality of each fit.
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