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ABSTRACT

The operation of today’s data centers increasingly relies on
environmental data collection and analysis to operate the cooling
infrastructure as efficiently as possible and to maintain the
reliability of IT equipment. This in turn emphasizes the
importance of the quality of the data collected and their relevance
to the overall operation of the data center. This study presents an
experimentally based analysis and comparison between two
different approaches for environmental data collection; one
using a discrete sensor network, and another using available data
from installed IT equipment through their Intelligent Platform
Management Interface (IPMI). The comparison considers the
quality and relevance of the data collected and investigates their
effect on key performance and operational metrics. The results
have shown the large variation of server inlet temperatures
provided by the IPMI interface. On the other hand, the discrete
sensor measurements showed much more reliable results where
the server inlet temperatures had minimal variation inside the
cold aisle. These results highlight the potential difficulty in using
IPMI inlet temperature data to evaluate the thermal environment
inside the contained cold aisle.

The study also focuses on how industry common methods for
cooling efficiency management and control can be affected by
the data collection approach. Results have shown that using
preheated IPMI inlet temperature data can lead to unnecessarily
lower cooling set points, which in turn minimizes the potential
cooling energy savings. It was shown in one case that using
discrete sensor data for control provides 20% more energy
savings than using IPMI inlet temperature data.

Keywords: Experimental Study, Data Centers, Raised Floor,
Containment, IPMI, Supply Air Temperature, Cold Aisle.

NOMENCLATURE
BMC Baseboard Management Controller
CAC Cold Aisle Containment
CPU Central Processing Unit
CRAC  Computer Room Air Conditioning
CRAH Computer Room Air Handler
DC Data Center
DCM Data Center Manager
FMS Facility Management System

ICT Information and Communication Technology
IPMI Intelligent Platform Management Interface
N Fan Rotational Speed

P Fan Power

PDU Power Distribution Unit

PUE Power Usage Effectiveness

RAT CRAH Return Air Temperature

RPM Revolution Per Minute

RTT Ride Through Time

SAT CRAH Supply Air Temperature

SNMP  Simple Network Management Protocol
tPUE total Power Usage Effectiveness

INTRODUCTION

Data center cooling energy efficiency is critical to the
successful operation of modern large data centers. In 2014, data
centers in the U.S. consumed an estimated 70 billion kWh,
representing about 1.8% of total U.S. electricity consumption
[1]. Given that the cooling infrastructure can average 40% of the
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total data center energy consumption [2, 3], then the data center
cooling energy consumed in 2014 can be approximated at 28
billion kWh. These numbers indicate that improving airflow
management in order to raise the efficiency of cooling in data
centers can significantly affect operating costs and allow for
increased IT capacity, thereby extending the life of the data
center. Some of the methods used to improve airflow include, but
are not limited to, containment, IT equipment configuration
changes, bypass air management (e.g. cable penetrations),
recirculation management (e.g. blanking panels). These lead to
opportunities to raise cooling energy efficiency by air or
waterside economization, variable frequency drives, and
increased IT equipment inlet temperatures, etc.

Air containment in its many forms simply provides a physical
separation between the supplied cool air and the cabinet hot
exhaust air, optimizing airflow distribution in the data center
room by preventing mixing of cold and hot air streams. Over the
past decade, containment has greatly matured from a strategy
considered by data center managers to manage higher thermal
loads [4-8], to one of the most widely used strategies for
improving the thermal management of data centers. Per the 2014
Uptime Institute Survey [9], 80% of the 1,000 data center
operators and IT practitioners surveyed indicated their use of
cold or hot aisle containment to improve data center efficiency.
This wide use of containment has also driven numerous research
efforts in understanding various aspects of using containment
[10-16]. Shrivastava et al. [10] presented a comparison between
different types of containment systems from the perspective of
the cooling energy cost and performance. In addition, guidelines
for choosing suitable containment arrangements were
introduced. Patterson et al. [11] investigated entrained warm air
effect into cold aisle containment (CAC). Their results showed
that the recirculation significantly affect the inlet of the lowest
servers. Shrivastava and Ibrahim [12] showed the positive
impact of cold aisle containment systems on the Ride Through
Time (RTT) during failure. They showed that the CAC system
increases the RTT five times more. Alissa et al. [13] provided
quantitative and qualitative measurements for data centers
transient performance during cooling failure in open and
contained environments. Their results showed very different
responses of the IPMI data, fan RPM, CPU temperature and
internal server temperature sensors during failure for CAC
compared to the case of open aisle. In addition, they concluded
an overestimate of RTT by 70% based on the external inlet air
temperature and these temperature fields do not necessarily
reflect the IT equipment thermal performance. Makwana et al.
[14] investigated the importance of containment sealing. They
stated that sealing the containment maximizes the benefits of
CAC. Sundaralingam et al. [15] used a multi-dimensional array
of sensors for flow management of air inside the CAC system.
They introduced and explained that the selection criteria of the
CAC based on rack inlet temperature only may not be a best
practice. In addition, the authors recommend an over-
provisioning for fully sealed contained aisles. Muralidharan et
al. [16] investigated the impact of the CAC on thermal
performance of data centers. The authors quantified the thermal

impact of the CAC by comparing it with different open
arrangements (open hot aisle/cold aisle). The study considered
different cabinet heat loads at two different CRAH (Computer
Room Air Handler) unit RAT (Return Air Temperature) set
points. Their results showed a 22% energy saving using the CAC
systems over conventional open hot aisle/cold aisle.

The true benefit of containment lies in the separation of cold
and hot air streams, which provides the opportunity to closely
match cooling airflow to IT equipment airflow, thereby
promoting a uniform cabinet inlet temperature profile. It also
allows the increase of the cold air supply temperature, while
maintaining inlet temperatures acceptable for the deployed IT
equipment, which results in cooling energy savings and
increased cooling equipment efficiency [17]. Therefore, to truly
gain the benefits of containment, an effective monitoring system
must be used to accurately measure IT equipment inlet
temperatures, as well as IT equipment airflow needs.

Legacy data centers use CRAH or CRAC (Computer Room Air
conditioning) return air temperature sensors as the primary
control-variable to adjust the air temperature and air volume
supplied to the IT equipment. This control approach significantly
limits energy efficiency because it does not control the air
temperatures available for IT equipment cooling and nor does it
verify the temperatures actually delivered. Server manufacturers
have agreed that their main operational parameter is the air
temperature provided at the inlet of the server itself, not the
proxy temperature returning to the cooling device. Therefore, a
reasonable hypothesis is that a much higher degree of monitoring
and efficient control would be achieved by using front-panel,
inlet temperature sensor data. The majority of servers have a host
of platform information available from their Information and
Communications Technology (ICT) management network.
Server front-panel, i.e., server inlet, air temperature is monitored
and available over the network through each server’s
management connection that supports Simple Network
Management Protocol (SNMP) or Intelligent Platform
Management Interface (IPMI). IPMI and now-standard hardware
called a Baseboard Management Controller (BMC) - allow
remote administrators to monitor the health of servers, deploy (or
remove) software, manage hardware peripherals like the
keyboard and mouse, reboot the system and update software on
it [18].

More advanced data centers base their control policy on
distributed discrete sensors mounted at the inlet of the IT
equipment (or at least the front door of the rack). Finally, some
suggested to use the front-panel temperature sensor data from the
ICT network as input information to the facility management
system (FMS) for control of the cooling system in a data center.
Patterson et al. [19] investigated the appropriate control strategy
in a contained environment, where they tested three control
designs based on temperature, pressure and velocity. The study
showed that the best level of control to supply sufficient airflow
to the IT equipment in a contained cold aisle is using pressure
based control. Nishi et al. [20] addressed the cooling inefficiency
resulting from airflow mismatch between the cooling
requirements of the IT equipment vs the supply air conditions
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from the facility-cooling infrastructure. They proposed and
outlined a method to estimate the real time volumetric airflow
based on fan’s RPM. Then, the estimated volumetric airflow and
IT exhaust temperature were used as input parameters to the Intel
Data Center Manager (DCM) by using the IPMI commands.
Alissa et al. [21] showed that the server’s IPMI average fans’
speed, and discrete pressure reading from containment can be
used to generate a flow curve model. This model collapses the
server impedance and effective total fan curve into one. The flow
curve can be used in real time airflow prediction that is inclusive
of all operational CAC pressure differential values. Tradat et al.
[22] showed that the difference between the discrete and IPMI
inlet temperature of the IT equipment increased as SAT
increased. This was due to the negative pressure differential
build up inside the containment. Furthermore, the authors
identified a value of the supply air temperature at which IT
equipment fans start to ramp up. To the authors’ knowledge using
IPMI data as a monitoring and control strategy for data center
cooling system is scarce in the literature.

This study presents an experimentally based analysis and
comparison of environmental data collection using two different
approaches; one using a discrete sensor network, and another
using available data from installed IT equipment (IPMI data).
The comparison looks closely into the effect of using both
approaches for data center cooling control.

DATA CENTER LABORATORY

The ES2-Binghamton University Data Center Laboratory
was used for all the testing conducted for this study. The lab is a
2,315 ft? (215 m?) space with a 3 ft. (0.91 m) raised access floor.
It is equipped with a down-flow chilled water based cooling unit,
which is rated at 32 tons (114 kW) of cooling capacity and
16,500 CFM of airflow capacity. The unit is equipped with a
variable frequency drive on its blower motor so that airflow can
be modulated. IT equipment cabinets are placed in the laboratory
in a traditional alternating hot aisle/cold aisle arrangement. Aisle
C, of primary interest in this study, is a contained cold aisle, with
end-of-aisle doors and a horizontal barrier across the aisle at the
cabinet tops. A map of the aisle locations and tile numbering
system is shown in Figure 1. [23].
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Figure 1. (a) Data center laboratory layout including
tempera ture and pressure sensors locations as shown in
SynapSoft™. (b) Aisle C tiles and rack matrix. (c) Discrete
sensors locations per rack [red circles].

Aisle C is comprised of two rows, with 8 cabinets per row. A
total of 242 IT servers are deployed in the 16 cabinets of Aisle
C, and all empty RU slots were blanked off. Server types and
quantities used in Aisle C are listed in Table 1.

Table 1. Aisle C IT Inventory. [24].

IT Make Number Unit Active
power[W]
Dell™PowerEdge™2950 128 386
Dell™PowerEdge™R520 64 165
Dell™PowerEdge™C2100 14 281
HP ProLiant DL385 G2 36 330

MEASUREMENTS METHODOLOGY
Volumetric airflow supplied to Aisle C via perforated floor
tiles was measured with a Flow Hood, which is a back pressure
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compensated airflow measurement device, and found the aisle’s
airflow to be 9530 CFM at SAT of 78 °F. Differential pressure
between contained Aisle C and the laboratory air space was
measured using a multimeter (ADM-850L). Air temperatures
were gathered wusing multiple sensor types. Discrete
SynapSense™ temperature sensors, distributed as shown in
Figure 1, marked by red circles; were used to record air
temperature in Aisle C. They were located at the inlets to the IT
servers with a measured uncertainty of 0.5 °F depending on the
temperature range. The inlet air temperatures were also reported
by IT equipment using IPMI data. The IPMI data also include
the server’s fan speed, CPU temperature and active power.

EXPERIMENTAL SETUP

During all tests, the IT servers were exercised at 75% CPU
utilization through the Linux operating system, which resulting
in a total IT power consumption of 57 kW. The first set of test
cases were performed with cooling unit supply air temperature
set points varying from 64 °F to 78 °F in 2 °F increments.
Cooling unit blower speed was adjusted via the variable
frequency drive to maintain a neutral or very slightly positive
pressure differential in Aisle C compared to the rest of the
laboratory space (0 — 0.002" H,0). This measurement was
treated as an indicator of balanced volumetric airflow. That is,
the amount of air being supplied into Aisle C by the cooling unit
was equal to, or slightly higher than, the amount of air being
drawn through the servers in Aisle C. Each set of test conditions
was allowed to operate for an extended time period to ensure that
a steady state condition had been achieved.

In another set of test cases, the cooling unit supply air
temperature was set at 64 °F, 72 °F, 74 °F, 76 °F, and 78 °F with
the differential pressure of Aisle C maintained at —0.01" H,0.
The negative pressure is treated as an indicator of under-
provisioning Aisle C, where there is less volumetric air supplied
by the cooling unit compared to the airflow drawn by the servers.

A final test case was conducted at a cooling unit supply air
temperature of 64 °F and a differential pressure of 0.01" H,0 in
Aisle C. The positive pressure is treated as an indicator of over-
provisioning Aisle C, where there is more airflow supplied by
the cooling unit compared to the airflow drawn by the servers.

RESULTS AND DISCUSSION

IPMI DATA ANALYSIS

This section focuses only on the server level data as provided
by the IPMI protocol to better understand the behavior of the
three classes of servers installed. Figure 2 (a) shows the behavior
of the inlet temperature of all servers installed in Aisle C as
provided by the IPMI protocol with a varying SAT set point. As
expected, as the SAT increases, the IPMI inlet temperatures of
all servers increase regardless of server type or location. The
figure also shows that for all SAT set points, the Dell PowerEdge
2950 -112 server at the top of rack C1-7 reports the highest IPMI
inlet temperature. In taking a closer look at the Dell PowerEdge
2950 -112 server in Figure 2 (b), it can be noted that the server
inlet temperature is consistently about 10 °F higher than the

supply temperature and the discrete sensors are 2 °F higher than
the supply air temperature. Figure 2 (b) also shows the inlet
temperature of the Dell PowerEdge 2950 -50 server at the bottom
of rack C1-4, which reported the lowest IPMI inlet temperature
for all SAT set points. In this case, however, the figure shows that
the Dell PowerEdge 2950 -50 server is consistently about 2 °F
higher than the SAT set point. These results are counterintuitive
given that all servers are in a contained cold aisle, with the
containment maintained at neutral pressure to make sure
sufficient airflow is supplied to all servers.

IPMI Inlet Temperature [°F]

86 —®— Max IPMI Tin
| --@-- MinIPMI Tin
g4 |- —#— Discrete Tin (Rack C 17 Top)
[ ---&-- Discrete Tin (Rack C 1-4 Bottom)

Inlet Temperature [°F]

SAT [°F]

(b)

Figure 2. (a) IPMI inlet tempera ture for all servers in Aisle
C. (b) IPMI and discrete inlet tempera ture vs SAT of both
Dell PowerEdge 2950 -50 and 112 servers.

In further analyzing the data provided by the IPMI protocol,
given the critical nature of the CPU we first focus on the server
CPU temperature and fan speed. Figure 3 (a) shows a box plot of
the average CPU temperature of all servers installed in Aisle C
for varying SAT set points at neutral pressure. It can be noted
that the CPU temperature of all servers never reached or
exceeded the CPU temperature threshold of 190 °F [25].
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Figure 3. (a) CPU tempera ture variation. (b) Ave. fan speed
and CPU tempera ture vs SAT.

In looking closely at how the server fan speed behaves with
CPU temperature, Figure 3 (b) shows the behavior of the average
CPU temperature vs the average fan speed of the Dell
PowerEdge 2950°s-112 and 50. It can be noted that the Dell
PowerEdge 2950-112 fan speed begins to increase at a CPU
temperature of about 138 °F, while the Dell PowerEdge 2950-50
server fan speed begins to increase at a CPU temperature of
about 142 °F. Since the fan speed is not uniquely controlled by
CPU temperature, the next step was to analyze the behavior of
the Dell PowerEdge 2950 server fan speed vs the server inlet
temperature. Figure 4 shows the variation in the Dell PowerEdge
2950 IPMI inlet temperature vs fan speed for 90 of the 92 Dell
PowerEdge 2950 servers installed in Aisle C. Two of the servers
were giving erroneous results.

The figure clearly shows the relationship between the two
variables, where the Dell PowerEdge 2950 server fan speed
always starts to increase at an IPMI inlet temperature of 77 °F
and beyond. While this was particularly true for the Dell
PowerEdge 2950 servers, it was not the case for the other two
classes of servers installed in Aisle C.
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Figure 4. IPMI fan speed vs IPMI inlet temperature for the
D2950 servers.
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Figure 5. Average fan speed vs SAT for the three server
classes.

Figure 5 shows the variation of average fan speed for the
three classes of servers in Aisle C, at different SAT set points.
The HP ProLiant DL385 servers maintained the same average
fan speed for all SAT set points tested. The Dell PowerEdge
R520 servers’ fans started ramping up slightly after a SAT of 70
°F by about 500 RPM (approximately 4% of increase in fan
speed). Finally, the Dell PowerEdge 2950 servers’ fans speed
started ramping up beyond a SAT of 72 °F by about 1000 RPM
(approximately 8% of increase in fan speed). These results
clearly indicate how different servers may behave despite having
the same temperature and pressure environment. It is therefore
critical for a data center operator to understand the behavior of
their installed IT equipment before initiating a change in the data
center control set points as the IT control algorithms may not be
able to respond sufficiently to compensate. For example if the
cooling system is not supplying sufficient cold air, then
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increasing the servers fan speed may not be sufficient to resolve
the cooling of the server. The cooling energy savings that are
realized from raising temperature set points or lowering cooling
unit fan speeds may come at the cost of raising the IT equipment
power consumption, mainly due to increase in server fan speed.
The following sections discuss this concept in further detail.

IPMI VS DISCRETE DATA

This section focuses on comparing the two measurement
methods used in this study and analyzing the validity of using
either method for monitoring data center thermal performance.
Figure 6 (a) displays the data distribution for both the IPMI inlet
temperature measurements and the discrete sensor inlet
temperature measurements at neutral containment pressure and
for various SAT set points. The figure clearly shows the
consistently large variation in the IPMI inlet temperature
measurements for all SAT set points, reaching a delta as high as
11 °F between the minimum and maximum IPMI server inlet
temperatures. On the other hand, the discrete sensor
measurements are consistently close in value across Aisle C with
a maximum delta of 2 °F between the minimum and maximum
inlet temperature sensor measurements. Given that the
infrastructure controls are designed to provide air at uniform
temperature and at sufficient volume flow rate we expect a
uniform inlet temperature. It would be dangerous to use the [IPMI
sensors for cooling infrastructure control without greater
understanding of the IPMI measurements as they report
significantly different temperatures.

Figure 6 (b) displays a statistical comparison between the
two monitoring methods, showing both the standard deviation
and mean temperature values of all IPMI inlet temperatures and
discrete sensor measurements at various SAT set points. The
IPMI inlet temperature standard deviation and mean values are
consistently higher than the discrete sensor measurements. Both
Figures 6 (a) and 6 (b) illustrate the difficulty of using the server
IPMI inlet temperature measurements in understanding the true
thermal environment around the servers in Aisle C. For data
center operators looking to optimize on their cooling control for
Aisle C, it is difficult to establish what IPMI inlet temperature
reading to use to control the cooling infrastructure.

64 66 68 70 72 74 76 78

86 T . T T T T T 86
84 F  mpiscrete Data EIPMIData i 8
82 | 82
"e: 80 80
' 78 == | 78
‘E 76 == q 76
@
E. 74 * 4 74
272k = {72
ﬁ 70 E %] =% = i 70
68 F 1 es
66 E = 1 66
64 1 1 64

64 66 68 70 72 74 76 78
SAT [°F]

(a)

4 T T T T 85

r --Jl- - Discrete St. Div.
35 o n IPMI St. Div.
---@--- Discrete Mean

; —4&—— IPMI Mean Jds0
3
g &

Inlet Temperature Mean [°F]

65

Inlet Temperature St. Div. [°F]
o =
(] w - w
-
1 1
~
<

62 64 66 68 70 72 74 76 78 BOGO

SAT [°F]

(®)

Figure 6. (a) IPMI vs discrete inlet tempera ture variation.
(b) Standard deviation and mean values of IPMI and discrete
inlet tempera ture.

COOLING CONTROL

As illustrated in the previous section, the IPMI inlet
temperature data was highly variable at all SAT set points. To
understand the impact of using this data for cooling control, it is
essential to look at the cost of cooling Aisle C at the various SAT
set points. Figure 7 (a) displays the annual costs of operating the
chiller and the CRAH blowers for varying SAT set points at an
energy cost of 10 ¢/kWh. The CRAH blower power was
measured while the chiller power (W,,,;) was calculated using
equation (1). [13].

Wie = remered @

The figure also shows the total annual cooling cost which is
calculated as the sum of the chiller operating cost and the
blowers operating cost. As expected, as the SAT set point
increases, the chiller operating costs decrease. However, the
CRAH blower operating costs increase slightly beyond a SAT of
72 °F. This occurred due to the increase in server fan speeds as
displayed in Figure 5, which caused the CRAH blower speed to
increase to maintain the neutral pressure set point inside Aisle C.
Despite the increase in blower operating cost, the total annual
cooling cost for Aisle C always decreased with increasing SAT
set points. Looking back at Figure 6 (a), if the data center
operator takes the conservative approach and controls the CRAH
SAT set point based on a target maximum server inlet
temperature of 75 °F. The IPMI inlet temperature measurements
would require a SAT set point of 64 °F, while the discrete sensor
measurements would require a SAT set point of 72 °F. This
difference in SAT set point results in a difference in total cooling
costs of $5,745, which is approximately a 20% reduction in
cooling cost.

A similar analysis can be conducted for higher server inlet
temperature set points; however, the increase in server fan speed
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must be accounted for to quantify the true savings from set point
adjustments [26]. For example, to maintain a target server inlet
temperature of 80 °F, the IPMI inlet temperature measurements
would require a SAT set point of 72 °F, while the discrete sensor
measurements would require a SAT set point of 78 °F. The total
cooling cost difference between the two set points is $2,030,
which is approximately a 9% reduction in cooling cost.
However, the servers fan power in Aisle C increased due to
higher SAT set points as shown in Figure 7 (b). More
specifically, the difference in server fan power annual cost
between a SAT set point of 72 °F and 78 °F is $703. Therefore,
the true energy savings between a SAT set point of 78 °F vs 72
°F are $1,327.
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Figure 7. (a) Total cooling cost. (b) Total Aisle C servers’ fan
power.

The increase in server fan power (calculated using fan laws
from the IPMI reported fan speed as described later) observed in
Figure 7 (b) is not only a function of SAT, but also CAC

pressure. This is discussed in further details in the following
section.

IMPACT OF CAC PROVISIONING

The test data presented so far has focused on maintaining
neutral pressure inside the CAC to ensure that sufficient airflow
is supplied to the IT equipment. In most cases however, data
center facilities deploying CAC will rarely monitor pressure
inside the containment. Therefore, most data center operators do
not necessarily know whether they are supplying sufficient air to
their IT equipment or not. In this section, we consider the case
of an under-provisioned CAC at — 0.01" H,0 of CAC pressure,
at SAT set points of 64, 72, 74, 76, and 78 °F.

Figure 8 (a) displays the data distribution for both the IPMI
inlet temperature measurements and the discrete sensor inlet
temperature measurements at — 0.01° H,0 of containment
pressure and for various SAT set points. Maintaining a lower
containment pressure by undersupplying airflow makes matters
worse. The variations in temperature measurements get larger
which makes it more difficult to interpret those measurements.
The figure clearly shows the consistently large variation in the
IPMI inlet temperature measurements for all SAT set points,
similar to the neutral pressure case, however the delta between
the minimum and maximum IPMI server inlet temperatures
reaches 21 °F compared to 11 °F for neutral pressure. With the
current state of understanding of the IPMI data, it is difficult to
recommend a cooling control strategy based on IPMI sensor data
for the specific environment in aisle C. Also in Figure 8 (a), the
discrete sensor measurements are showing larger variation when
compared to the neutral pressure case, where the delta between
the minimum and maximum inlet temperature sensor
measurements reaches 6 °F, versus 2 °F in the neutral pressure
case. This data highlights the possibility of using the variation in
discrete sensor data to gauge how undersupplied a containment
is, where the temperature variation can be expected to increase
as the CAC is further undersupplied, and will plateau as the CAC
is oversupplied.

Figure 8 (b) displays the data distribution for both the IPMI
inlet measurement and the discrete sensors inlet temperature at
—0.01,0.0 and 0.01" H, 0 of containment pressure and for SAT
value of 64 °F. The discrete sensors show the expected behavior.
This is, the temperature variation decreases as the CAC is
pressurized. In contrast, the behavior indicated by the IPMI
sensors was not as expected. The temperature variation decreases
between the under-provisioned and neutrally provisioned cases
then increases with over-provisioning. It is also worthy to note
that the minimum IPMI inlet temperature in the over-provisioned
case was 62 °F while the supply air temperature was 64 °F. This
perhaps reflects the lower quality sensors that can be used in
mass production.
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Figure 9 displays the effect of under-provisioning the CAC
on total server fan power in Aisle C and compares the results to
the neutral pressure case. The results clearly show that even at
64 °F of SAT, starving the IT servers of cool air causes their fans
to spin up and draw an extra 0.8 kW. As the SAT increases, the
total server fan power also increases reaching 5 kW at 78 °F SAT
for the under-provisioned case, which accounts for 10% of the
total IT equipment power. At neutral pressure and 78 °F SAT,
the total server fan power accounts for 6% of the total IT
equipment power. These results clearly highlight the effect of an
under-provisioned CAC on the IT equipment environment and
performance.

55 ————T—T—T—T——T——55

~——&—— Neutral Pressure
5 |- —®— Under-Provisioned (- 0.01 in H20) 15

»
o

45

=

4

-13.5

o

3

Total Servers Fan Power [kW]
w
L5

{25

n
o
T

1

2F -2
B . L L L e r—— ]
64 66 68 70 72 74 76 78

SAT [°F]

Figure 9. Server’s fan power.

In further analyzing the effect of CAC under-provisioning we
compared the under-provisioned and the neutral pressure
scenarios. Figure 10 (a) displays the temperature gradient of
Aisle C as given by SynapSoft™ at — 0.01" H,0 of containment
pressure and for SAT set point of 74 °F. A closer look at the
CAC showed that the temperature gradient is non-uniform in the
case of under-provisioning. This is due to the

recirculation/reverse flow of air from the hot aisle into the cold
aisle drawn by negative pressure. In comparison, Figure 10 (b)
presents the temperature gradient at neutral or very slightly
positive containment pressure at the same SAT value. The
positive pressurization minimizes recirculation that results in
more uniform temperatures.

C1-1 c2-1 C1-1 c2-1

(a) (b)

Temperature [°F]
50 |57 64 7 Ire |as

Figure 10. Aisle C temperature gradient provided by
SynapSoft™ Software (a) Under -pro visioning. (b) Neutr al
press ure.

A data center operator that chooses to lower cooling
equipment fan speed may gain cooling energy savings, at the cost
of raising the IT equipment power consumption. This raises the
question of whether common data center metrics used today can
capture the effect of set point changes on server fans, and
therefore it is discussed in further detail in the following section.

PUE AND tPUE

One of the most common efficiency metrics for DC
efficiency is Power Usage Effectiveness (PUE). In simple terms,
PUE is the ratio of power delivered to the facility divided by the
power delivered to servers, storage, and networking gear. The
PUE represented in equation (2), represents a ratio between the
total facility power (total IT, chiller, blower and lighting power)
and the total IT equipment power.

IT power+Blowers+Chiller+Lightin
PUE = =L ghting

@

IT Equipment Power
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One of the issues with the PUE metric is the inclusion of
server fan power in the total IT equipment power. As shown in
the previous section, while raising the cooling equipment set
point saves energy at the cooling infrastructure level it may in
some cases cause an increase in server fan power, thereby
increasing the total IT equipment power. The PUE metric
however would not capture this effect and would always show a
lower PUE number. Researchers have considered introducing
tPUE (Total Power Usage Effectiveness) as a new metric which
would capture the effect of non-useful server power changes by
replacing the IT Equipment Power in the denominator of
equation (2) with Productive IT Equipment Power [27]. This
metric is presented below in equation (3).

IT power+Blowers+Chiller+Lightin
tPUE = —£ 919

: . 3
Productive IT Equipment Power

The issue with the tPUE however is how to define the
productive IT equipment power. For the sake of this study, we
will assume that the productive IT equipment power is defined
as:

Productive IT Equipment Power =
Total IT Equipment Power — Server Fan Power 4

Where the server fan power is calculated using server fan
curves and the associated fan law:

()= G &

Figure 11 shows how the PUE and tPUE metrics change with
different SAT set points while comparing the two cases of
neutral and under-provisioned CAC pressure. The first
observation to make is that tPUE is consistently higher than PUE
because of excluding the total server fan power from the tPUE
calculation. The second observation to make is that whether PUE
or tPUE are used, both metrics suggest efficiency gains from
under-provisioning the CAC, mainly due to the lower cooling
fan costs. However, the main observation to highlight is the
gradient of the PUE and tPUE plots, especially for the under-
provisioned case. It can be noted that the tPUE gradient starts to
plateau beyond a SAT of 72 °F, suggesting no gain in efficiency
from lowering the SAT while the PUE gradient indicates
continues efficiency gains beyond 72 °F SAT. This shows the
value of using the tPUE metric which looks at the productive IT
equipment power and eliminates the bias in the PUE metric
introduced by including the server fan power effects. Also by
quantitatively comparing the gains of under-provisioning the
CAC, at 78 °F SAT the PUE metric is reduced by 5.6% while the
tPUE metric is reduced by only 1.8%. It has been seen that
temperatures sensed internal to the IT equipment by IPMI
sensors are more dramatically affected by under-provisioning.
Until the significance of these variations is investigated, it should
be understood that choosing energy saving by under-
provisioning might impact the reliability of IT equipment.
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Figure 11. PUE/tPUE comparison.

CONCLUDING REMARKS

This study presented an experimentally based analysis and
comparison between two different approaches of environmental
data collection; one using a discrete sensor network, and another
using available data from installed IT equipment through their
IPMI protocol. Despite maintaining neutral pressure inside the
contained cold aisle, the IPMI inlet temperature data showed
very large variation between the servers with the variation
reaching as high as 11 °F. On the other hand, discrete sensor data
provided more reliable and consistent results with a
measurement variation inside the cold aisle as low as 2 °F which
makes discrete sensors a more appropriate to control the cooling
air temperature available in the cold aisle for the IT equipment.
Given these differences, and without a clear understanding of the
significance of the IPMI variations, the study focused on how
industry common methods for cooling efficiency management
and control can be affected by the data collection approach. It
was shown that using IPMI inlet temperature data might lead to
unnecessarily lower cooling set points, which in turn minimizes
the potential cooling energy savings. It was shown in one case
that using discrete sensor data for control provides 20% more
energy savings than when using IPMI inlet temperature data.

The behavior of the three classes of servers installed in the
tested aisle was evaluated by looking at the behavior of their fan
speed with changing SAT set points. The results clearly
indicated how different servers may behave despite having the
same temperature and pressure environment. For instance, the
HP ProLiant DL385 servers reported the same average fan speed
for all SAT set points tested at neutral containment pressure.
However, the Dell PowerEdge 2950 servers’ average fan speed
ramped up by 8% between a SAT of 72 °F and 78 °F, at neutral
containment pressure. These results highlight how important it is
for data center operators to understand the mix of IT equipment
installed before initiating a change in the data center control set
points.
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Finally, the PUE metric was used to evaluate the effect of set
point changes on the overall efficiency of the data center. The
results demonstrated how the use of the PUE metric can
sometimes provide misleading results, and in many cases,
overestimate the efficiency of a data center. This was attributed
mainly to the effect of server fan speed, and how an increase in
server fan power provides a better PUE metric. Therefore, the
study evaluated the use of the tPUE metric, which considers the
effect of server fan speed on the overall data center efficiency.
The results showed that the tPUE metric provides a more reliable
energy efficiency trend for varying set point changes.

This paper aims to provide empirical insight to data center
owner/operator as well as IT manufacturer on how to monitor the
data center environment and IT cooling status. The following
guidelines and observations can be inferred from this study:

1) Discrete IT inlet temperature (also referred to as
external or infrastructural) sensors are vital to monitor
the data center cooling performance and health.

2) Accuracy of IPMI IT inlet temperature (also referred to
as internal) can vary. This depends on the server
generation and proximity of sensor to active heat
dissipating components.

3) Ideally, the reading of the IPMI sensor and the discrete
should be close at cases of over and neutral provisioned
contained aisles. The difference between IPMI and
discrete increases due to global or local containment
under-provisioning. When this happens, the IPMI
reading increases since hot air inside the server move
closer to the frontal area of the chassis. This also shows
the importance  of infrastructural  pressure
instrumentation in containment in understanding IPMI
outputs.

4) For cases when IPMI sensors are preheated, choosing
the cooling setpoint based on the discrete sensors can
decrease PUE and better the data center energy savings.

5) For cases of pressure imbalances in contained aisles,
IPMI are an effective early alarm tool for the server
internal components temperature. The difference
between discrete and IPMI inlet temperature can be
used as an indicator as well. It is important to note here
that the IPMI sensors (IT inlet, CPU...) play an
important role in controlling the server’s fan speed.

6) Discrete sensors are a necessary tool to establish
calibrated computational fluid dynamics models for
data center trouble shooting and capacity planning.
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