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ABSTRACT
The most common approach to air cooling of data centers in-

volves the pressurization of the plenum beneath the raised floor
and delivery of air flow to racks via perforated floor tiles. This
cooling approach is thermodynamically inefficient due in large
part to the pressure losses through the tiles. Furthermore, it is
difficult to control flow at the aisle and rack level since the flow
source is centralized rather than distributed. Distributed cooling
systems are more closely coupled to the heat generating racks.
In overhead cooling systems, one can distribute flow to distinct
aisles by placing the air mover and water cooled heat exchanger
directly above an aisle. Two arrangements are possible: (i.) plac-
ing the air mover and heat exchanger above the cold aisle and
forcing downward flow of cooled air into the cold aisle (Over-
head Downward Flow (ODF)), or (ii.) placing the air mover
and heat exchanger above the hot aisle and forcing heated air
upwards from the hot aisle through the water cooled heat ex-
changer (Overhead Upward Flow (OUF)). This study focuses on
the steady and transient behavior of overhead cooling systems in
both ODF and OUF configurations and compares their cooling
effectiveness and energy efficiency. The flow and heat transfer
inside the servers and heat exchangers are modeled using physics
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based approaches that result in differential equation based math-
ematical descriptions. These models are programmed in the
MATLABTM language and embedded within a CFD computa-
tional environment (using the commercial code FLUENTTM)
that computes the steady or instantaneous airflow distribution.
The complete computational model is able to simulate the com-
plete flow and thermal field in the airside, the instantaneous tem-
peratures within and pressure drops through the servers, and the
instantaneous temperatures within and pressure drops through
the overhead cooling system. Instantaneous overall energy con-
sumption (1st Law) and exergy destruction (2nd Law) were used
to quantify overall energy efficiency and to identify inefficien-
cies within the two systems. The server cooling effectiveness,
based on an effectiveness-NTU model for the servers, was used
to assess the cooling effectiveness of the two overhead cooling
approaches.

INTRODUCTION
Scarce academic work on overhead cooling systems can be

found in the literature. The majority of the information available
is provided by the equipment suppliers in catalogs and manu-
als. Within the few publications about the topic, the overhead
modules are utilized as a secondary cooling source. Heydari
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and Sabounchi [1] and Heydari [2], used CFD simulations to
model overhead cooling systems in combination with CRAH
units. Heat exchanger analytical models were integrated into the
CFD software used. The studies showed that overhead cooling
systems are effective in the presence of hot spots when they are
used as an additional cold air supplier, especially in high power
density cases. Other authors [3] have used CFD simulations to
compare overhead systems with different cooling technologies.
It was concluded that overheads can prevent recirculation at the
top of the cabinets when they are use in open configurations. For
the cabinets near the top of the rack, an inadequate provision
of air was observed due the high momentum in the cold air jet
leaving the overhead. The CFD data indicated that overhead sys-
tems had can handle high power rack densities, although they
presented difficulties in building enough static pressure in low
power densities.

In the current work, we use computational fluid dynamics
to perform a detailed examination of the fluid flow in overhead
cooling scenarios not only to investigate the cooling effective-
ness but also to examine the energy efficiency of that cooling ap-
proach. Energy efficiency can be examined by locating the inef-
ficiencies in the cooling system, and this is best done by mapping
the Entropy generation, or equivalently, the Exergy destruction,
within the system. This approach is not new but has found in-
creasing acceptance in examination of data center thermal man-
agement schemes. In data centers the technique was first intro-
duced by Shah and co-investigators [Shah reference here]. En-
tropy generation, or exergy destruction, have been examined in
both laminar and turbulent flows [4–6]. Kock and Herwig [4, 6],
developed a formulation to study turbulent flows from a second
law perspective, and demonstrated how turbulent fluctuations en-
hance irrevesibilities. Herwig [7] presented an overview of the
state of the art in turbulent flows that is highly applicable to data
center air flows.

Silva-Llanca et al. [8] compared two numerical models for
the calculation of exergy destruction in perimeter cooled data
center turbulent flows using data obtained from CFD simulation.
The first method was derived from the direct application of the
second law inside a given grid control volume (direct method),
whereas the second was based on Kock and Herwig [4] (indirect
method). It was found that the entropy generation due to viscous
dissipation (usually neglected in most applications), was approx-
imately 36% of the total in the airspace, the pressure drop in the
raised floor being the main contributor. The entropy generation
due to heat conduction was attributed to the pre-mixing of cold
and hot air streams in the cold aisle.

MOTIVATION AND GOALS
This study is motivated by two main gaps in our knowledge

of how best to apply overhead systems: (1.) In application of
overhead cooling, currently insufficient information exists to de-

termine whether downward cold flow into a cold aisle (ODF) or
upward heated flow (OUF) from a hot aisle is most effective and
energy efficient, and (2.) in the use of distributed cooling systems
such as overhead cooling, one of the potential future applications
is in Dynamic On-Demand Cooling, wherein server work alloca-
tion and cooling are controlled synergistically such that cooling
is provided only where and when needed.

The present study focuses on transient aspects of overhead
cooling. Most notably, this study examines the transient behavior
of such a system that includes the dynamic response of the cool-
ing system heat exchangers, the servers, and the air flow. It will
be shown that all three are important in establishing the dynamic
response of the system.

This paper will discuss the first phase of an ambitious project
aimed at developing performance metrics for energy optimized
dynamically operated overhead cooling systems. The main goal
of this first phase was to develop a transient numerical model
that incorporated the effects of both servers and heat exchangers
coupled with the transient air flow modeling. The use of that nu-
merical model is demonstrated in this paper on a benchmark data
center geometry that, although idealized, has allowed the devel-
opment of the tools necessary to apply both first and second law
thermodynamic principles in assessing the cooling effectiveness
and energy efficiency of a generic system.

MATHEMATICAL MODEL AND NUMERICAL IMPLE-
MENTATION

The two cases studied in this work are shown schemtically
in Fig. 1 (a) for the Overhead Downward Flow (ODF) or cold-
aisle approach and (b) for the Overhead Upward Flow (OUF) or
hot-aisle approach. The simulated room has 10 4U racks with
10 servers each and five ceiling mounted heat exchangers. A de-
tailed depiction of the geometry is shown in Fig. 2. The transient
behavior of the room is subject to the following assumptions:

• The room is isolated from the exterior (adiabatic walls)
• The aisle is fully contained, in other words, no leakage is

allowed to or from the aisle
• Heat conduction exists between the aisle and the rest of the

room
• The flow is assumed to be in turbulent regime
• Each server dissipates 1 kW throughout the process, for a

total of 100 kW of required overhead cooling

Server transient model
The servers are modeled using the lumped approach demon-

strated by Erden et al. [9] and Demetriou et al. [10] who treated
the server as a black box, using a lumped capacitance model with
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Figure 1: Schematic of the room for the two approaches: (a)
downward flow, (b) upward flow.

Figure 2: Two dimensional drawing for the data center room
(dimensions in meters).

a constant air flow rate and no internal heat generation:

θ(t) = θ(0)e−t/τ (1)

θ =
Q̇s

K
−Ts +Ts,in (2)

The server heat transfer is modeled using a heat exchanger
approach wherein the server heated surface is assigned an aver-
age temperature Ts thereby allowing the introduction of a heat
exchanger effectiveness which is a function of the Number of
Transfer Units (NTU). The key to this approach is that the server
thermal resistance, K, can be defined in terms of the server heat
exchange effectiveness, ξs, and flow capacity, Ċa, as follows:

K = ξsĊa (3)
ξs = 1− e−NTU = f (CFM) (4)

Ts,in−Ts,out = ξs(Ts,in−Ts) (5)

The time constant τ and the effectiveness ξs for a 4U rack
server were obtained as a function of the volumetric flow rate
from [10].

Heat exchanger transient model
At the heart of any overhead cooling system is an air-to-

liquid cross-flow heat exchanger. Because of the thermal mass
of the heat exchanger materials and the coolant liquid, the dy-
namic thermal response of the heat exchanger depends on the
heat exchanger materials and geometry, as well as the heat trans-
fer properties of the coolant and its thermal mass. The transient
behavior of cross flow heat exchangers has been widely studied
since the 1950s. Because of the multi-dimensional and transient
nature of the problem, no simple solution exists. A numerical
and experimental study of a transient cross-flow heat exchanger
was presented by del Valle and Ortega [11]. In their experiment,
they introduced different temperature perturbations in the heat
exchanger to analyze its transient response. The problem was nu-
merically approximated using a finite difference approach, find-
ing good to excellent agreement with the empirical data. The
validated data was subsequently used to train an Artificial Neu-
ral Network (ANN) compact model. Compact models may be
potentially used for predictions of the dynamic behavior of data
centers with great accuracy, yet saving significant computational
time when compared to CFD.

As demonstrated in [11], an energy balance in both streams
and the wall provides a mathematical model to represent the
cross flow heat exchanger transient behavior in the presence of
time varying inlet air temperature or mass flow rate or inlet cool-
ing temperature or mass flow rate. The result is a set three cou-
pled partial differential equations.

The following assumptions and/or idealizations apply for
this model: (i) Heat losses are negligible, (ii) there are no ther-
mal energy sources or sink in the heat exchanger , (iii) there is no
phase change in the fluids, (iv) the individual heat transfer coeffi-
cients are constant, and (v) wall thermal resistance is distributed
uniformly in the entire heat exchanger and the axial heat conduc-
tion is negligible [12]. In order to generalize the results, the set
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of equations can be non-dimensionalized using the following set
of parameters [13]:

∂T ∗wl
∂ t∗

+(1+R)T ∗wl = T ∗a +RT ∗w (6)

Va
∂T ∗a
∂ t∗

+
∂T ∗a
∂x∗

+(T ∗a −T ∗wl) = 0 (7)

Vw
∂T ∗w
∂ t∗

+
∂T ∗w
∂x∗

+(T ∗w −T ∗wl) = 0 (8)

Where:

x∗ =
(hA)a x
(ṁc)a La

y∗ =
(hA)w y
(ṁc)w Lw

T ∗ =
T −Tw,in

Ta,in−Tw,in
(9)

t∗ =
(hA)a

(mc)wl
Vw =

(ṁc)w

(mc)wl

Lw

uw
Va =

(ṁc)a

(mc)wl

La

ua
(10)

R =
(hA)w

(hA)a
NTU =

{
(ṁc)min

[
1

(hA)a
+

1
(hA)w

]}−1

(11)

The complete mathematical formulation may be found
in [11].

Entropy generation
The rate of generation of entropy, or conversely, the destruc-

tion of exergy, is a measure of the rate at which irreversibilities
occur in the data center systems. In the model geometry exam-
ined here, irreversibilities occur primarily in the heat exchanger
due to pressure drop and heat exchange across finite temperature
differences, in the server as a result of pressure drop and heat
transfer from server heated surfaces to the air stream across a fi-
nite temperature difference, and finally in the air flow, primarily
from thermal mixing and viscous dissipation.

The entropy generation in the servers and heat exchangers
was derived in terms of inflows, outflows and storage terms as:

(
Ṡ′′′gen,D′

)
s =

ds
dt

+ ṁcp ln
(

Ts,out

Ts,in

)
− Q̇s

Ts
(12)

(
Ṡ′′′gen,D′

)
HX =

ds
dt

+ ṁcp ln
(

THX ,out

THX ,in

)
+

Q̇HX

Tw
(13)

Bejan [14] developed a formulation for the local rate of en-
tropy generation in convective heat transfer for an infinitesimal
volume of fluid in laminar regime. This analysis was expanded
to turbulent flows by Kock and Herwig [4] as follows:

Ṡ′′′gen =
µ

T

{
2

[(
∂vx

∂x

)2

+

(
∂vy

∂y

)2
]
+

(
∂vx

∂y
+

∂vy

∂x

)2
}

︸ ︷︷ ︸
Ṡ′′′

gen,D

+
λ

T 2

[(
∂T
∂x

)2

+

(
∂T
∂y

)2
]

︸ ︷︷ ︸
Ṡ′′′

gen,C

+
µ

T

{
2

[(
∂v′x
∂x

)2

+

(
∂v′y
∂y

)2
]
+

(
∂v′x
∂y

+
∂v′y
∂x

)2
}

︸ ︷︷ ︸
Ṡ′′′

gen,D′

+
λ

T 2

[(
∂T ′

∂x

)2

+

(
∂T ′

∂y

)2
]

︸ ︷︷ ︸
Ṡ′′′

gen,C′

(14)

The four terms in (14) are individualized as:

1. Ṡ′′′gen,D: entropy generation by direct dissipation.

2. Ṡ′′′gen,D′ : entropy generation by turbulent dissipation.

3. Ṡ′′′
gen,C

: entropy generation by heat conduction.

4. Ṡ′′′gen,C′ : entropy generation by heat transfer with fluctuating
temperature gradients.

When used in conjunction with the k-ε model, Ṡ′′′gen,D′ and
Ṡ′′′gen,C′ can be re-written as [4]:

Ṡ′′′gen,D′ =
ρε

T
(15)

Ṡ′′′gen,C′ =
αt

α

λ

T 2

[(
∂T
∂x

)2

+

(
∂T
∂y

)2
]

(16)

For more details about the derivation and the complete three-
dimensional form, the reader may refer to [4].

Numerical procedure
The heat transfer and fluid dynamics inside the server and

heat exchangers (Eqns. (1) to (13)) was solved using program-
ming language software (MATLABTM). The unsteady turbulent
convective heat transfer in the airside (aisle + room + Eq. (14))
was simulated via CFD software (ANSYS FLUENTTM). As in
most data center literature, the standard k-ε model was chosen to
represent the turbulent flow. The air in the servers and heat ex-
changers was treated as ideal gas. The impedance and fan curves
were assumed to be a quadratic function of the mass flow rate,
resulting in server volumetric flow rates on the order of 50 CFM.
To improve the numerical convergence in the early part of the
process, the server flow was accelerated by weighing ṁs with an
s-shaped function ranging from zero to one during the first five
seconds of physical time.
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Table 1: Total entropy generation (W/K) for racks and airside
(room-aisle) for each grid size tested.

N of nodes Ṡgen Servers Ṡgen Airside

Mesh 1 108,573 203.5 0.059

Mesh 2 167,493 203.4 0.062

Mesh 3 315,671 203.3 0.073

Mesh 4 563,859 203.9 0.075

As described in the previous section, the simulation of
servers and heat exchangers requires the simultaneous solution of
a system of algebraic and ordinary differential equations. Com-
monly, commercially available CFD software, such as ANSYS
FLUENTTM, can only handle algebraic equations; therefore the
necessity for a tool like MATLABTM.

The code proceeded as follows:

1. FLUENT iterates for one time step
2. The CFD data are used as inputs by MATLAB
3. MATLAB solves servers and heat exchangers equations
4. MATLAB data are imported as input boundary conditions

into FLUENT
5. Back to step one under these new conditions

The fluid flow is uncoupled from the heat transfer, mean-
ing that the velocity has no temperature dependence. This would
not be the case in buoyant flow (natural convection) or when the
properties such as viscosity and density depend on the tempera-
ture. The advantage of this uncoupled behavior is that the Navier-
Stokes equations plus k and ε (six equations in total) need to be
solved only until the flow develops. In other words, when the ve-
locity field no longer varies, the code can be set to solve only for
the temperatures, which greatly saves on computational costs.

In the present work it was found, for both cases (ODF and
OUF), that the flow developed around t = 7 s. During this period
the time step was kept constant at dt = 0.005 s. For t > 7 s, the
time step was modified from 0.1 to 1 s until the process reached
steady state, approximately at t ≈ 3400 s.

Mesh validation
In order to meet grid size independence, four mesh densities

were compared. Table 1 details the total entropy generation at the
end of the process, for the servers and the airside. It can be seen
that Mesh 3 presented an insignificant variation when compared
to the mesh with the higher number of nodes (Mesh 4).

Figure 3 shows the influence of grid size variation upon the
server temperature evolution. It can be observed that the data

Figure 3: Mean temperature evolution in the servers vs time
for different grid sizes.

demonstrated independence on the mesh density, since the four
curves overlapped. Based on its sufficient accuracy, the third
mesh size was chosen to carry the entirety of the simulations, as
it completed the simulation faster than Mesh 4.

RESULTS AND DISCUSSION
Entropy generation in an idealized case

The temperature diagram in Fig. 4 represents the thermody-
namic cycle for the overhead cooling process in steady state. If
the entropy generation due to viscous dissipation (pressure drop)
is neglected, and assuming ideal gas behavior, the second law
states:

Ṡgen = ṁcp ln
(

Ts,out

Ts,in

)
+ ṁcp ln

(
THX ,out

THX ,in

)
− Q̇s

Ts
+

Q̇HX

Tw
(17)

The first two terms represent the entropy generation due to
the heat transfer between aisle and room. The other two terms re-
late to the server heating and the overhead cooling. Equation (17)
can be re-written in terms of inlet quantities and the server and
heat exchanger thermal effectiveness:

NS = ln
[

ξs

(
Ts

Ts,in−1

)
+1
]
− ln

[
Tw

THX ,out

1
1−ξ

−1
HX

+
1

1−ξHX

]
+ξs

(
1−

Ts,in

Ts

)(
Ts

Tw
−1
)

(18)

Where NS ≡ Ṡgen/ṁcp was defined by Bejan [14] as the en-
tropy generation number.

Figure 5 shows NS as a function of the effectiveness ratio
ξs/ξHX for three different water to server temperature ratios. For
fixed Ts/Tw, NS was directly proportional to ξs/ξHX . This im-
plies that the more effective is the heat transfer in the overhead,
the lower is NS. On the other hand, NS increases with ξs/ξHX
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Figure 4: Temperature diagram for the heat exchange inside
the room.

Figure 5: Entropy generation number as a function of the
ratio ξs/ξHX .

as the servers transfer more heat to the cooling air stream. This
is an example that illustrates that entropy generation minimiza-
tion does not necessarily implies a zero Ṡgen goal. For instance,
Ṡgen = 0 means no heat transfer in the server, which opposes the
objective of this thermal management study.

Steady state analysis
The temperature distribution for the two approaches is

shown in Fig. 6. It can be seen that the temperature was rel-
atively uniform in the aisle and room. Temperature gradients
were found near the containment as these boundaries permitted
heat flux through the boundary to the surrounding ambient.

The maximum possible heat transfer in the server can be
achieved when the containment is insulated ξHX = 1 (THX ,out =
Tw), and when there is perfect heat transfer in the heat exchanger

Table 2: Mean value and standard deviation for the server
and heat exchanger efficiency.

ODF OUF

η̄ 0.66 0.68

ση 0.0012 0.0006

ξ̄HX 0.83 0.86

σξHX 0.031 0.0011

ξs = 1 (Ts,out = Ts):

Q̇s,max = ṁcp(Ts−Tw) (19)

Using Q̇s,max, an overall cooling efficiency can be defined as:

η ≡ Q̇s

Q̇s,max
=

Ts,out −Ts,in

Ts−Tw
(20)

In Table 2 it can be seen that the OUF approach presented a
slightly higher η . The standard deviation ση was 0.18% of η̄ for
ODF and 0.09% for OUF, demonstrating a fairly uniform distri-
bution throughout the servers. The heat exchanger effectiveness
ξHX was higher for OUF. Similarly to η , it showed a uniform
distribution in the overheads.

The idealized analysis in the previous section showed that
increasing ξHX (hypothetically up to 1) and increasing Ts, re-
duces the entropy generation. This also brings Q̇s into its maxi-
mum possible value Q̇s,max; therefore from second law principles
it is possible to arrive to the same optimum conditions utilized to
define η in Eq. (20).

The entropy generation due to conduction Ṡ′′′gen,C = Ṡ′′′gen,C̄ +

Ṡ′′′gen,C′ and dissipation Ṡ′′′gen,D = Ṡ′′′gen,D̄+ Ṡ′′′gen,D′ is shown in Fig. 7.
In the case of Ṡ′′′gen,C, the ODF approach presented the largest oc-
cupied volume. Two plumes can be observed for the OUF in the
ZX view. They occurred because of the advection of Ṡ′′′gen,C pro-
voked by the overhead fluid flowing upward the turning towards
the servers. This generated a cold fluid vortex that acted as an in-
sulator which reduced the heat flux through the rack-to-hx wall.
This can be observed in Fig. 6 for the ZX views, where the tem-
perature gradient near the rack-to-hx wall was narrower for OUF,
leading to lower Ṡ′′′gen,C.

For Ṡ′′′gen,D, the OUF approach also presented the smallest
values. Silva-Llanca et al. [8] demonstrated that large pressure
drop in a legacy air-cooled data center accounted for the ineffi-
ciencies in the fluid flow, manifested in Ṡ′′′gen,D. It can be seen
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Figure 6: Temperature distribution inside the room for the
two approaches.

Table 3: Total entropy generation (W/K) for racks, over-head
heat exchangers and airside (room-aisle).

Servers Overheads Airside

ODF 190.9 17.65 0.318

OUF 203.4 18.55 0.062

then, that the upward flow from the servers converging into the
overheads generates less Ṡ′′′gen,D than a downward flow separating
into multiple streams towards the servers.

Table 3 details the total Ṡgen for the servers, overheads and
airside. The airside represented a small fraction of the entropy
generation compared to the one in the cooling units, ≈ 1.78%.
Interestingly, in studies of perimeter cooled data centers that
did not utilize aisle containment, Silva-Llanca et al. [8] found
this percentage to be ≈ 88%, whereas Shah et al. [15] estimated
≈ 50%. This demonstrates that containment greatly reduces in-
efficiencies in the airside at least for this highly idealized bench-
mark representation of a data center hot or cold aisle.

Unsteady behavior during the cooling process
As in the steady case, entropy is generated in the servers,

heat exchanger, and in the air space during unsteady operation.
During this process, the rate of entropy storage in each of these
subsystems must be accounted for in the overall entropy budget.
The rate of storage of entropy goes to zero as steady state is ap-

Figure 7: Conduction and dissipation entropy generation
distribution inside the room for the two approaches.

proached. The mean temperature evolution for the servers and
overheads is shown in Figs. 8 and 9, respectively. It can be seen
that Ts and THX grew exponentially, not affected by the early flow
development (t ≤ 7 s). Throughout the process, the ODF main-
tained lower server temperatures, even though THX ,out was higher
and the efficiency η was similar in both approaches. This lower
ODF Ts is consistent with the idealized analysis, where Ṡgen was
lower for ODF in Table 3 as well. It is important to remark that
the analysis of Ṡgen on the airside only might have led to erro-
neous conclusions, as this quantity becomes negligible compared
to Ṡgen in the servers.

Figure 8 also presents the evolution of the room mean effi-
ciency η̄ . It can be observed that η remained relatively constant,
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Figure 8: Mean temperature and mean efficiency evolution in
the servers vs time.

Figure 9: Mean temperature and mean efficiency in the over-
head heat exchangers vs time.

especially after t > 250 s. This was not the same for the over-
head effectiveness, which ranged from 1 to ≈ 0.8 (Fig. 9). A
secondary peak was found at t ≈ 1600 s for ODF and t ≈ 1300 s
for OUF. Although as of this point not conclusive, it can be spec-
ulated that this effect was related to the heat exchanger thermal
mass.

The evolution of Ṡ′′′gen and its four components in the air-
side is shown in Figs. 10 and 11 for the aisle and the room, re-

Figure 10: Entropy generation evolution inside the aisle.

Figure 11: Entropy generation evolution in the room.

spectively. Silva-Llanca et al. [8] demonstrated that the turbulent
terms are the main contributors to Ṡgen. This was observed in this
problem for all the cases.

Entropy generation due to viscous dissipation (blue line)
dominated during the early stages. As the temperatures started
to increase, Ṡgen,C increased and surpassed Ṡgen,D, becoming the
main source of entropy generation.

Bejan [14] defined the irreversibility distribution ratio φ and
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the Bejan number as:

φ ≡
Ṡ′′′gen(fluid friction)

Ṡ′′′gen(heat transfer)
(21)

Be≡ (1+φ)−1 (22)

When Ṡgen,D dominates Be → 0; when Ṡgen,C dominates
Be→ 1. It can be seen in Figs. 10 and 11 that when Be = 0.5
(dashed line), Ṡgen,D = Ṡgen,C as this coincided with the instant
where the red and blue lines crossed.

CONCLUSIONS
A numerical code that simultaneously solves CFD and a

system of algebraic and differential equations was developed to
study the transient behavior of an overhead cooled data center
with the effects of server and heat exchanger heat exchange ef-
fectiveness and thermal mass included, under two different sce-
narios. The main conclusions can be listed as follows:

1. The server temperature distribution was found to be fairly
uniform. This was attributed to the distance allowed be-
tween the overheads and the racks that diminished the re-
sistance when the flow was forced to turn into the servers.
In the case of perimeter cooled data centers, perforated tile
flow can present a detrimental effect on inlet flow uniformity
in the racks.

2. A definition for an overall cooling efficiency was proposed
using first law, ranging from zero to one for worst to best
case scenario, respectively.

3. Based on a second law approach, and using a simplified
analysis in an idealized case, optimum conditions are sug-
gested. It was found that second law optimization led to the
same conditions for cooling efficiency equals one.

4. The downward flow approach was the least efficient and
generated the most entropy in the airside.

5. As expected, containment greatly decreased the entropy
generation in the airside compared to prior work on uncon-
tained perimeter cooled data centers.

6. The entropy generation in the servers far exceeded that in the
heat exchangers and the room air flow. Because the contain-
ment caused the airflow in the aisle to be nearly isothermal,
entropy generation in the airflow was very low compared to
perimeter cooled scenarios.
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NOMENCLATURE
Be Bejan number
NS entropy generation number
ṁ mass flow rate (kg/s)
Q̇ heat flux (W)
Ṡgen entropy generation (W/K)
T absolute temperature (K)

Greek symbols
φ irreversibility distribution ratio
η overhead cooling efficiency
ξ effectiveness

Subscripts
a related to air
C heat conduction
D viscous dissipation
HX related to heat exchanger
s related to server
w related to HX cooling fluid (water)
wl related to HX wall

Superscripts
′′′ per unit volume
* characteristic scale
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