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Abstract

One way that languages are able to communicate a potentially infinite set of ideas through a 

finite lexicon is by compressing emerging meanings into words, such that over time, individual 

words come to express multiple, related senses of meaning. We propose that overarching 

communicative and cognitive pressures have created systematic directionality in how new 

metaphorical senses have developed from existing word senses over the history of English. 

Given a large set of pairs of semantic domains, we used computational models to test which 

domains have been more commonly the starting points (source domains) and which the ending 

points (target domains) of metaphorical mappings over the past millennium. We found that a 

compact set of variables, including externality, embodiment, and valence, explain directionality 

in the majority of about 5,000 metaphorical mappings recorded over the past 1100 years. These 

results provide the first large-scale historical evidence that metaphorical mapping is systematic, 

and driven by measurable communicative and cognitive principles.

Keywords: word meaning, lexicon, semantic change, polysemy, metaphorical mapping, 

language evolution
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Evolution of Word Meanings through Metaphorical Mapping: 

Systematicity over the Past Millennium

1. Introduction

Every natural language faces the challenge of having to express a potentially infinite 

range of ideas through a finite set of words (cf. von Humboldt, 1836; Chomsky, 1965; 

Pustejovsky, 1995). One way in which languages meet the challenge of maintaining a compact 

lexicon is by compressing emerging, yet to be lexicalized ideas, into existing word forms. The 

most common form of compression in the lexicon, both in English and in other languages, is 

polysemy: Cases where a single word has multiple, related senses (e.g., Breal, 1897; Brugman, 

1988; Geeraerts, 1997; Lakoff & Johnson, 1980; Pustejovsky, 1995; Srinivasan & Rabagliati, 

2015; Sweetser, 1991). One prominent mechanism that generates polysemy over the course of 

history is metaphorical mapping (e.g., Lakoff & Johnson, 1980), whereby new word meanings 

are created by mapping an existing sense of a word from its own source domain to another target  

domain, based on structural similarities between the domains. For example, the English word 

grasp originally conveyed a physical action (source), as in “grasp a fruit,” and was later extended 

to express an abstract sense of understanding (target), as in “grasping an idea,” thus construing 

ideas as objects that can be held and controlled. In the present study, we test whether there is 

systematic directionality in how new metaphorical senses have developed over the history of 

English. That is, given a pair of semantic domains, can we predict which domain served 

historically as the source and which as the target of metaphorical mapping, based on 

considerations of broader communicative and cognitive pressures?

Consistent with the idea that metaphorical sense extension is systematic, prior research 

(e.g., Lakoff & Johnson, 1980; Sweetser, 1991) has suggested that mappings between semantic 

domains tend to be asymmetric: They occur in one direction but not the other (e.g., for grasp, it 
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is “action”→“knowledge” but not “knowledge”→“action”). However, directionality in historical 

metaphorical mappings has not been evaluated at scale against records of historical semantic 

change, leaving open whether metaphorical mappings truly reflect predictable patterns. Using an 

historical corpus of the English lexicon, we seek to investigate – at a large scale – the historical 

directions of metaphorical mapping by testing whether some domains have more commonly 

served as the starting points of historical extensions (the source domains) while others have more 

commonly served as the ending points (target domains). For example, in the case of grasp, the 

“physical action” sense first appeared in English around AD 1300, preceding the abstract sense 

of “understanding” that emerged around AD 1600 (Kay, Roberts, Samuels, Wotherspoon, & 

Alexander, 2015a). Our analysis examines systematicity in the directionality of historical 

metaphorical sense mappings in the English lexicon.

Directions of metaphorical mapping need not be systematic: Instead, the evolutionary 

path of meaning change could be varied and unpredictable across words. Although some words, 

like grasp, may have begun with a relatively concrete sense that was subsequently extended to a 

more abstract sense, other words may have been extended in the opposite direction, from abstract 

to concrete senses.  For instance, irritable initially conveyed an abstract sense of “anger,” as in 

an “irritable person” (AD 1662; Kay et al., 2015a), but it was subsequently used to convey a 

more concrete, physical meaning, as in “irritable skin” (AD 1791; Kay et al., 2015a). A 

particular word's path could be shaped by the ever-changing cultural conditions and resultant 

communicative needs that have caused words to develop new meanings across history (cf. 

Aitchison, 2001). The contributing factors may be variable across words and across eras of 

history, resulting in little systematicity on a large scale.

However, an alternative possibility is that the direction of metaphorical sense extension is 
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systematic, because it is shaped by enduring functional pressures on language evolution. Recent 

work in computational cognitive science has suggested that many aspects of language and cross-

linguistic variation can be understood in terms of general design principles, such as the need for 

linguistic structures to minimize cognitive effort and support informative communication and 

language learning (Zipf, 1949; see also Kemp & Regier, 2012; Kirby, Tamariz, Cornish, & 

Smith, 2015; Piantadosi, Tily & Gibson, 2011; Regier, Kemp, & Kay, 2015).  Applying this 

perspective to polysemy, systematic directionality in mappings may result from language users 

minimizing the costs associated with communicating novel ideas and learning a lexicon: 

Mappings will tend to be driven by their ease of construction, their effectiveness as 

communication devices, and/or their learnability by children. The mappings should thus provide 

a cognitively economic and hence efficient device for compressing new ideas into an existing 

lexicon. If there is a consistent set of cognitive principles and processes underlying ease of 

construction, effectiveness for communication, and/or learnability, recurring patterns of 

mappings should arise across domains and time. 

But this perspective says little about what the underlying constraints on the directionality 

of metaphorical mappings might be. An independent line of research, from cognitive psychology 

and linguistics, provides suggestions about the specifics: Namely, that the processes that give 

rise to metaphorical polysemy may reflect conceptual structure (Lakoff, 1987; Sweetser, 1991). 

One prominent proposal in this vein is Conceptual Metaphor Theory (CMT; Lakoff & Johnson, 

1980; Reddy, 1979), which posits that people reason about abstract concepts – such as 

“understanding” – via metaphorical mappings from knowledge domains that are more concrete 

and tied to bodily experience – such as “physical action.” Although CMT is controversial as a 

theory of cognition, other theories also predict that concrete and embodied word senses will be 
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extended to more abstract senses because this type of extension may be the most useful for 

communication and learning (Murphy, 1997; Srinivasan & Carey, 2010; Thibodeau & Durgin, 

2008). For example, it could be easier to communicate about something abstract – for which 

achieving shared reference is difficult – by analogically referring to a more concrete meaning, 

for which shared reference is easier, and this advantage may apply in word learning as well as 

discourse processing. Further, because concrete and embodied meanings tend to be frequent 

(Hanley et al., 2013; cf. Winter, Thompson, & Urban, 2014), they may be more readily retrieved 

as sources for meaning extension by speakers who need to communicate a new idea. 

Prior research has not explicitly linked the perspective of efficient language design with 

the study of the cognitive foundations of polysemy or metaphorical mapping. We bridge this gap 

by analyzing directionality in a large set of metaphorical mappings between source and target 

domains spanning 1100 years, dating from Old English to the present. To our knowledge, this is 

the first large-scale study to evaluate the systematicity of the directionality in polysemous 

metaphorical mappings against the record of historical change in a lexicon. We expect that if 

metaphorical mapping provides an efficient cognitive device for compressing ideas into a 

communicative and learnable lexicon, the historical directions of change through which new 

senses are created for words should be highly systematic, and they should be explained by a 

compact set of variables relevant to the cognitive processes involved in generating, learning, and 

using word meanings.

2. Methods

We identified six candidate variables from the literature that could explain directions of 

metaphorical mapping based on communicative and cognitive considerations. We used human 
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participants’ ratings of these variables to try to predict directions in metaphorical domain 

mappings recorded in the history of English. In the following, we describe: 1) each of the 

candidate variables, 2) the historical dataset of metaphorical domain mappings we used, and 3) a 

survey through which we elicited ratings of the domains on each of the candidate variable 

dimensions.  

2.1 Candidate variables

Three of the variables we considered as predictors are suggested by Conceptual Metaphor 

Theory (Lakoff & Johnson, 1980; Reddy, 1979; Sweetser, 1991) and supported by other 

perspectives suggesting that certain types of meanings should more commonly serve as sources 

of metaphorical extensions (e.g., Srinivasan & Carey, 2010, and Thibodeau & Durgin, 2008, as 

discussed above; see also Traugott, 1990).  

1. Concrete → Abstract. Word senses that refer to things perceived through the sensory 

systems should serve as a source of metaphorical mappings, relative to ones labeling less 

perceptible referents.

2. Embodied → Disembodied. Word senses that refer to things that are more directly 

experienced through our bodies should serve as a source of metaphorical mappings, relative to 

ones that label referents that are less directly experienced.

3. External → Internal. Word senses that refer to entities in the external world should 

serve as a source of metaphorical mappings, relative to ones that label internal, mental entities, 

such as emotions or feelings.

An additional three variables were identified, based on the idea that metaphorical 

extensions tend to be communicatively expressive:  

4. Animate → Inanimate. Word senses that refer to animate entities may carry more 
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expressive power than ones referring to less animate entities, and may thus serve as a source of 

metaphorical mapping to convey salient features of target inanimate entities (Silverstein, 1976; 

Traugott, 2003).

5. Less valenced → More valenced. If metaphorically-derived senses arise in part because 

of their expressive power, derived senses should be more emotionally valenced than originating 

senses. This predicts that when word senses from source domains are extended, the resulting 

senses in the target domain will have stronger valence (whether positive or negative; Ullmann, 

1957; Osgood, Suci, & Tannenbaum, 1964; cf. Hollis & Westbury, 2016). 

6. More Intersubjective → Less intersubjective. Intersubjectivity refers to the degree to 

which people experience something the same way (Traugott, 1989, 2003). Word meanings that 

are more intersubjective (e.g. “wooden”) could be easier to understand and establish shared 

labels for than ones that are less so (e.g., “beautiful”). They might thus serve as a source of 

metaphorical mappings, relative to less intersubjective meanings.

Some of these variables are likely to be correlated, e.g., many of the same word meanings 

could be external, concrete, intersubjective, and embodied.  However, they are not identical. For 

example, “arm” and “table” are both highly concrete, but arms are more directly and viscerally 

experienced than tables. Our analyses tease apart the relationships among these variables in 

accounting for metaphorical mappings in the history of English.

2.2 Historical dataset of metaphorical mapping

We obtained data from the Metaphor Map of English (MME) database (Kay, Roberts, 

Samuels, Wotherspoon, & Alexander, 2015b), which identifies metaphorical mappings of senses 

classified by semantic domains over more than a millennium. The MME database is derived 

from the Historical Thesaurus of English (HTE; Kay et al., 2015a), which records 793,742 word 
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form-sense entries as attested in the history of English.  The HTE is, in turn, based on the second 

edition of the Oxford English Dictionary (Simpson & Weiner, 1989). 

All word senses in the MME database are classified into 415 distinct semantic domains 

(e.g. “textiles,” “digestive organs,” “anger,” “pride”) in rough accordance with the standard of 

semantic classification adopted by the HTE and Oxford English Dictionary. All semantic 

domains from the database are sub-fields from three broader ontological domains: I. The external 

world; II. The mental world; III. The social world. Section I includes semantic domains that 

concern readily observable phenomena of the universe, such as the earth and sea. Section II 

includes domains that concern cognitive processes such as perception and emotion. Section III 

includes domains that concern social systems such as the law and morality. Each specific 

semantic domain defines a category of meaning that word senses can evolve from (source 

domain) or towards (target domain), and a single domain can include multiple but distinct word 

senses. The construction of these domains has been derived carefully from lexicographical data 

and gradually refined over a period of 40 years. For details of domain classification, see work by 

the lexicographers of the HTE (p xviii-xx, Kay, Roberts, Samuels, & Wotherspoon, 2009).

The MME database records metaphorical mappings that have occurred between domains 

and provides a sample of words that exemplify these domain mappings. Our analyses examined 

historical metaphorical mappings at the level of these semantic domains – specifically between 

pairs of domains (and not at the level of individual words), evaluating whether there has been 

systematicity in the directionality of domain-to-domain mappings. Each attested domain-to-

domain mapping reflects the historical extension of word senses between two domains. Together, 

these mappings span an 1100 year period, from the Old English period around AD 800 through 

to the present era, around AD 1950. Within the MME database, metaphorical mappings are 
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summarized separately for the Old English period (i.e., before AD 1100), and in 50-year steps 

for the subsequent 800 years, providing 18 unique historical time points for our analysis. For 

further details regarding the MME database, we refer the reader to the “About the project” page 

provided at http://mappingmetaphor.arts.gla.ac.uk/about-the-project/. 

Researchers of the MME database have found evidence for over 10,000 metaphorical 

domain mappings: Cases where words in one domain were consistently used to describe another 

domain. Some of the records of domain mappings do not contain full information about when the 

mappings occurred and what words were involved, and so they were eliminated for purposes of 

our analyses. The final data set we used includes all of the approximately 5,500 recorded 

metaphorical mappings (downloaded as of October 21st, 2015, at 

http://mappingmetaphor.arts.gla.ac.uk/about-the-project/categories-completed/), among 400 

semantic domains, that had complete information. See Supplemental Material for these domains. 

Each entry in our data set records an attested metaphorical mapping between a pair of semantic 

domains that includes: 1) source domain, 2) target domain, 3) earliest of period of extension 

between these domains, and 4) some sample words that participated in this metaphorical 

extension. 

The database indicates the historical direction of sense extension among each pair of 

semantic domains. Three types of directions are recorded: 1) A → B, i.e. A is source domain and 

B is target domain; 2) A ← B, i.e. A is target and B is source; 3) A ↔ B, i.e. a bidirectional 

mapping. The bidirectional mapping constitutes only a small portion of the dataset (~7.5%), so 

we focused on the directional cases (4,960 unique pairs of domain-to-domain mappings) for our 

analyses. We examined whether the mapping directions among semantic domains could be 

predicted from empirical ratings of the domains along the six candidate variable dimensions, 
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based on an on-line survey that we describe next.

2.3 Survey for rating elicitation

We elicited ratings of the 400 semantic domains along the six candidate variables through 

an on-line survey (see Supplemental Material for experimental instructions). For each variable, 

participants rated each of the 400 domains on a seven-point scale. Participants first read a 

definition of each domain (e.g., “Plant - A living thing that grows in the ground, usually has 

leaves or flowers, and needs sun and water to survive”), assembled by consulting the Merriam-

Webster Dictionary. Participants then rated the domain on one of the six variables. For example, 

for concreteness, participants selected a number between 1 and 7, where 1 represented “highly 

abstract,” 7 “highly concrete,” and 4 “intermediate.” Because of the large number of ratings we 

needed to elicit (400 domains x 6 variables), each participant only rated a random sample of 40 

domains along a single variable dimension. 

Our research protocol was approved by the Institutional Review Board at the University 

of California, Berkeley. Data were collected from 1439 participants who self-reported as native 

English speakers, using the online Qualtrics experimental platform (http://www.qualtrics.com/), 

disseminated via Amazon’s Mechanical Turk (https://www.mturk.com/mturk/). Following 

standard protocol (Oppenheimer, Meyvis & Davidenko, 2009), responses were excluded from 

participants who did not respond correctly to three “catch” trials assessing attention to the task (n 

= 94). On average, we obtained 18 ratings (SD = 2) for each of the domain-variable questions. 

Across all variables and domains, the mean standard deviation of ratings was 1.6 (SD = 0.32), 

indicating a high level of inter-rater agreement. No substantial discrepancies in inter-rater 

agreement were observed across the variables. For Animacy, the mean standard deviation across 

the different domain ratings was 1.8 (SD = 0.4); for Concreteness: mean = 1.6 (SD = 0.4); for 
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Embodiment: mean = 1.9 (SD = 0.4); for Externality: mean = 1.3 (SD = 0.5); for 

Intersubjectivity: mean = 1.8 (SD = 0.3); for Valence: mean = 1.1 (SD = 0.3). See Supplemental 

Material for the mean variable ratings for all 400 domains. 

3. Computational analyses and results

To evaluate the hypothesis that the directionality of metaphorical mappings in history is 

systematic, we performed three analyses: 1) We tested the extent to which directions of 

metaphorical extensions recorded in the historical data set are predicted by ratings along the six 

dimensions described above, either in isolation or in combination; 2) We then examined whether 

the same ratings can be used to identify the semantic domains that have served as sources vs. 

targets of metaphorical extensions, by collapsing data across time; 3) Finally, we examined the 

most dominant variable in explaining metaphorical mappings across time, to assess whether its 

explanatory power has been consistent over the course of history. Next, we describe the 

computational methods and results for each of these analyses.

3.1 Analysis I: Predicting directions of metaphorical mappings over history

In the first analysis, we examined whether rating differences along the six candidate 

variables might account for the directionality of metaphorical mappings in history. That is, given 

a pair of domains for which metaphorical mapping has been recorded, does knowing how each 

domain is rated on some variable dimension predict which domain will be the source, and which 

the target? We performed this analysis by first treating each variable in isolation. We then 

combined the variables to see if their combination could further account for the historical data.

To examine the explanatory power of the six candidate variables individually, we created 

a parameter-free model for each of the variables that predicts the direction of metaphorical 

mapping between a given pair of semantic domains recorded in HTE. This simple model 
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calculates the difference in average ratings of a pair of domains along the variable dimension of 

interest. It then makes a corresponding prediction about the direction in which meaning 

extension should take place in history (according to that psychological dimension), without 

requiring any adjustable parameter. 

Apart from the valence model, the five other models predict that the domain with the 

higher mean rating along a certain variable will be the source of metaphorical mapping, and the 

domain with the lower mean rating will be the target. For instance, for the animacy variable, we 

predicted the direction of mapping to be Animate→Inanimate, such that between any pair of 

domains (A,B) recorded in the historical data set, the domain that was rated as more animate on 

average (from the survey described before) would more commonly serve as the source, and the 

domain that was rated as less animate on average would serve as the target: 

A = source, B = target, iff  E[Animacy(A)] > E[Animacy(B)]        (1)

Similar models were constructed for the concreteness, embodiment, externality, and 

intersubjectivity variables. We constructed the valence model slightly differently because the 

underlying variable is polarized (i.e. a domain can be either positive or negative). Thus we 

instead calculated the absolute value of valence ratings. Concretely, a domain rated 7 (highly 

positive) on the 7-point scale would be treated as equally-valenced as a domain rated 1 (highly 

negative). For this model, we predicted the direction of mapping to be: Less valenced→More 

valenced, such that between any pair of domains in the data set, the domain that was rated as 

more valenced on average would serve as the target, and the domain that was rated as less 

valenced on average would serve as the source:

A = target, B = source, iff  E[Valence(A)] > E[Valence(B)]        (2)

Table 1 specifies the predicted directions of each model along with example mappings 
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from the historical database that the models successfully accounted for.

Table 1. Examples of metaphorical sense mappings predicted by each model (ordered 

alphabetically). 

Model Source Domain (rating) → Target Domain 

(rating)

Sample 

Words

Attested Period

Animacy

Animate → Inanimate

Male person(6.5) → Courage(2.0)

Reptiles(6.4) → Bad(1.9)

manly

serpent

Old English

1350-1400

Concreteness

Concrete → Abstract

Reflection (of light) (6.0) → Virtue(1.6)

Plants(6.8) → Pride(2.5)

clear

flourish

1350-1400

1350-1400

Embodiment

Embodied → Disembodied

Sense & speech organs(6.5) → Rivers & 

streams(2.6)

Strength(5.9) → Politics(2.2)

mouth

stalwart

Old English

1850-1900

Externality

External → Internal

Light(6.4) → Thought(1.1)

Textiles(6.7) → Belief & opinion(1.0)

reflect

spin

1550-1600

1950-2000

Intersubjectivity

Agreeable → Disagreeable

Textiles(5.7) → Difficulty(3.3)

Birth(5.4) → Faith(3.3)

mesh

reborn

1500-1550

1550-1600

Valence

Neutral → Valenced

Relative position(4.1) → Excitement(6.4)

Semi-fluidity(4.3) → Moral evil(1.3)

up

slime

1300-1350

1550-1600

Note.  Each row shows 1) a type of model, 2) examples of metaphorical domain-to-domain 

mappings consistent with the predicted mapping directions of that model, 3) sample words that 

have senses within each of the domains, and 4) the first attested time period in which senses 

exemplifying the domain-to-domain mapping emerged.
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Figure 1. Summary of results on predicting historical directions in metaphorical sense mapping: 

a) Model accuracy in accounting for historical directions of domain-to-domain mappings. Bars 

indicate individual model performances, and the horizontal line indicates chance accuracy; b) 

Correlations among average empirical ratings of the variables; c) Weights on the six variables 

from multiple logistic regression.

We used 50% as the baseline representing the possibility that sources and targets are 

random with respect to our six variables. The results appear in Figure 1a. Overall, all models 

predicted directions in historical mappings above chance. In particular, externality (accuracy = 

73.9%) and concreteness (73.5%) were most accurate and roughly equivalent to one another. 

These were followed by intersubjectivity (60.7%), valence (59.6%), embodiment (56.7%), and 

animacy (52.6%). These results indicate that historical metaphorical mappings follow systematic 

and predictable directions, such that between a pair of domains, the domain that is rated higher 
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(or lower for the valence dimension) on these variables is more likely to be the source, and the 

remaining domain is more likely to be the target. 

          We next examined the degree of correlations among the six variables, seeking to 

understand which of these variables might be redundant with each other, and which variables 

might be less correlated and hence might offer complementary explanatory power to each other. 

Figure 1b shows the Pearson correlations between all pairs of variables. As can be seen, 

externality and concreteness were most strongly inter-correlated (r(400) = .84, p < .001). For this 

reason, we expected these variables to make similar predictions about mapping directions and for 

one to make little independent contribution to explaining the directionality of metaphorical 

mappings over the other. Intersubjectivity was most strongly correlated with both externality 

(r(400) = 0.44, p < .001) and concreteness (r(400) = .47, p < .001) among the remaining pairwise 

correlations. Animacy, embodiment, and valence were generally less correlated with other 

variables.

To take into account these patterns of inter-correlation, we investigated how well the six 

variables in combination predict the historical directions of metaphorical mappings, and the 

extent to which each variable contributes towards these predictions. We first formulated the 

problem using standard logistic regression. For each instance of the 4960 domain-to-domain 

mappings (indexed by i) recorded in the database, we coded the direction of mapping – the 

observation to be predicted (denoted by y) – between a pair of domains (A,B) as ‘0’ if the 

mapping was A → B (i.e. domain A serves as source) and ‘1’ if the mapping was A ← B (i.e. 

domain A serves as target).  We then created a 6-dimensional predictor x from the six candidate 

variables by taking the differences in mean ratings along these variable dimensions for all 

corresponding instances recorded:
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x = [ E[Animacy(A)] - E[Animacy(B)], …, E[Valence(A)] - E[Valence(B)] ] (3)

If our predictions about these variables are correct, we should expect some subset of them 

to account well for the historical directions of metaphorical mappings, and in ways consistent 

with our proposals about preferred directionality. To test this, we regressed y against x by 

minimizing the standard logistic loss function:

L(β) = ∑i log ( 1+exp(- βTxiyi) ) (4) 

Here β (or beta) is a vector of weights to be determined from the data. Each weight 

represents the relative contribution of each of the variable dimensions in accounting for the 

historical data, as an assessment of the theoretical proposals formalized in Equations (1) and (2). 

For example, if a higher mean rating along a variable dimension predicts a domain to be the 

source of metaphorical mapping (e.g. in the case of externality), we would expect the 

corresponding weight to be positively valued and significantly above zero if the contribution of 

the variable in question is substantial. In contrast, if a lower mean rating along a variable 

dimension predicts a domain to be the source (e.g. valence), we would expect the corresponding 

weight to be negatively valued and significantly below zero. 

To assess the degree to which the variables in combination predict the data, we applied 

10-fold cross validation, which is a common technique for evaluating predictive accuracy (e.g., 

Kohavi, 1995). At each round, we held out 10% of the data for the model to make predictions 

about, while fitting the model using the remaining 90% of the data. We repeated this procedure 

10 times, holding out a different set of data during each round, and computed the predictive 

accuracy on the held-out sets. The mean cross-validated accuracy of the logistic model was 

77.1%, indicating that there is a small advantage of predicting the historical data by allowing the 

variables to contribute simultaneously to explaining each mapping, as compared to fitting the 
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data by treating the variables in isolation (recall that in the latter single-variable method, the most 

accurate model was externality, at 73.9%).

To understand the contributions of the variables in accounting for the data, we visualized 

the distribution of their weights from the logistic regression analysis by fitting the data (Figure 

1c). To evaluate the significance of these weights, we performed statistical bootstrapping by 

resampling the data 10,000 times and re-estimating the weights from these bootstrapped trials. 

The results indicated that externality is the dominant factor underlying historical metaphorical 

mappings, as it received the largest weight among the six variables (p < .0001, beta = .436, 95% 

CI [0.380, 0.492]). The results also revealed that although embodiment (p < .0001, beta = .127, 

95% CI [0.078, 0.176]), valence (p < .01, beta = -.093, 95% CI [-0.164, -0.023]) and 

concreteness (p < .002, beta = .119, 95% CI [0.047, 0.191]) received smaller weights than 

externality, their contribution was nevertheless significant. Finally, animacy (p = .24, beta = 

.025, 95% CI [-0.016, 0.065]) and intersubjectivity (p = .121, beta = -.065, 95% CI [-0.147, 

0.017]) did not have significant weights.  

Because the standard logistic model did not incorporate variable selection, it is possible 

that the set of significant variables we described might contain redundancy. For example, the 

correlation analysis we described showed that externality is highly correlated with concreteness. 

To address this issue, we performed an additional analysis by incorporating variable selection 

within logistic regression, via an L1-penalized sparsity constraint. In particular, instead of 

minimizing the loss function in Equation (4), we imposed a penalty term in the minimization 

procedure:

LL1(β) = L(β) + λ ∑j | βj | (5)

Here j indexes the weights on the six variable dimensions, and by summing | βj | over 
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these dimensions this formulation introduces a sparse penalty on the L1 norm of the weights 

(hence this penalty will shrink variable weights towards zero if the corresponding variables 

contribute trivially or redundantly towards explaining the data, effectively incorporating variable 

selection in the minimization procedure). λ determines the relative weighting between the 

original loss function L(β) and the L1 norm and is typically a tuning parameter. To probe the key 

variables in a comprehensive way, we examined the full regularization path by varying the λ 

value systematically from 1 to 1000 in 50 equal steps in the log space.

Figure 2 shows how the distribution of weights varied in the regularization path we 

probed. The result indicated the emergence of three key variables – externality, embodiment, and 

valence – which retained their weights as the λ value increased. At the same time, other variables 

were either minimal (e.g., animacy contributed trivially towards explaining the data and hence its 

weight was minimal) or shrunken towards zero as a result of the sparsity constraint (e.g., 

concreteness correlates highly with externality and its weight tended towards zero as the λ value  

increased). The signs of weights on the key variables were also informative and consistent with 

our theoretical predictions, indicating that domains receiving high ratings along externality and 

embodiment dimensions have commonly served as sources of metaphorical mapping, whereas 

domains receiving low ratings along valence (i.e. neutral domains) commonly served as targets 

of metaphorical mapping.
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Figure 2. Visualization of variable weights in the regularization path of sparse logistic 

regression. Positive weights indicate that domains rated higher along a variable dimension (e.g., 

externality) tend to serve as source in metaphorical mapping. Negative weights indicate that 

domains rated lower along a variable dimension (e.g., valence) tend to serve as target in 

metaphorical mapping. 

Taken together, these analyses indicate that externality (or concreteness, with which it is 

highly correlated) plays a dominant role in predicting the directionality of historical metaphorical 

extension. Also, these analyses suggest that externality, embodiment, and valence together define 

a relatively orthogonal space that helps explain the directionality of the majority of recorded 

metaphorical mappings. These findings provide the first large-scale evidence for the idea that 

metaphorical senses have developed across history in systematic and predictable ways, 

constrained by a relatively compact set of psychological dimensions.
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Figure 3 visualizes trends in the historical metaphorical mappings among the 400 

semantic domains in a binary matrix. Each non-zero entry (i.e., white dot) in the matrix records 

the presence of a recorded mapping between a pair of domains. To verify that variables such as 

externality best explain the data, we took a bottom-up, data-driven approach, and applied a 

principal components analysis to this matrix and correlated the first eigenvector – the dimension 

that accounts for the most variability in the data – against the domain ratings of the six variables. 

Our independent measures of externality (r(400) = 0.349; p < .0001, Bonferroni-corrected) and 

concreteness (r(400) = 0.342; p < .0001, Bonferroni-corrected) – but not the other variables (p > 

0.05, all Bonferroni-corrected) – were significantly correlated with the first eigenvector, 

confirming the dominant role of these psychological dimensions in explaining the directionality 

of metaphorical mappings in history.
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Figure 3. Visualization of source-target mappings among the 400 domains. Each white dot in the 

matrix shows a source domain (in the rows) that has been metaphorically mapped to a target 

domain (in the columns). Due to the large number of domains, we only plot every tenth domain 

(following the order in the MME database).

3.2 Analysis II: Identifying the source and target domains of metaphorical mapping
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Our analyses so far have focused on metaphorical mappings arising at different time 

points in history, but the outcome of these diachronic changes should also be reflected in more 

global, time-independent asymmetries as to which domains tend to be the sources of 

metaphorical extension, and which the targets. We next examined the extent to which the 

candidate variable dimensions explain the source-target asymmetry of specific semantic 

domains, by collapsing data across time points. 

To quantify the degree of source-target asymmetry in the metaphorically mapped 

domains, we formally defined the asymmetry index (AI) as the difference between two 

probabilities:

AI = p(source) – p(target)        (6)

Here, p(source) is the probability of a domain (D) serving as a source of metaphorical 

mappings across all time points (indexed by t) in history (i.e., a synchronic summary of “source” 

strength), and p(target) is the probability of a domain being a target of metaphorical mappings 

across time points (a synchronic summary of “target” strength). 

We computed these probabilities on a per domain basis by summing all cases of 

metaphorical mapping where a domain served as a source or target respectively as recorded in 

the historical data set and normalized them by the total number of mappings:

p(source) = ∑ I(D=source) / Number of mappings,            

p(target) = ∑ I(D=target) / Number of mappings        (7)

It follows from this measure of source-target asymmetry that a high positive value of AI 

should indicate a strong source domain, whereas a low negative value of AI should indicate a 

weak source (or strong target) domain. Table 2 lists the strongest source and target domains in 

the dataset based on the asymmetry index measure we described.
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Table 2. Strongest source and target domains across history

Strongest sources Strongest targets

Textiles

Supernatural

Digestive organs

Hardness

Softness

Ruminants

Cultivated plants

Wetness

Darkness

Solidity and density

Excitement

Pride

Anger

Hatred and hostility

Bad

Behaviour and conduct

Money

Literature

Fear

Vigorous action and degrees of violence

We then computed Pearson correlations between each domain's asymmetry index and its 

mean empirical rating for each of the variable dimensions. Figure 4a summarizes the results. 

Ratings for all variable dimensions except for those of animacy (r(400) = .09, p > .250) 

correlated significantly with the asymmetry indices (p < .01 for the five candidate variables). 

Specifically, externality (r(400) = .46, p < .001) and concreteness (r(400) = .42, p < .001) 

showed the highest strengths of correlation, consistent with their leading roles in predicting 

directions of metaphorical mappings (see Section 3.1). Intersubjectivity (r(400) = .22, p < .001) 

and embodiment (r(400) = .13, p < .009) were also moderately correlated with the asymmetry 

indices. These results suggest that domains that are external, concrete, embodied, and share a 
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conceptualization across people tend to serve as sources of metaphorical mappings across 

history. Finally, valence negatively correlated (r(400) = -0.19, p < .001) with asymmetry, 

suggesting that more valenced domains tend to be targets of metaphorical mappings, also 

consistent with the analyses reported in Section 3.1.

Figure 4. Summary of results on identifying source and target domains of metaphorical sense 

mapping: a) Accounting for the source-target asymmetry of domains from individual variables, 

b) The relative weighting of these variables as estimated by multiple linear regression.

            Again taking into account the inter-correlated nature of the variables, we performed a 

multiple linear regression to estimate the relative contributions of the six variables. We expected 

the most important (and orthogonal) predictor ratings to be weighted the highest when regressed 

against the asymmetry indices. Figure 4b shows the relative contributions of these variables as 

reflected by their weights. The regression fit had a Pearson r(393) = 0.42,  p < .001. The 

candidate variable with the largest absolute weight was externality (p < .001, beta = .007, 95% 
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CI [0.0037, 0.0093]), followed by embodiment (p < .09, beta = .0019, 95% CI [-0.0002, 0.0040]) 

and valence (p > .250, beta = -.001, 95% CI [-0.0026, 0.0007]), although neither of the latter two 

variables contributed significantly beyond externality. This result provides a synchronic 

confirmation to the results from the analyses presented in Section 3.1, which found that the same 

set of variables accounted for most of the variance in explaining metaphorical mapping 

directions during different historical epochs.

Figure 5 provides two concrete examples illustrating the power of the externality variable 

in explaining the direction of metaphorical mappings. “Water” was rated as a highly external 

domain (mean externality rating = 6.2 out of 7), and as shown, almost all metaphorical mappings 

involving this domain in our dataset consisted of projections from this domain to other domains, 

exemplifying the principle that external domains tend to act as sources of metaphorical mappings 

across history. In contrast, “Mind” was rated as a highly internal domain (mean externality rating 

= 1.4), and as shown, almost all mappings involving this domain were projections from other 

domains to this domain, exemplifying the principle that internal domains tend to be the targets of 

metaphorical mappings.      

          Taken together, our diachronic (Section 3.1) and synchronic (Section 3.2) analyses suggest 

that metaphorical sense extensions are highly systematic and constrained by a compact set of 

variables.
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Figure 5. Visualization of historical metaphorical mappings in two domains: “water” (Panel A) 

and “mind” (Panel B). Arrows between domains indicate historical directions of metaphorical 

mapping. The domains linked by arrows have served either as sources or targets to the domain in 

question. (The year in parentheses indicates the time period of the first appearance of the 
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domain-to-domain mapping in history.) The domains not connected to the arrows are randomly 

chosen reference domains, a subset of the 400 domains which are shown as gray dots projected 

onto a low-dimensional space via principal components analysis using the empirical ratings for 

the six variables. The two principal components correspond roughly to a concrete-to-abstract 

dimension (from right to left in the horizontal dimension), and an embodied-to-disembodied 

dimension (from top to bottom in the vertical dimension).

3.3 Analysis III: Assessing externality through time

The analyses presented in Sections 3.1 and 3.2 have indicated that externality is the 

strongest factor in explaining the direction of historical metaphorical mappings. As discussed 

before, external domains could commonly provide a source of metaphorical mappings if they are 

the most cognitively available and accessible to extend further. To further understand if the 

External→Internal mapping is a privileged direction of semantic change, we tested whether 

external domains have remained a strong source of metaphorical mappings throughout history. 

An alternative possibility is that externality is a strong predictor only at the very earliest points in 

history (e.g., because external ideas tend to be lexicalized earlier), such that external domains 

have only served as sources of metaphorical mappings during these periods.

To distinguish between these two possibilities, we performed a time-course analysis that 

examined the strength of external domains as sources over times. Specifically, we categorized 

the available domains in our data set as “external” or “internal” depending on whether the ratings 

of externality for each domain were higher or lower than “4” (the middle scale value between 

highly external “7” and highly internal “1”; Our results obtained regardless of the exact threshold 

used to separate external and internal domains). Then, we computed the source probability 
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(described in Section 3.2) for each of the two groups of domains at each of the available 

historical time points provided in the corpus. If externality serves as a strong predictor for 

metaphorical mappings mainly due to the lexicalization of external concepts at the earliest points 

in history, the source probability for external domains should on average be higher than for 

internal domains, but this difference should decrease over time. On the other hand, if 

External→Internal is a privileged direction of semantic change, external domains should have 

greater source probabilities than the internal domains across time.

Our analyses support the second possibility (see Figure 6). Specifically, external domains 

had significantly higher source probabilities than internal domains throughout the 1300-year 

period (joint p < .001, n = 18 time points with Fisher's method; time point with minimal p < 

7.71e-011, t(396) = 6.57; time point with maximal p < .035, t(396) = 1.81). Also, source 

probabilities for the external domains did not differ significantly between the initial and end 

periods (p > .250, t(476) = -.29). 

Figure 6 shows a comparison of external domains against embodied (vs. less-embodied) 

and valenced (vs. less-valenced) domains, with results obtained via parallel analyses to those 

used for externality.1 In contrast with externality, embodied and valenced domains did not serve 

as sustained sources for metaphorical mappings across time. Specifically, embodied domains 

tended to be sources of metaphorical mapping only earlier in history (possibly because concepts 

in these domains were lexicalized earlier in time), whereas valenced domains acted as weak 

sources of metaphorical mappings, but only later in historical time. Together, these observations 

are consistent with the idea that External→Internal is a privileged basis for metaphorical 

mapping, with concepts from more external domains providing a means for communicating 

1   We found concreteness to be highly similar to externality, and we found no statistical 

significance for animacy and intersubjectivity. For conciseness, we omit presenting these results.
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about concepts from more internal domains.

Figure 6. Mean source probabilities over time for domains partitioned along three variable 

dimensions: externality, embodiment, and valence. The vertical bars represent standard errors 

above and below the mean. The dots and stars above the bars indicate significant differences 

between high and low groups (at a given time point) at p < .01 (uncorrected) and p < .01 

(Bonferroni-corrected for multiple comparisons across all time points).

4. Discussion

The present study focused on one of the key mechanisms through which words gain new 

meanings: metaphorical mapping. By drawing on an historical record of semantic change in 

English, we evaluated – on a large scale – whether new metaphorical word senses have 

developed in systematic directions. We discovered that a compact set of variables including 

externality and embodiment account for directionality in the majority of recorded metaphorical 

mappings between domains, dating back 1100 years. Specifically, we found that, given a pair of 

domains, the domain with the higher mean rating along these variables will more commonly be 

the source of metaphorical mapping, and the domain with the lower mean rating will more 

commonly be the target. Furthermore, we found that externality – the strongest predictor – 

explained the direction of metaphorical mappings throughout the history of English, and not just 
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for an initial period early in English vocabulary development.

Our findings lend the strong support to the idea that the evolution of metaphorical 

polysemy proceeds in systematic ways. The six variables that we explored were motivated by 

communicative and cognitive considerations, drawing upon theories of cognition and language. 

Our analyses provide evidence that the large majority of directions of metaphorical extensions 

over history can be explained by a compact set of variables, which suggests that metaphor 

provides an efficient way of compressing emerging meanings into an existing lexicon, without 

requiring the construction of word forms de novo. Our work thus extends previous studies about 

communicative and cognitive constraints on synchronic features of language such as word length 

(Piantadosi, Tily & Gibson, 2011; Zipf, 1949) and semantic structures (Kemp & Regier, 2012; 

Regier, Kemp & Kay, 2015) to explain the evolution of metaphorical polysemy in the lexicon 

(cf. Geeraerts, 1997; Blank, 1999). The current work also contributes to a comprehensive 

assessment of metaphorical thought by connecting previous theories of metaphor such as the 

Conceptual Metaphor Theory (Lakoff & Johnson, 1980: Reddy, 1979) with historical data of 

language change at scale.

 In many respects, our finding – that the directionality of historical metaphorical sense 

extensions is highly systematic – is surprising. Due to the ever-changing cultural conditions and 

resultant communicative needs that have pressured words to develop new senses (cf. Aitchison, 

2001), metaphorical sense extensions could have in principle been varied and unpredictable 

across words. It is clear that cultural conditions and communicative needs have shaped 

metaphorical extension in many cases. For instance, mouse would never have been extended to a 

computer accessory if the invention of the computer had not come about, nor would file or folder 

have been extended from objects held in the hand to virtual ones without specific cultural 
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developments. Our data demonstrate that, in spite of the effects of complex and dynamic cultural 

conditions, there is an underlying regularity to the direction of metaphorical sense extension 

driven by measurable communicative and cognitive principles. 

 Our results leave open exactly why variables such as externality were reliable predictors 

of directionality in metaphorical mappings across history. On the one hand, these results could be 

taken to support theories emphasizing the role of metaphor in thought including Conceptual 

Metaphor Theory. By these accounts, ideas tied to human experience and sensation provide 

anchors for thinking about more abstract ideas. As such, more external (and embodied) word 

meanings are predicted to be well understood and richly structured, and to provide a source of 

mappings for ideas that are more difficult to understand. Alternatively, our results may not reveal 

that abstract concepts are understood in terms of external and embodied concepts, per se, but 

rather, that external and embodied word meanings are easier to achieve shared reference for and 

to learn (Srinivasan & Carey, 2010; Thibodeau & Durgin, 2008) because of their salience and 

physical availability in experience. It is also possible that external meanings tend to be more 

frequent, and may thus be easier to retrieve for speakers who wish to communicate new ideas 

(Hanley et al., 2013; cf. Winter, Thompson, & Urban, 2014). Relatedly, more external concepts 

may tend to prime more internal concepts than vice versa, contributing to directionality in 

language change (e.g., Jaeger & Rosenbach, 2008). Regardless of how these issues are resolved, 

our findings support the idea that metaphorical polysemy has been shaped by cognitive and 

communicative pressures in ways that facilitate the efficient creation, learning, and use of new 

word senses. 

Our work raises questions for future research in computational approaches to semantic 

change and polysemy. First, our analyses examined metaphorical sense extensions at the level of 
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semantic domains. In the future, it would be valuable to assess the systematicity of sense 

extensions at the level of individual words, which would require a different source of data. 

Second, although the database we examined is large, it is not an exhaustive set of metaphorical 

mappings in English language history. Ultimately, it would be desirable to have a full record of 

mappings to assess. Third, we also note that the variable ratings of the semantic domains that we 

used in our analyses were based on intuitions from subjects living in the present era, as opposed 

to in the past.  Although we see no reason for why this would be the case, in principle these 

semantic domains could have been perceived differently in the eras in which metaphorical 

extensions were created (e.g., in terms of their externality, embodiment, etc.). Future analyses 

could confirm the validity of the ratings we obtained by seeking other converging forms of 

historical evidence.

More broadly, our analyses focused only on the directionality of metaphorical mappings, 

and whether some domains more commonly serve as sources, and others more commonly as 

targets. However, our findings leave open how speakers decide which concepts from source 

domains to employ when they wish to communicate about a new idea in a target domain (e.g., 

Zhang, Geeraerts & Speelman, 2015): For example, what led speakers to the choose the physical 

action meaning of grasp – as opposed to some other external and embodied word meaning – to 

communicate about the comprehension of ideas? Addressing this problem would presumably 

require in-depth knowledge about structural similarities between concepts in different domains 

and their retrieval probabilities, to help explain which mappings are possible. Additional work is 

also required to explore whether the principles that underlie metaphorical sense extension can be 

applied to explain other mechanisms of word sense extension, such as metonymy and semantic 

chaining (e.g., Lakoff, 1987; Xu, Regier & Malt, 2016; Ramiro, Malt, Srinivasan & Xu, in 
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press), and whether models that are successful in predicting English data fare as well in 

predicting semantic evolution in other languages. The latter is particularly important for 

supporting the claim of general cognitive and communicative principles as drivers of systematic 

sense extension. Finally, it will also be important to understand the socio-cultural factors that 

explain the rise or fall in communicative needs for different semantic domains. The current work 

provides an empirical approach for further explorations into the evolution and nature of word 

meaning.
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1 Experimental instructions on rating elicitation

1.1 Animacy

Phrases can refer to animate things - that is, things that are alive (whether they can move
on their own, like people or can not move on their own like plants). For example, “little
baby” refers to something that is alive.

Phrases can also refer to inanimate things - that is, things that are not alive. For example,
“heavy rock” refers to something is not alive.

Your task is to rate a list of phrases on how animate what they refer to is. Phrases that
refer to living things should receive a high animacy rating. Phrases that refer to non-living
things should receive a low animacy rating.

Please read each phrase and its definition carefully. Then, use the scale below to judge the
animacy of what each phrase refers to, with 1 meaning the “highly inanimate” and 7 the
“highly animate.” For example, you might give “little baby” a 6 or 7 and “heavy rock” a 1
or 2. Please enter a number from the scale next to each phrase.

1.2 Concreteness

Phrases can refer to concrete things - that is, things that can be seen, heard, felt, smelled or
tasted. For example, a “red chair” can be experienced by our senses and therefore is high
in concreteness.

Phrases can also refer to abstract things - that is, things that cannot be experienced by
our senses. For example, “criminal justice” cannot be experienced by the senses and is very
abstract.

Your task is to rate a list of phrases on the concreteness of what they refer to. Phrases that
refer to objects, materials or persons should generally receive a high concreteness rating.
Phrases that refer to things that cannot be experienced by the senses should receive a low
concreteness rating.

Please read each phrase and its definition carefully. Then, use the scale below to indicate
the concreteness of what each phrase refers to, with 1 meaning the “highly abstract” and
7 the “highly concrete.” For example, you might give “red chair” a 6 or 7 and “criminal
justice” a 1 or 2. Please enter a number from the scale next to each phrase.

1.3 Embodiment

Phrases can refer to things that are embodied - that is, things that we experience directly
and physically through our bodies. For example, “standing erect” or “throwing the ball”
are things that we experience directly through our bodies.

Phrases can also refer to things that are not embodied - that is, things that we do not
experience directly and physically through our bodies. For example, “true justice” refers to
something that we do not experience directly through our bodies.

Your task is to rate a list of phrases on how embodied what they refer to is. Phrases that refer
to things that we experience directly through our bodies should receive high embodiment
ratings. Phrases that refer to things that we do not experience directly through our bodies
should receive a low embodiment rating.

1.4 Externality

Phrases can refer to external things - that is, things that exist in the world around us. For
example, “black dog” refers to something that exists in the external world.

Phrases can also refer to internal things - that is, things that exist within ourselves, such as
within our minds. For example, “happy thoughts” refers to something that exists internally.

Your task is to rate a list of phrases on the externality of what they refer to. Phrases that
refer to things that exist in the world around us should receive a high externality rating.
Phrases that refer to things that exist within ourselves should receive a low externality rating.
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Please read each phrase and its definition carefully. Then, use the scale below to indicate
the externality of what each phrase refers to, with 1 meaning the “highly internal” and 7 the
“highly external.” For example, you might give “black dog” a 6 or 7 and “happy thoughts”
a 1 or 2. Please enter a number from the scale next to each phrase.

1.5 Intersubjectivity

Phrases can refer to things that people experience the same way and agree about. For
example, we tend to agree about whether something is a “spotted thing” because people
perceive spots in similar ways.

Phrases can also refer to things that people experience in different ways, and may not agree
about. For example, we tend to disagree about whether something is a “beautiful thing”
because people perceive beauty in different ways.

Your task is to rate a list of phrases on how similarly-experienced and agreed upon what
they refer to is by different people. Phrases that refer to things that people experience the
same way and agree about should receive high ratings. Phrases that refer to things that
people experience in different ways and disagree about should receive low ratings.

Please read each phrase and its definition carefully. Then, use the scale below to indicate
the how similarly-experienced and agreed about what each phrase refers to is, with 1 mean-
ing “very similarly-experienced and agreed about” and 7 “very differently experienced and
disagreed about.” For example, you might give “spotted thing” a 6 or 7 and “beautiful
thing” a 1 or 2. Please enter a number from the scale next to each phrase.

1.6 Valence

Some phrases evoke positive emotional responses from people - that is, things that make us
feel happy, pleased, satisfied, contented, or hopeful. For example, “happy puppy” refers to
something that evokes positive emotional responses.

Other phrases evoke negative emotional responses from people - that is, things that make us
feel unhappy, annoyed, unsatisfied, melancholic, despairing, or bored. For example, “dying
puppy” refers to something that evokes negative emotional responses.

Your task is to rate a list of phrases on how positive or negative what they refer to makes
you feel. Phrases that refer to something that makes you feel completely happy, pleased,
satisfied, contented, or hopeful should receive a high positivity rating. Phrases that refer
to something that makes you feel completely unhappy, annoyed, unsatisfied, melancholic,
despairing, or bored should receive a low positivity rating.

Please read each phrase and its definition carefully. Then, use the scale below to indicate
the positivity of what each phrase refers to, with 1 meaning the “highly negative” and 7 the
“highly positive.” For example, you might give “happy puppy” a 6 or 7 and “dying puppy”
a 1 or 2. Please enter a number from the scale next to each phrase.
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2 Semantic domains and mean variable ratings

Domain Anim. Conc. Embod. Exter. Intersub. Val.

The world, the earth 5.7 5.41 5.31 6.63 4.5 5.26
Region of the earth 2.35 5.89 2.12 6.65 5.53 4.53
Cardinal points 2.6 3 2.65 5.4 5.4 4.26
Land and islands 2.67 5.87 2.53 6.79 4.59 5
Landscape, high and low land 2.41 5.43 3.07 6.44 4.65 5.26
Level land and marshes 3.95 5.95 3.19 6.56 4.25 4.1
Wild and fertile land 3.76 5.18 3 6.65 3.75 5.45
Body of water 3.71 6.18 3.06 6.76 4.5 5.11
Rivers and streams 5.05 6.42 2.58 6.65 4.86 5.45
Sea 4.06 6.14 3.29 6.89 5.6 4.5
Lakes and pools 3.68 6.63 1.88 6.74 4.56 5.62
Ice 2.35 6.63 3.56 6.39 5.07 3.68
Tides, waves and flooding 3.71 6.26 3.05 6.61 4.69 5.05
Named regions of earth 1.83 4.76 2.85 5.47 3.8 4.32
Geological features 1.47 5.95 3.2 6.65 4.9 4.79
Minerals 2.53 5.95 3.95 6.81 4.73 4.76
Earth science 2.61 4.07 4.18 5.9 4.44 4.59
Universe and space 3.65 4.38 3.18 6.56 4.12 5.11
Celestial sphere 2.93 3.19 2.5 4.72 5.38 5.43
Sky 3.06 5.53 2.18 6.5 4.88 5.29
Heavenly body 3.45 6.16 4.06 6.41 4.56 5.67
Planets and satellites 3.9 5.4 3.56 6.8 4.75 5.55
Stars 3.35 5.23 2.38 6.79 3.64 6.2
Sun 2.83 6.44 3.4 6.88 4.73 5.47
Constellations and comets 3.8 5.72 1.82 5.89 4.27 5.79
Astronomy 2.8 4.64 2.45 5.78 4.8 5.35
Astrology 2.1 3.68 2.37 3.83 3.55 4.14
Atmosphere and weather 2.94 4.64 4.29 6.28 3.47 4.9
Life 5.94 2.88 5.88 2.94 5.4 5.89
Birth 4.73 3.94 5.18 4.42 5.38 5.84
Age 2.65 4.84 4.65 4.72 4.85 4.05
Biological sex 4.11 6.06 6.29 4.28 3.65 4.7
Absence of life 1.44 2.81 2.95 3.4 3.81 2.05
Biology 4.24 5.11 4.65 5.71 5.07 5.55
Biological processes 5.65 4.59 5.29 3.95 4.33 5.3
Natural habitats and taxonomies 4.2 5.37 2.76 6.05 4.12 4.95
The human body 5.94 6.11 6.81 5.33 3.76 4.85
Bodily shape and strength 4.3 4.88 5.63 5.06 4.4 5.4
Body parts 5.5 6.27 5.56 6.11 3.67 4.05
Skin 5.2 6.47 5.12 6.4 4.93 4.63
Hair 3.9 6.39 6.28 6.33 5.8 4.43
Bodily tissue 5.47 6.53 6.1 5.33 5.2 4.41
Bones, muscles and cartilage 4.6 5.77 6.29 5 5.13 4.45
Sense and speech organs 5.55 6.06 6.47 4.83 3.88 5.26
Internal organs 6.13 6.33 6.35 4.94 5.1 4.18
Digestive organs 6.2 6.53 6.06 4.95 5.15 3.82
Bodily secretion 4 5.5 5.38 6.06 4.35 3.2
Bodily excretion 4.8 5.56 5.69 5.83 4.25 2.41
Sex organs 5.85 6.53 5.59 5.3 4.75 4.88
Respiratory system 5.82 5.59 6 4.94 4.65 4.75
Vascular system 5.4 4.86 6.41 4.35 5.53 4.85
The brain and nervous system 5.88 6 5.67 5.05 5.6 4.76
Human anatomy 5.6 5.89 5.85 5.24 5.5 4.71
Death 3 4.05 5.53 3.62 4.05 1.63
Dead person 2.6 5.18 5.12 6.3 4.88 1.7
Manner of death 3.17 4.75 5.06 2.94 4.4 2.8
Cause of death 3.41 3.5 5.25 5.17 4.8 2.05
Killing 4.05 5.11 5.35 5.86 4.73 1.45
Burial and cremation 3.47 5.28 4.82 5.65 4.2 2.32
Mourning and obsequies 5.24 2.27 4.86 2.06 3.33 1.53
Health 4.8 4 6.47 2.89 4 6
Ill-health 3.87 4.53 5.35 3.4 4.56 1.58
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Mental health 4.24 2.24 5.18 1.56 3.6 4.3
Healing and treatment 3.85 3.74 5.72 4.1 4.2 5.9
Humankind 6.41 5.11 4.08 4.8 4.25 4.53
Person 6.55 6.53 6.44 5.06 5 5.75
Male person 6.47 6 5.76 6.44 4.47 4.57
Female person 6.95 5.87 6.24 6 4.24 5.6
Baby and young person 6.67 6.21 6.19 6.43 4.13 5.95
Adult and middle-aged person 5.9 6 5.85 5.38 3.95 4.62
Old person 5.95 6.24 5.82 5.56 4.4 4.55
Races and nations 3.55 4.94 3.8 4.9 3.7 4.42
Animals 6.71 6.31 3.69 6.83 5 5.57
Animal categories, habitats and behaviour 4.7 3.56 2.5 5.81 5.15 4.39
Groups of animals 5.8 6.06 2.82 6.05 6 4.81
Animal bodies 6.7 5.86 4.41 6.82 5.53 4.76
Insects and other invertebrates 6.7 5.71 4.38 6.72 5.07 3.25
Fish 6.5 6.56 2.88 6.44 5.75 4.32
Amphibians 6.35 6.44 4.69 6.48 4.2 5
Reptiles 6.44 6.37 4.78 6.83 5.8 4.12
Birds 6.68 6.69 5.82 6.65 4.76 5.29
Classes of mammals 6.05 4.86 4.41 6.25 5.35 5.05
Felines 6.42 5.21 3.71 6.35 4.38 4.9
Canines 6.06 6.38 3.5 6.38 5.87 5.9
Other clawed mammals 6.72 5.57 4.94 7 3.71 3.95
Rhinoceroses and general ungulates 6.71 5.86 3.71 6.43 5.32 4.09
Horses and elephants 6.59 6.4 4 6.82 5.53 4.95
Pigs 6.7 6.56 3.45 6.82 5.87 3.76
Ruminants 6.29 6.44 4.31 6.29 4.4 3.42
Bats, aardvarks, flying lemurs and tree-shrews 6.64 6 4.72 6.65 5.93 3.65
Primates 5.85 6.38 5.29 6.42 3.8 4.59
Zoology and taxidermy 4.11 4.92 4.39 6.1 3.87 3.68
Plants 5.67 6.75 3.59 6.65 4.07 5.76
Flowers and grasses 4.39 5.79 4 6.8 4.53 5.9
Trees and shrubs 5.13 6.36 2.35 6.8 5.14 5.42
Cacti, ferns, moss and algae 5.13 6.13 3.12 6.62 4.93 3.9
Cultivated plants 4.61 6.56 3.92 6.72 5.13 4.74
Weeds 5.59 6.58 3.69 6.58 4.4 2.5
Botany 3.75 4.5 3.69 6.12 4.87 4.71
Food and eating 4.47 5.59 6.25 5.83 4.93 5.57
Drinks and drinking 2.8 5.88 6.41 5.9 4.88 4.79
Farming 5.56 5.64 4.35 6.11 5.13 4.71
Hunting and fishing 5.25 6.16 5.9 6.32 4.47 3.47
Textiles 2 6.14 4 6.68 5.67 4.42
Clothing 2.22 6.29 4.71 6.41 4.73 5.1
Physical sensation 4.4 4.13 5.59 2.94 4.1 5.14
Sleep 3.9 4.71 5.82 3.05 5.8 6.19
Awake 5.32 3.75 6.47 3.06 4.6 5.44
Weariness 3.73 3.11 5.5 1.72 3.7 2.48
Invigoration 5.94 2.29 4.33 2.95 4.1 6.4
Sexual relations 5.33 4.42 6.06 3.76 4.6 5.55
Drug use 3.71 4 5.78 4.5 4.6 1.63
Poison 3 6.11 5.59 5.6 4.27 1.33
Touch 5.1 5.21 6.38 5.1 4.47 5.65
Taste 4.5 4.86 5.19 2.89 4.06 5.33
Smell 3.76 4.47 6.06 3.4 4 4.68
Sight 3.9 3.88 5.53 3.52 4.89 5.75
Hearing and Noise 2.73 4.13 5.06 3.68 5.27 4.91
Cleanness 3.11 4.63 5.17 5.47 4.67 6.15
Dirtiness 2.65 4.82 3.76 5.29 3.6 1.95
Alchemy 2.75 2.25 2.47 4.35 4.47 3.95
Chemistry 3.35 3.64 4.47 5.22 4.71 4.94
Weight, heat and cold 2.13 6.37 5.63 6.05 4.41 3.8
Solidity and density 1.8 4.47 3.63 5.39 4.12 4.68
Lack of density 1.8 4.58 3.29 4.8 3.6 2.79
Granular texture 2.3 6.26 4.94 6.45 4.07 3.64
Fine and coarse texture 2.79 5.81 5.92 5.11 4.27 4.45
Strength 3.8 4.22 5.94 4.56 4.25 5.76
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Weakness 2.59 3.31 5.35 2.65 4.53 1.68
Hardness 1.87 4.4 5.22 5.71 3.13 3.57
Softness 2.15 4.5 4.35 5.65 3.47 5.68
Unctuousness 3.33 3.06 4.48 2.24 3.33 2.24
Semi-fluidity 2.8 4.95 4.12 6.22 4.31 4.29
Liquid 4.12 5.71 3.12 6.41 4.92 4.32
Water 3.41 6.25 4.24 6.19 5.7 5.95
Humidity 2.35 5.18 3.48 6.24 5.4 3.42
Wetness 2.93 5.81 4.88 6.28 4.2 3.85
Leaking and outpouring 2.8 4.47 3.81 6.05 4.87 3.15
Flowing and floating 3.85 5.05 4.19 4.78 3.87 5.22
Dryness 1.78 5.63 5.61 5.57 4.33 3.1
Gas 3.85 4.81 2.31 6.1 5.35 3.41
Air 3.45 4.16 3.75 5.83 4.6 5.2
Physics and mechanics 3.05 4.5 3.95 5.58 4.41 4.43
Electromagnetism and atomic physics 2.72 4.5 3.76 5.35 4.05 4.38
Light 3.3 5.32 4.48 6.43 4.6 6
Flickering and glowing light 3.27 5.13 3.18 6.06 4.07 4.48
Illumination 3.3 5.89 3.75 6 4.87 5.58
Reflection 2.7 6 2.77 5.71 4.47 5.16
Natural light 2.13 4.47 3.24 5.85 3.93 6.21
Artificial light 3 3.67 2.88 5.47 4.47 4.35
Fireworks 3.65 6.56 3.24 6.72 4.47 5.36
Transparency and opacity 2.11 3.8 2.7 4.56 4.4 4.68
Darkness 1.61 3.89 3.53 5.6 3.9 2.26
Colour 2 5.11 2.71 5.41 4.65 5.71
Individual colours 2 4 2.06 5.1 4.07 4.74
Pattern and variegation 2.95 4.69 3.69 5.35 3.94 4.37
Good condition 2.65 4.17 4.24 4.21 3.64 5.74
Bad condition 2.44 2.56 3.5 4.14 4 1.45
Existence and its attributes 3.8 2.11 3 2.26 3.87 4.9
Creation 3.7 3.58 3.5 5.35 4.33 5.81
Destruction 3.78 4 4.43 5.19 4.73 2.05
Causation 4.2 2.29 2.94 3.7 4.2 4.45
Occurrence 3.25 3.47 2 4.4 4.47 4.45
Space 3.05 4.44 2.6 5.94 4.27 4.63
Distance 1.82 4.38 3.15 5.95 3.53 4.26
Size and spatial extent 2.22 5.56 3.1 5.88 4.31 4.47
Shape 3.65 5.68 3.76 5.76 4.2 4.79
Place and position 1.82 4.77 4.41 6.16 5.2 4.67
Relative position 2.5 2.53 4.25 5.15 3.67 3.9
Direction 2.65 3.31 2.46 5.05 4.57 4.89
Time 3.55 2.86 2.65 4.1 5.33 3.95
Duration in time 2.71 3.61 3.29 4.06 4.53 4.35
Occasion 2.9 3.78 2.29 4.06 4.24 6.15
Period of time 2.18 3.58 2.89 4.95 4.6 4.21
Day and evening 2.4 4.69 3.11 6.25 5.06 5.05
Night 1.72 5 2.24 6.12 4.89 4.1
Measurement of time and relative time 2.12 4 2.47 4.59 5 4.47
Suitability of time 2 2.64 2.35 4.26 4.13 5.05
Frequency 2.25 2.88 2.12 4.78 3.73 4.21
Change and permanence 2.28 1.84 2.82 3.06 3.79 4.37
Movement 4.41 4.22 5.5 5.81 4.63 5.15
Types of movement 4.65 4.29 6.22 4.67 3.06 5.05
Progressive movement 3.76 3 5.41 3.24 4.36 5.45
Rate of movement and swift movement 3.35 4.26 5.76 5.33 4.93 4.79
Slow movement 3.72 4.26 4.15 5.53 4.6 3.52
Movement in a specific direction 3.6 4.23 5.2 5.11 4.24 4.53
Transference 4.18 3.22 5.71 5.33 4.13 4.45
Impulse 4.83 2.91 3.44 3.06 3.94 4.85
Impact 3.82 5.31 6.18 5.74 4.27 2.32
Immobility and restlessness 3.4 3.26 5.85 3.33 4.13 2.16
Operation and influence 2.4 2.4 3.12 3.78 4.42 4.65
Action 4.24 3 4.94 4.29 4.4 4.76
Preparation and undertaking 5.33 2.57 4.28 3.72 4.4 5.29
Repetition 3 4.21 4.18 3.82 3.87 3.67
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Continuation 3.24 2.79 2.41 4.06 3.75 4.32
Completion 2.6 2.81 3.19 3.5 4.47 6
Cessation 3.11 4.42 4.19 4.58 4.9 3.67
Inaction 2.83 2.71 3.47 2.33 4.14 1.82
Endeavour 4.15 2.18 3.33 2.67 4.07 5.05
Difficulty 3.12 2 3.67 2.47 3.3 2.91
Easiness 2.55 1.94 3.29 2.43 3.67 5.29
Restoration and recovery 3.29 3.5 5 4.17 4 5.82
Advantage 2.3 2.32 2.53 3.59 3.93 5.67
Safety 2.88 2.73 2.56 3.74 3.71 6.26
Prosperity and success 3.65 3 3.06 3.25 3.4 5.88
Disadvantage and harm 3.16 2.56 4.35 3.05 3.7 1.57
Adversity 2.25 2.58 3.24 3.76 3.87 3
Failure 1.9 2.82 3 2.53 4.13 1.9
Vigorous action and degrees of violence 3.4 4 5.18 4.59 3.5 1.63
Slow action and degrees of caution 2.72 2.63 3.62 3.9 4.4 4.1
Behaviour and conduct 4.4 3 5 2.47 4.27 4.68
Ability 3.14 2.79 3.85 2.81 4.2 5.89
Relationship 4.15 3.13 4.18 3.33 4.07 5.65
Contrast 2.7 3.64 2.41 3.78 3.47 4.18
Difference 2.78 2.73 2.89 2.89 3.4 4.38
Uniformity and stereotypicality 1.83 2.42 2.15 3.35 3.25 2.63
Variety 2.88 2.95 1.88 5.59 4.07 5.48
Similarity 2.32 3.14 2.81 3.52 3.95 4.76
Imitation 4.29 3.06 5.17 3.65 3.47 2.71
Accompaniment 2.3 3.84 3.6 4.82 4.5 5.16
Exemplification and specificity 4.56 1.94 3.06 3.65 3.87 5.06
Order 1.76 2.85 2.88 2.72 3.43 5.6
Disorder 2.47 3.36 3.94 3.9 3.6 1.8
Sequence 1.93 3.86 2.48 4.57 4.75 4.76
Number 2.06 4.5 1.92 4.75 3.94 4.55
Mathematics 1.79 3.91 2.12 3.83 5.87 4.75
Computing 4 3.79 3.53 3.94 4.93 5.12
Measurement of length 1.75 5.05 2.94 5.61 5.73 4.26
Measuring instrument 2.27 5.78 3.85 6.25 4.19 4.41
Measurement of weight 2.27 5.95 3.84 5.85 5.33 3.6
Greatness and intensity 2.5 3.11 3.35 4.32 3.4 5
Sufficiency and abundance 2.9 3.19 3.39 4.83 3.67 5.75
Increase in quantity 3.7 4.79 3.9 5.17 4.13 5.15
Moderateness and smallness of quantity 2.27 2.89 3.28 4.53 4.2 3.91
Insufficiency 2.78 1.94 2.88 3.9 4 1.82
Decrease in quantity 2.67 5.13 3.18 4.65 6.2 3.1
Wholeness 3.07 2.4 2.81 3.33 5.2 5.9
Completeness 2.94 2.31 3.82 3.4 4.6 6.2
Incompleteness 1.94 2.5 2.47 3.5 3.85 2.5
Part-whole relationships 3.26 3.84 2.85 4.59 5.13 4.41
Supernatural 2.89 2.09 3.2 2.81 3.1 4.9
Deity 4.27 2.82 2.15 2.65 3.05 5
Angel 6.44 4.44 3.38 4.5 3.87 6.05
Devil 5 2 3.05 3.35 3.6 1.4
Heaven 3.2 2 4.24 3 3.87 6.2
Hell 2.59 2.29 3.43 2.81 3.6 1.6
Mind 4.95 2.35 3.38 1.35 4.38 5.84
Intellect 4.15 1.76 4.12 1.44 3.67 5.57
Consciousness 5 2.71 5 1.94 3.63 5.68
Character and mood 2.8 2.13 4.12 1.35 3.4 4.73
Psychology 3.11 3.14 3.48 2.94 4.69 5.1
Thought 4.35 2.5 3.67 1.12 3.6 5.67
Perception and cognition 3.61 2.28 5 1.39 4.13 5.6
Imagination 3.6 1.56 4.59 1.3 4.18 6
Understanding 4.15 1.94 4.19 1.48 3.87 5.89
Cleverness 3.69 2.53 3.56 1.45 4 6.09
Wisdom 2.7 1.89 3.06 1.5 3.47 6
Reason and argument 3.83 2.95 3.59 2.44 4.67 4.63
Lack of understanding 2.15 2.26 4.15 1.65 3.73 2.21
Stupidity 3.06 2.11 3.12 1.6 3.47 1.63
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Foolishness 4.11 2.75 3.53 1.71 3.27 2.79
Intellectual weakness 3.94 2.21 2.83 1.17 4 2.29
Foolish person 6.33 2.89 3.31 2.71 3.8 2.7
Intelligibility 4.61 2.93 4 2.71 3.6 5.62
Memory, commemoration and revocation 5.06 3.06 4.75 1.59 4 5.32
Knowledge and experience 3.67 2.56 4.41 1.83 4.47 6.15
Lack of knowledge 2.05 2.21 2 1.82 4.8 1.95
Truth and falsity 2.55 2.86 2.15 3.47 4.2 4.09
Secrecy and concealment 2.67 2.95 2.94 1.89 5.2 3.3
Belief and opinion 4 2.07 2.47 1 2.73 5.24
Disbelief and uncertainty 2.1 1.89 3.24 1.44 4 2.6
Expectation and prediction 2.75 1.89 2.63 2.22 4 4.74
Philosophy 2.81 1.83 3.18 2.45 3.47 5.1
Attention and inattention 4.78 1.87 3.31 1.65 4.27 4
Enquiry and discovery 5.29 2.69 4.67 3.18 4.27 5.64
Answer and argument 3.8 3.18 3.47 2.78 4.13 4.24
Judgement 3.41 2.93 3.85 1.71 3.27 4.53
Importance 2 2.95 3.43 1.83 3.18 5.4
Unimportance 1.65 1.88 1.94 1.53 4.2 1.79
Esteem 4.41 2.43 3.41 1.35 4.85 6.25
Contempt 3.73 2.33 4.57 1.25 3.8 2.16
Aesthetics and good taste 3.44 2.33 3.29 2 4.47 6.05
Tastelessness 1.87 2.5 2.62 2.69 3.4 2.16
Fashionableness 3.83 2.95 3.63 4.22 3.12 4.6
Beauty and ugliness 2.93 3.89 5.45 3.42 3.6 3.76
Good 2.35 2.44 3.11 2.75 2.93 6.11
Bad 1.9 2.13 3.12 2.33 3.87 1.74
Emotion 2.86 2.11 4.12 1.19 3.9 5.05
Strong emotion and lack of emotion 4.61 3 3.77 1.52 3.44 3.53
Excitement 4.4 3.09 4.53 1.52 3.8 6.4
Composure 3.4 2.44 4.86 1.35 4.07 6
Pleasure 4.4 2.89 4.29 1.35 4.67 6.3
Emotional suffering 3.72 2.42 3.81 1.13 3 1.71
Anger 4.2 2.5 3.76 2.29 3.87 1.79
Love and friendship 4.1 2.75 4.41 1.18 3.35 6.12
Hatred and hostility 3.9 2.71 3.44 1.39 3.64 1.42
Indifference 3.1 1.88 3.5 1.53 3.2 3.2
Pity and pitilessness 3.75 2.63 4 1.52 4.6 2.25
Jealousy 3 2.82 4.15 1.11 4.53 1.62
Gratitude and ingratitude 3.75 2.39 3.06 1.35 4.07 4.74
Pride 3.06 2.47 3.35 1.12 3.47 5.95
Humility 3.41 2.44 3.59 1.22 4.81 5.48
Fear 3.93 1.88 5 1.67 3.93 2.05
Courage 1.95 3.07 3 1.65 3.53 6.47
Will and personal choice 3.15 1.74 3.71 1.47 4.2 5.37
Necessity and inclination 2.73 1.88 2.75 1.19 3.88 4.05
Willingness and desire 4.06 2.39 4.19 1.17 4.13 6
Intention and planning 4.1 3 3.81 1.67 3.64 4.86
Decision-making 3.83 2.64 3.86 1.45 3.47 5
Motivation, demotivation and persuasion 4.37 2.95 3.56 1.85 3.73 5.75
Possessing and lacking 3 3.56 3.89 4.29 3.8 3.21
Wealth 1.7 5.17 3.95 5.78 3.3 5.37
Poverty 2.33 3.06 3.76 4.7 4 1.67
Obtaining 3.6 3.64 4.12 4.41 4.2 5.18
Loss 2.7 2.94 3 3 4.44 1.65
Retaining 3.6 2.68 3.14 3.56 4.8 5.1
Relinquishing 3.56 2.93 3.89 3.29 3.8 3
Giving 3.67 3 3.88 3.28 3.4 5.95
Taking and thieving 4.18 3.88 5.95 5.05 4.45 1.67
Providing and storing 3.39 3.28 4.63 4.61 5.07 5.16
Language 3.3 4.19 4.29 4 4.8 5.65
Languages of the world 3.35 4 2.94 3.06 4.65 5.21
Speaking 5.2 4.21 5.81 4 4 4.89
Study of language 3.1 3.17 3.47 3.78 4.65 5.2
Naming 3.88 2.6 3.86 2.95 4.67 4.58
Expression of opinion 4.95 2.53 4.44 3.39 5 5.5
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Refusal 2.85 2.12 3.88 3.1 4.55 3
Curse 2.85 3.69 2.88 3.52 4.31 2.35
Society 4.76 3 3 4.63 3.53 3.95
Kinship and relationship 5.28 1.93 3.15 2.52 4.4 5.58
Kinship group and family 5.8 3.53 5.18 4.63 3.47 5.81
Family members and genealogy 5.56 4.11 3.38 4.7 4.67 6
Marriage 4.25 4.09 4.12 3.5 5.6 5.53
Social communication and culture 5.15 2.32 4.18 3.59 3.43 5.7
Solitude and social isolation 3.27 3.56 3.92 2.78 4.4 3.3
Social attitudes 2.75 1.68 3.06 2.14 3.67 4.2
Social position 4.18 2.77 3.71 3.29 3.87 3.82
Social discord and harmony 4.45 1.68 3.13 3.43 4.32 3.1
Inhabiting and population 5.2 3.88 3.82 5.79 3.85 4.32
Buildings and inhabited places 1.67 6.53 4.82 6.5 4.25 4.64
War and armed hostility 5.35 4.24 5 5.55 3.8 1.63
Military forces 5.87 6 4.05 5.95 4.38 3.05
Weapons and armour 2.37 6.28 5 6.67 5.2 2.63
Air and sea hostilities 4.12 4.58 2.95 4.94 4.33 2
Peace and absence of war 2.83 2.09 2.71 5.14 4.63 6.33
Command and control 3.53 3 4.47 4.06 4.4 3.62
Rule and government 2.4 2.35 2.24 4.29 3.88 3.33
Politics 4.61 3.06 2.15 4.81 3.8 3.29
Political office 2.71 3.94 3.33 5.41 4.47 2.86
Authority, rebellion and freedom 2.6 2.71 3.53 3 3.3 4.09
Punishment 4.55 3.16 4 4.06 3.89 1.79
Law 2.7 2.47 1.94 4.05 4.73 4.53
Morality and immorality 2.76 1.65 3.28 1.47 3.79 4.55
Virtue 3.45 1.58 3.65 1.72 3.47 6.33
Moral evil 3.53 1.47 2.53 1.67 4.13 1.32
Guilt 3.78 1.89 4.25 1.28 4.06 2
Licentiousness 4.65 2.36 3.82 2.62 3.85 1.9
Education 4.53 3.81 3.94 3.24 3.9 6.14
Faith 3.65 1.86 2.76 1.48 3.25 5.29
Religious groups 5.22 4.58 4.65 5.11 3.93 3.77
Church government 5.94 4.6 3.71 4.75 4.47 2.56
Worship 4 2.27 4.5 2.86 4.07 4.29
Religious places and artefacts 2.87 5.18 4.12 5.76 4 5.25
Communication and disclosure 4.47 3.42 4.71 3.61 3.73 5
Representation 3.87 4 3.89 4.33 4.4 5.05
Signs and signals 1.45 5.75 4.12 5.44 3.88 4.5
Insignia and heraldry 1.59 5.06 2.7 5.06 4.2 4.74
Information and advertising 2.47 4.37 2.4 3.17 3.87 4.2
Records and monuments 2.47 5.86 3.47 6.1 4.8 5.65
Writing 4.47 4.33 5.76 5.56 4.79 4.86
Printing and publishing 4.12 4.93 2.12 6.39 4.2 4.55
Reading 3.29 3.47 4.71 2.53 4.31 5.95
Books 1.25 6.72 3 6.17 4.41 5.65
Journalism 3.33 4.13 4 4.8 4.6 3.71
Television and broadcasting 2.05 5.11 2.65 6.57 4.9 4.82
Correspondence and telecommunications 3.8 4.31 3.82 3.89 4.21 4.32
Travel and journeys 4.71 4.84 5.5 5.05 4 5.86
Transport 4.55 5.21 5.25 6.33 4.53 4.44
Railways 2.29 6 3.53 6.76 4.93 4.29
Navigation 2.33 3.74 4.06 4.8 3.93 4.58
Air and space travel 4 5 4.63 6.24 5.47 5.42
Occupations and work 4.45 4.68 4.65 5.88 4.33 4.85
Industry 3.2 2.8 4.65 6.3 3.33 4.45
Workers and workplaces 5.3 5.41 4.24 6.15 5.27 4.55
Tools and equipment for work 2.4 6.24 4.38 6.5 3.87 5.14
Containers 1.6 5.93 3 6.56 4.88 4.18
Machines 3 6.09 3.48 6.82 4.53 4.43
Materials and fuel 2.39 5.71 2.47 6.1 3.82 4.24
Trade and commerce 3.15 3.67 4 5.3 4.07 4.55
Money 2 5.29 2.56 6.56 4.33 5.05
Leisure and games 4.18 2.88 4.22 4.1 4.88 5.37
Social events 4.9 3.53 3.92 4.83 4.69 4.47
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The arts 4.05 3.5 4.45 3.33 4.33 5.95
Music 4 4.33 4.67 5 4.47 6.45
Visual arts 3.76 3.44 4.08 4.25 2.93 6
Literature 2.18 5.12 3.75 6.05 4.27 5.55
Performance arts and film 4.05 4.28 3.54 4.5 4 5.37
Sport 5.22 4 5.29 6 4.45 4.79
Types of sport 4.05 5.11 5.17 6.16 4.1 4.9
Dance 4.83 5.69 6.3 5.56 3.47 5.86
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