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Energy and Exergy Analysis of
Modular Data Centers

Rehan Khalid, Aaron P. Wembhoff, and Yogendra Joshi, Fellow, IEEE

Abstract—The data center industry focuses on initintives to
reduce its enormous energy consumption and to minimize its
adverse environmental impact. Modular data centers provide
considerable operational fexibility in that they are mobile and
are manufactured using standard containers. This paper develops
steady-siate energy and exergy destruction models for modular
data centers with the open-source EnergyPlus software package.
Three different cooling appronches are examined: direct expan-
sion (DX) cooling, evoporative coaling {direct evaporative cooling,
DEC, in this study), and free air cooling (air-side economization
in this study). This paper shows that for hot and arid climates
like those in the southwestern U.S., augmenting DX cooling with
evaporative and [ree air cooling can result in energy savings of
up to 38% and 36%, respectively. This paper also applies exergy
analysis to suggest that the Energy Reuse Effectiveness of the
data center increases with decrensing ambient (outdoor) temper-
ature and increasing server inlel-outlet temperature difference.
Furthermore, simulations indicate that the use of passive cooling
techniques (e.g., DEC and free air cooling) decrease data center
heating, ventilation, and air-conditioning energy consumption,
except in extremely hot and humid climates.

Index Terms—Cooling, data center, encrgy efficiency,
EnergyPlus (EP), exergy analysis, free air cooling, power usage
elfectiveness (PUE).

NOMENCLATURE
€p.a Specific heal capacity at constant pressure of air.
COP Coefficient of performance.
CFD Computational fluid dynamics.
CPU Central processing unit.
CRAC  Computer room air conditioner.
CRAH Computer room air handler.
csy Comma-separated values,
DEC Direct evaporative cooling.
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DX Direct expansion.
EMS  Energy management system.
EP EnergyPlus.

ERE Energy reuse effectiveness.
HVAC  Heating, ventilation, and air-conditioning.
IDF Input data file.
IT Information technology.
i Mass flow rate of cooling air.
NREL National Renewable Energy Laboratory.
PUE Power usage effectiveness.
0 Power dissipation in the form of heat.
R, Resistance of Server,
SCOP  Sensible coefficient of performance.
T Temperature.
114 Power dissipation in the form of work.
VAV Variable air volume.
Svmbols
Wy Rate of exergy destruction.
w  Exergy.
£  Gravitational acceleration constant.
h Enthalpy.
5 Entropy.
s Elevation.
Subscripts
¢ Exit.
fan  Cooling fan.
ifin Inlet.
out  QOutlet.
ref  Reference/ambient.
5 Server.

I. INTRODUCTION

HIS paper discusses the impact of various cooling tech-

niques on the performance of modular data centers. Regu-
lar brick-and-montar-style data centers are common throughout
the industry, but modular data centers are an emerging trend to
enhance existing data center capacity or to deploy new capa-
bility in remote locations. Modular data centers have several
advantages when compared to regular brick and mortar data
centers. First, they are manufactured using standard shipping
containers, retrofitted to suit the needs of the environment
and the purpose for operation. Moreover, standard containers
have the benefit of being pre-engineered, highly integrable,
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relatively low-cost, and fast-moving, with deployment times
of around a week. Finally, they are highly customizable to
suit the needs of the data center operator.

In wraditional air-cooled data centers, an external mechanical
chiller delivers cold water inside to cool the hot air. However,
modular data centers, especially the all-in-one type, discussed
in this paper, cannot have components external (o the system
(e.g., electrical or mechanical system containers) since this
approach sacrifices mobility. Moreover, modular data centers
also do not rely on the raised-floor plenum for supplying cold
air. However, the traditional hot and cold aisle arrangement of
IT equipment, as well as augmenting the base cooling system
with additional cost-effective cooling methodologies, are also
employed in modular data centers.

Only a few selected studies specific to modular data centers
are seen in the literature. Ham et al. [1] found that air-side
economization for modular data centers could have significant
savings (up to 67%) for specific climate regions. Further work
by Ham et al. [2] showed the optimum supply air temperature
for modular data centers 1o be in the 18 *C-23 °C range. They
concluded that increasing the temperature any further increases
the overall energy consumption since the reduction in chiller
energy is offset by the increase in CRAH fan energy. Similar
work on the use of fresh air for cooling container data centers
by Endo et al. [3] showed that depending on the location, fresh
air alone is not suitable to maintain the data center within
ASHRAE's allowable range for data centers [4]. Their work
suggests that supplementing fresh air with evaporative cooling
and waste heat recovery from the data center can be used to
effectively cool the facility even when the characteristics of
fresh air were outside the ASHRAE aliowable range. Similarly,
Zhang et al. [5] reviewed the work done on free air cooling for
data centers in general using air-side, water-side, and heat pipe
free cooling. They concluded that heat pipe free cooling sys-
tems show the greatest energy efficiency and cooling capacity
out of these three sirategies because of their ability to transfer
heat through small temperature differences without requiring
external energy or moving parts, thus making them virtually
maintenance-free. Qouneh ef al. [6] compared the performance
and efficiency of container data centers to that of raised-floor
data centers. Their study concluded that containers achieve
80% and 42% savings in cooling and facility power, respec-
tively, of that of a raised-floor data center, and that raised-
floor data centers can approach the efficiency of a container
at low utilizations, while using a single cooling optimization.
Depoorter er al. [7] studied the effect of location on data
center efficiency and its use as a renewable energy supply mea-
surement tool. They examined five locations across Western
Europe with climatic conditions ranging from Mediterranean-
like in Barcelona, Spain, to arctic in Stockholm, Sweden. Their
study suggested that the PUE rises in the summer months
due to less availability of outside air with suitable conditions.
Moreover, they noled that maximum energy consumption is
tied with data center demand and occurs around mid-day.
Thus, they suggested a smart IT management system to
shift the Yoad from peak hours to times in which electricity
costs are cheaper o save energy and cut down on utility
cost.

Studies on data center energy consumption, IT reliabil-
ity and resiliency, and operating expendiwre (OPEX) yield
some interesting results, In a white paper by IBM [8],
ASHRAE recommends operating data center IT equipment
within their recommended envelope, for enhanced long-term
reliability, and lower maintenance and replacement cosis.
However, for short-term use, such as in the event of a
cooling system failure or malfunction, ASHRAE defines
extended ranges or classes in which to operate 1T equipment
(classes Al, A2, and A3). However, operating long term in
these classes can lead to reduced IT equipment reliability,
lower data center resiliency and enhanced corrosion or electro-
static discharge of the equipment, depending on whether the
IT equipment inlet relative humidity is higher or lower than the
recommended range. In short, the choice of operation changes
from facility to facility, and for different types of equipment,
but operating out of the recommended range for longer periods
of time is bound to increase OPEX. However, doing so in
short bursts using techniques such as air-side or water-side
economization can result in significant energy savings.

In a similar but more specific case, Alissa et al. [9] discuss
the effect of cooling system failure on IT equipment, and
the resulting uptime achieved using two different platforms:
one through external sensors deployed outside IT equipment
inlet grill, and the other using built-in sensors. They report
higher uptimes using the external sensors, compared to the
internal ones. They also report aisle containment to be less
resilient than an open aisle configuration due to the formation
of external impedances. They report § 0.350M annual savings
when the air inlet temperature setpoint is increased, and static
pressure decreased, but this comes at the cost of 50% reduction
in uptime in the event of a cooling failure. Clearly, these
last two studies suggest a tradeoff between energy savings
using passive techniques, and a reduction in resiliency of
IT equipment in the event of a power failure and in case of
operating long-term outside ASHRAE's recommended range.

The previous studies provide some insight into strategies to
conserve energy in modular data centers, but the use of second-
law thermodynamic analysis to compare different cooling
solutions remains unexplored. This paper applies second-law
thermodynamic analysis to compare how different cooling
schemes affect the overall exergy destruction of the modular
data center cooling system. The use of exergy destruction
provides a means for incorporating the impact of mechanical
and thermal work on the overall energy efficiency of the
system, and how climate can affect the PUE. This approach
is applied for modutar data centers in selected climate regions
in the U.S.

1. METHODOLOGY
A. Dara Center Selection

This paper considers Huawei's 1000 A modular data cen-
ter [10]. Fig. 1 shows the anatomy of this data center. Its con-
struction and HVAC specifications are provided in Table I

B. Modeling Tool Selection

Traditional data center modeling techniques include CFD,
CFD-like numerical modeling, and thermodynamic modeling.
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TABLE |
HuawEl IDS 1000A SPECIFICATIONS
Feature IDS10060-A40

Size External Dimensions 12196°2438*2896(mm)

(L*W*H)

Typical Power Capacity GURW

(rated}

Typical Rack Capacity BIT Racks
Power Power Density per Rack kW per rack (aciual)
Cooling DX wype air-conditioner

Technology unils

Containment Hot and Colet aisle 1solation

Couling Capacity 12 5kW per unit

Humidity Optional humidifier
Design Design target PUE + 1.6 at full load
Operation : [8-27°C  within  sensor
Parameters Cold Aisle temperature tolerance

Humidity Range 20% 10 80% RH
Construction 40" standard 1SO shipping

Base Construction comtainer

Polyurethane:  top-7T5mm,
Insulatton side-d0mm
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Fig. 1. Container data center layout description.

In CFD, a model of the entire dc airspace can be cre-
ated and solved using the Navier-Stokes equations and then
verified using experimental measurements and/or data to fit
and improve the model. A key advantage of experimentally
guided CFD is that once a model for a facility is created and
validated, then various parameters can be varied to study the
resultant effects to obtain optimum positioning and parameter
values [11]. Similarly, CFD-like numerical modeling involves
the use of turbulence models to numerically solve the Navier—
Stokes and energy equations to predict the 3-D temperature
distribution within a data center airspace [12]. Moreover,
data center cooling and performance can be analyzed using
thermodynamic models for power consumption and efficiency
of various data center components [i3],

The novelty of this paper lies in using EP as a data center
modeling tool. EP was chosen because it is an open-source,
and hence free, tool for building physics modeling that does

Zong Syatem Plant
Air Loop Water Loop
Fig. 2. Simultaneous solution scheme—EP,
»
Golde.n, o Chicago, I
Ph%enix, AZ
Targpa, FL

Fig 3. Selected locations across the U5,

not require implementing detailed CFD models. Currently,
the tool does not explicitly support the modeling of data
centers, and hence is being explored here as an alternative
option for the thermal modeling of data centers.

In EP, the entire data center can be represented as a series
of functional elements connected by fluid loops, as shown
in Fig. 2. The loops are divided into supply and demand
sides, and the solution scheme generally relies on successive
substitution iteration to reconcile supply and demand using the
Gauss—Seidel scheme. The basis for the zone and air system
integration is to formulate energy and moisture balances for the
zone air, and solve the resulting ordinary differential equations
using a predictor-corrector approach. Further details can be
found in (14].

The geometry of the data center is modeled using Google's
SketchUp, another freeware software that provides a graphical
user interface [15].

C. Location and Climate

Fig. 3 shows the selected locations across the U.S.,
Chicago, IL, and Golden, CO, were selected as the prime loca-
tions for data center activity, with Tampa, FL, and Phoenix,
AZ, chosen to simulate harsh environments and add detail to
the comparison. The climate ranges from moist and cold in
Chicago, to hot and dry in Phoenix. In general, the eastern
half of the U.S. is in a moist climate zone, while the western
half is in a dry climate zone, except for the Pacific coast, which
is in a marine climate. Fig. 4 compares the outdoor dry-bulb
temperature for each of the four chosen locations [16].



KHALID ef al.; ENERGY AND EXERGY ANALYSIS OF MODULAR DATA CENTERS

40+
g
g
2 304
g
g
el //\\
= '\
o
Eg 104 // —a— Chicago L
> Phoenix \\
Q 0 opd Golden
- A
581 V,/ Tampa \.
S .10

TJan"Feb Mar' Apr ]May' Jun' Jul l.tkugI Sepl Oct Nov' Dec'

Fig 4. Variation of outdoor dry-bulb temperature with location.

it Ante ;
o Cakt g Hat Aiste el
€ Outdsor / /
Rackls Rack2e
Uelt /' wdoor ume \ndoor upililh T3+ Netaorking
¥, 7/ s equipmeni
4 £ r,
= // /
| e - _.ﬂ
v ® | | |
LAl |
= |
- = _\___‘—|_\_ | .|
:‘:—-—\_.___\_\_\_\_‘_ |
$ % .._______\_ .-"J 'T.
: S

Fig. 5. Geometry created using SketchUp.

TABLE Il
SOURCES OF HEAT GAIN WITHIN THE DATA CENTER

Source Number of Units Design Power (W)
Servers 108 {Dell R21¢3) 50
Lights -- 360 (wtal)

III. MODEL DEVELOPMENT
A. Creating the Geometry

The geometry of the given size and construction was created
using SketchUp. Two racks were modeled, thus creating one
hot aisle, in the middle of the two racks, and two cold aisles.
Two thermal zones were defined within SketchUp. Each cold
aisle was one thermal zone, named cold zone, and the hot aisle
was a second thermal zone, named hot zone. Two thermostats
were similarly defined, one for the hot zone and the other for
the cold zone. The geometry created using SketchUp is shown
in Fig. 5.

8. Internal Gains

Lights and IT equipment were specified as sources of
electric load. Table II lists the sources of heat gain along with
their other characteristics.

The design CPU power can be modified using a built-in
curve that galculates the actual CPU power {z) based on CPU
loading (x) and inlet air temperature (¥). A typical CPU power
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TABLE Iil
CPLU PowER MODIFIER CURYVE

Coefficient Default EP Value
c A
G 10
C 06
c 0.06667
G 0
C 0
j Evaporative } Mam Cocling
Coaler Fan Coil
1
Man Zone VAV { Lupuly Acr L Main Heating
Ale Salitter . Coil
%)
Main Zare 3 Relurm Air
Macr
{
1 Lo Lol € et Notke #Swrply Fyugini- Rhie

Fig. 6. DX cooling system schematic,

modifier curve is a biguadratic function of the CPU loading
schedule value (x) and the server inlet air temperature (v}.
The general form of a biquadratic curve is

2(x, ¥) = C| + Cax + C3x> + Cyy + Csy* + Cexv.

The loading curve coefficients are shown in Table IIL.

It should be noted that the biquadratic nature of this curve
and the coefficient values shown in Table III are default o
EP and have been used as such, unless otherwise noted.
They are essential for enabling EP to calculate the power of
IT equipment in a zone. This approach allows the user to
modify this power to accurately simulate different types of
equipment behavior,

C. Cooling System—DX Cooling

A DX cooling system contains a vapor compression refrig-
eration cycle with either an air-cooled or liquid-cooled con-
denser. As shown in Fig. 1, the evaporator is contained within
the conditioned space, while the condenser is mounted on the
outside walls of the container {(not shown in Fig. 1) and cooled
by the ambient air.

The HVAC schematic of a DX cooling system as detailed in
EP is shown in Fig. 6. The specifications of the cooling system
are provided in Table [V. The supply fan and DX cooling
coil rated power and flow rate were autosized. This approach
enables the software to calculate their value based on the
cooling/heating setpoints and to design supply air temperature
in order to meet the zone cooling load. The effects of filtration
on lan power are assumed to be minor and are not included.
Note that the presence of heating coils in Fig. 6 is merely
a part of the EP DX component package, and heating is not
used in chis paper. In addition, EP accounts for site clevation
on the air density for the EP energy calculations.
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TABLE IV
DX CoOLING S¥STEM SPECIFICATIONS
Object Specification

Systemn type DX type A/C with electric heating
Thermostat type Dual-zone thermnstat
Heating Seipom 15°C
Cuoling Setpoint 29:3°C
Design Supply Air Temp. 14°C
Supply Fan Variable speed fan
Air distribution unit Single-duct VAV with no reheat
Cooling coil COP 46

If the air temperature at the coil's inlet is greater than
both the supply equipment outlet node setpoint temperature
(Node 2) and the cooling setpoint, then the cooling coil works
to meet the setpoint at its exit, i.e., Node 1. In the opposite
case, the cooling coil will remain OFF and the heating coil
would work to meet the zone heating setpoint.

ASHRAE's environmental class A3 was specified as the
guideline for incoming air to the setvers for comparison of the
HVAC system performance. The conditions for class A3 are
5 °C-35 “C inlet temperature and 8%-80% relative humidity.
This class is chosen for reference purpose since it offers
the most moderate conditions for data center cooling and is
recommended for a wide variety of IT equipment. Higher
classes such as Al and A2 offer siringent conditions that lead
to longer running of the cooling equipment and hence higher
electricity consumption. Furthermore, they are recommended
for a limited set of sophisticated equipment. As per ASHRAE
class A3 conditions, the inlet temperature and relative humid-
ity for this cooling system were met 100% of the time.

IV. PUE AND EXERGY CALCULATIONS

The EMS within EP allows the user to modify built-in
functions such as schedules or setpoints for thermostats or to
actuate various pieces of hardware. It also allows the user
to declare EP variables as sensors and store their values to
be used later. Hence, using these values, the PUE of the data
center, SCOP of the cooling coil, and exergy destruction within
the zone total airspace were calculated using EMS programs
and reported at each time-step. The PUE is calculated as

Q.mtnl
Qir

PUE = (1
where Qo and Ot are the total building load and IT load,
respectively. The SCOP is calculated as

Cran ”

QDX sens ()

WDX + Wt‘.m

SCOP =

where pr sens 1S the sensible heat of the DX coil, ann is
the sensible heat input by the supply fan, Wox is the power
input to the DX coil, and W is the power input to the supply
fan. The effective server surface temperature, T, is calculated
using a thermal resistance model as
T=Tpd o ®
- CXP(—(R:m:Cp.u) )
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Fig. 7. (a) Simplificd schematic of energy flows in a data center cm]mg
system. (b) Applicatien of data center heat to run a Camot heat engine to
produce reversible work.

where Ti, and Toy are the air inlet and outlet lemperatures,
respectively; Ry is the server thermal resistance, s, is the
mass flow rate of air through the server, and Cp.a is the
specific heat capacity of air at constant pressure. The thermal
exergy destruction in the servers is dominant in air-cooled data
centers [17] and is calculated as [18]

‘.i’d" = R ("."'-‘C.P.ﬂ (Tln Tout e Tr:f In ( Tm ))
Toul

where #; is the number of servers, Trer is the local ambient
temperature, and Q; is the heat output by the server. The
final term in (4) refers to the rate of reversible work that
accompanies heat flow.

A. Relationship Berween ERE uand Reference Temperature

The connection of exergy destruction and its impact on the
ERE for different climate regions are straightforward using a
genera] thermodynamic approach. Consider the basic system
in Fig. 7(a). Heat ({; 401) is supplied from all servers at server
temperature T;. Mechanical work is added into a cooling
system to reject the heat ( Qm,m) to the surroundings at Trer.
Following the standard thermodynamic analysis for a Carnot
heat engine [19], as shown in Fig. 7(b), the rate of reversible
work produced from the heat engine is Wy = Osto1— Qmjm
Since (Qj tot/ Q,,_.,,c.) = {T;/Teet) in a reversible engine, then
Weey = Q, wi{l = (Trer/T5)). Since the net mechanical work
provided into the system for data center cooling systems is
W,,, et = Win — W(,u.. as shown in Fig. 7(a), then W.,, el=

~Wrew, or
. A T
wYin.ncl e Q:.lnt (Trjf - 1) .

The ERE is defined as the total building energy (Wiq + Q, to1)
minus recovered energy for use elsewhere on site (W),
divided by the IT energy [20], or

Win.net + Ql.lol
5. 100 ’

Incotporating (5} into (6) yields an expression for the mini-
mum possible ERE when no entropy is generated throughout
the cooling system

(3)

ERE = (6)

T
EREqin = ;’

L3

N
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Therefore, it is clear that lower ERE values are theoretically
possible with colder ambient cnvironments since 7, is con-
stant, Interestingly, (7) suggests that an ERE below one is
possible if zero losses are seen in the system and waste energy
recovery is 100% efficient. In reality, losses in the cooling
systemn, combined with the high incfficiency of common wasie
energy recovery mechanisms (e.g., absorption refrigeration and
the organic Rankine cycle), often raise the ERE to values
above one.

Equation (7) can also be derived by considering the fact
that the most efficient cooling system contains no exergy
destruction. To examine this case, one must consider the
equation for exergy destruction in a process [19]

Yy = Z’i‘i'/"l = Z'”e'ﬂe"‘Z (l _E) QJ + W'“ net

(8

where the subscripts i and e represent inlet and exit streams,
respectively, and the exergy associated with a stream is

|
= (fl — Trefs <+ 3 v? +§Z) = (frer — TretSrer + BZref)
9

where h is enthalpy, s is entropy, V is speed, g is gravitational
acceleration, and z is elevation. If only thermal effects are
considered for an incompressible fluid, then {9) simplifies to

T
w =cp(T — Trer) —cpTrIn (?—) . (10)
ref

If the cooling system is closed, then the control volume can
be drawn such that there are no inflows and outflows for the
system, and the first two terms on the right-hand side of (8)
are zero. Furthermore, in the limit of zero exergy destruction
through the cooling system, then ¥, =0, s0

T
0=(1"Tr) Qslol‘f‘wmncl (n

Applying (6) on this result recovers (7). This result shows
that the minimum possible ERE is achieved when the streams
through the cooling system lose no exergy.

The exergy destruction can also be tied to the ERE directly
using (8). For a closed cooling system, the equation simplifies

to
Wy = (
Incorporating (6) into (12) yields

ERE = T"f Lot Y0,
QI tot

This analysis can be summanzed in the following insights.

1) The minimum ERE corresponds to zero exergy destruc-
tion, as expected.

2) The ERE depends on the ratio of destroyed work (‘l‘,;)
to available heat (Q,,m,)

3) The minimum ERE is equal 1o the ratic Tt/ Ts, showing
that colder climates generally favor lower ERE values,
assuming a constant server temperature.

T, ) Qs 1ot + Win net. (12)

(13)
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Equation (13) provides a means of calculating the over-
all exergy destruction for a closed cooling system based
on ERE, server heat output, server temperature, and ambient
temperature.

V. RESULTS FOR DX COOLING

Output parameters from EP are averaged and then plotied
for each month across the four locations. Figs. 8-13 compare
the outdoor dry-bulb temperature, PUE values, CRAC and
HVAC power consumption, DX coil power consumption and
its SCOP, and exergy destruction across the four locations.
The figures clearly show that additional cocling energy is
needed for summer months, adversely impacting the PUE.
Furthermore, less cooling energy is needed for colder climate
regions (Chicago, IL, and Golden, CO) compared 10 warmer
climate regions (Phoenix, AZ, and Tampa, FL).
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The exergy destruction calculation of (4) indicates that
two parameters affect server exergy destruction within a data
center: 1) the ambient or surrounding temperature in which the
system is placed (Tir), and 2) the difference in air temperature
between the server inlet and exit, AT = Ty — Tin. The ambi-
ent temperature (Trr) is important in that it is related 1o the
ERE per (13). The temperature difference (AT) is important
in that it determines the extent to which exergy (potential) js
being utilized or wasted, depending on the situation at hand.
Equation (13) shows that this wasted energy directly correlates
to an increase in ERE. In the case of a data center, the higher
the exhaust temperature of a server, the less potential is being
wasted since increasing the air temperature increases its ability
to do useful work. It should be noted that increasing AT also
reduces the airflow across the server, meaning less fan work,
and therefore, less Wm_nc.. and.thus a lower ERE. To illustrate
this concept, consider that 0, = tisCp o AT. It can be shown
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using (4) that the dimensionless server exergy destruction is

P T [_.!_m(_Ti‘.'l) _ l]

n0,  “LATU\T.) T[]
The equation shows that ¥, ; increases with In(Tow/ Tin) /AT,
meaning that a larger AT indicates less exergy destruction.
Furthermore, since the first term in the brackets is larger
than the second, the exergy destruction increases with Tier.
Finally, if T, increases but AT remains constant, then the
ratio Tou/Tin decreases, resulting in a decreased ¥y ..

Keeping these factors in mind, the trends shown
in Fig. 14 depict that higher ambient (reference) tempera-
wres will have higher dimensionless server exergy destruction
per (14). However, when the reference temperature is held
constant, the parameters that affect the exergy destruction are
the server inlet and exit temperatures. A higher AT across
the server would result in a lower value of exergy destruction,
keeping all other factors constant. To illustrate this, consider
the fact that the Golden, CO, has a slightly larger outdoor
temperature than Chicago, IL, in February per Fig. 4. However,
it has a slightly larger AT than Chicago, IL, per Fig. 15 (which
is believed to be due to a difference in elevation since the trend
is independent of month). Fig. 14 shows essentially the same
exergy destruction between the two locations for February,
which suggests that the Golden, CO, larger AT is balanced
by its higher Tz for that month.

Note that the calculated server temperatures, as shown in
Fig. 16, are consistent with values reported in [21] where
average CPU, general public utilities, and RAM temperature
are reported to be 65 °C, 75 °C, and 85 °C, respectively.

(14)
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Furthermore, the calculated values also lie in the range of
measured server temperatures given in [22]. The trend from
this paper is shown in Fig. 17 for comparison.

VI. PassiVE COOLING TECHNIQUES

As seen in the above analysis, the base cooling option
(DX Cooling) is not the most viable option for every location,
particularly in hot and dry climates like those of the southwest
U.S. (e.g., Phoenix, AZ) or hot and humid climates like
those in the southeast (e.g., Tampa, FL). Hence, depending
on the climate in which to deploy your modular data center,
additional cooling techniques on top of the base case can be
added to enhance performance factors such as PUE and SCOP
and reduce the HVAC and hence overall facility electricity
consumption.

Passive cooling techniques such as evaporative cool-
ing (direct and indirect) as well as free air cooling can
be effectively employed in modular data centers to enhance
cooling efficiency and reduce power consumption.

A. Direct Evaporative Cooling

DEC is a technique to remove heat simply by evaporating
water within an airstream. It differs from traditional mechani-
cal cooling systems (such as DX CRAC units or chilled water
CRAH units} in that they require practically no electricity to
cool the air, making them an economical option to use in
regions where the summers are dry yet water is available.
Moreover, if the ambient conditions permit, the incoming
outdoor air can bypass the evaporative cooler and the syslem
can operate in economizer mode as well, thus even saving
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power required to run the pump of the evaporative cooler.
Fig. 18 shows the schematic of a hybrid DX-evaporative cooler
" syslem modeled in EP. .

Within EP, the Evaporative Cooler Direct Research Special
Object is used to model this system. A separate availability
schedule is specified to turn the evaporative cooler ON and
OFF, depending on the ambient air temperature. A sensor
placed on the ouidoor air node senses the ambient air and
is controlled by the object Outdoor Air Controller. Based on
the ambient temperature, the evaporative cooler operates as
per the following logic.

1} If T, < 12 °C, then cutoff the outside air.
2 If12°C < T, < 28 °C, then run in ecopomizer mode
and mix with return air to meet zone cooling setpoint.
3) If T, > 28 °C, then run the evaporative cooler.

The evaporative cooler runs to meel the setpoint at its outlet,
Node 1, which is equal to that of the supply equipment outlet
node, Node 3. If this temperature at Node | is below the
setpoint, then return air is introduced to meet the same setpoint
at Node 2, the exit of the mixing box node. If the temperature
at Node | is greater than the return air temperature, then the
return air is exhausted using a relief valve located in the mixing
box and the DX coil runs 1o meet the required setpoint. In this
manner, the DX coil runs for a smaller fraction of time, thus
saving a significant amount of electric power since the power
consumption of the cooler pump is negligible compared to
that of the DX coil's compressor. The specifications for the
DX-evaporative cooling system arc shown in Table V.

B. Free Air Cooling

An air-side economizer brings outside air into the data
center and distributes it to the servers. The hot zone return
air is fed into a mixing box where it is mixed in proportion
with the cooler outside air to achieve the required zone cooling
setpoint. The outdoor air controller uses the following logic
to mix the outdoor and return air streams.
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TABLE V
DX-EVAPORATIVE COOLING SYSTEM SPECIFICATIONS
Ohject Specification
System type Hybrd direct evaporative cooler & DX

type A/C with electric heating

Thermostat type Dual-zone thermosta

Cooling Setpoint 29.3°C
Design Supply Air Temp 14C
Supply Fan Single speed on/off fan
Air distribution unit Single-duct VAV with no reheat
Cooling coil COP 46
Evaporative Couler
System efficiency u?
Rated Pump Power W
Outdoor Air
Nods
I ; E t Main Cool
vaparative ain Cooting
Mixin s 1
OA Mipg o 72 Caaler Fan ' Cail
L
L]
Main Zons VAV Supply Air { Muain Heating
. Air Splinter Coll
Maii Fane y Ruturn Air }
Mixer
3 W& Pl i Bk erd L ijpen Mupzly E3upmant Cutlet Ho e 4 Wiw® =i 2w

Fig. 19. DX-free air cooling HVAC schematic as displayed in EP.

D IfT, <12°CorT, > 28 °C, then cut off the outside
air.

2) Otherwise, mix with return air to meet supply outlet
node setpoint.

The hybrid DX-free air cooling system has the same spec-
ifications as that of the individual DX cooling system. The
DX coil is set to autosize for all three cases. The supply
equipment outlet node is located after the main heating coil
and is set to vary between 10 °C and 50 °C in order to meet
the zone setpoint of 27 °C. The large variation in supply
equipment setpoint allows EP to appropriately size the cooling
coil. In case of oversizing, the cooling coil outlet temperature
can fall below 2 °C and frost may occur, damaging the coil.
In case of under-sizing, the zone may overheat.

All objects that require outside air such as evaporative cool-
ers have built-in filters to filter the outside air and limit particle
contamination within the conditioned space. Fig. 19 shows a
DX cooling system with an outside air economizer.

The results from the DX cooling analysis suggested that
Phoenix, AZ, has the highest mechanical PUE and hence
the most HVAC power consumption. Thus, it is chosen as
the focation for implementing these two cooling techniques.
A comparison of the. mechanical PUE results, CRAC total
power and HVAC system power are shown in Figs. 20-22,
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These figures show that augmenting the base cooling system
with either of these cooling techniques produces great savings
in terms of HVAC power and hence ¢levates the mechanical
cooling efficiency (mechanical PUE). Figs. 23-26 present
the DX coil total cooling rate and its power consumpltion,
the evaporator cooler pump power, its volume of water used,
and lastly the exergy destruction for the facility for the three
cooling systems.

The wrend in evaporative cooler power also depicts the time
for which it runs during the year. During the winter months
of December through February, it is mostly powered OFF.
However, in the summer months from May through August,
it runs throughout on full power because of the hot and dry
outside air, and hence maximum savings in terms of cooling
power are reported during this period.
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system for Phoenix, AZ.

Table VI summarizes the annual average performance of the
three cooling techniques for Phoenix. The dry climate points
to using DEC as the best cooling technique.

Fig. 28, [T equipment inle1 relative humidity for the three cooling systems.

TABLE VII
WINTER, SUMMER, AND ANNUAL PUE VALUES FOR DX COOLING

Summer

. Winter Annual
. PUE PUE PUE
Chicago, IL 1.08 1.20 1.14
Phoenix, AR 1.15 1.27 1.22
Golden, CO 1.10 1.20 1.14
Tampa, FL 1.17 1.24 1.21

VII. RESULTS AND DiSCUSSION

The IT equipment inlet temperature profile and inlet relative
humidity are compared against ASHRAE class A3 limits. The
results are presented in Figs. 27 and 28. The figures indi-
cate that the limits are obeyed for all three cooling systems
throughout the year.

A summary of the mechanical PUE results for DX cooling
are presented in Table VIL
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TABLE VIII

MECHANICAL PUE VALUES FOR PHOENIX, AZ, UsING DX,
EVAPORATIVE, AND FREE AIR COOLING

Winter Summer Annual
— PUE PUE PUE
DX 1.15 1.27 1.22
DX + DEC 1.09 1.26 1.17
DX + Free Air 1.13 1.29 1.21
TABLE IX

EXERGY DESTRUCTION CALCULATION DATA FOR PHOENIX,
AZ, aND CHICAGOD, IL

Metric Source Winter Summer
PHOENIX, AZ
PUE Table VII 115 1.27
Server Temp. (°C) Fig. 15 62.5 6l.4
Ambient Temp. (°C) Fig. 3 12.0 333
Server Exergy .
Destruction (kW) B Fig. 14 5.56 5.86
CHICAGO, IL ) _
PUE Table VII [.08 1.20
Server Temp. (=C) Fig. 15 63.2 61.0
Ambient Temp. (°C) Fig. 3 -5.0 24.0
Server Exergy . -
Destruction (kW) Fig. 14 5.29 5.68

The mechanical PUE values for the hybrid systems are
summarized in Table VIIL

Table VII enables the calculation of the overall system
exergy destruction values for DX cooling. Since there is no
waste energy recovery, Wow = 0, so ERE = PUE. The
values used are summarized in Table IX for an IT load
of 50 kW (Table II). The exergy destruction values are
obtained by multiplying the dimensionless exergy values from
Fig. 14 by the given IT load.

These results indicate that higher ambient temperatures,
such as those in summers for a given location or at lower
altitudes, result in larger server exergy destruction. However,
other exergy destruction mechanisms like inefficiencies in the
CRAC unit also play a part in overall data center exergy
destruction. Modular data centers are further prone to this,
due to gains through the envelope of the container, which
is less significant in regular brick and mortar data centers.
These factors combine to make up the vast majority of airspace
exergy destruction. The remaining is contributed by auxiliary
systems and equipment such as those used for backup power
and networking,

In essence, for DX cooling, lowest PUE values are seen for
Chicago, followed by Golden. The CRAC and HVAC power
consumption are by far the lowest for Chicago. Similarly, its
total cooling rate is the lowest of all, showing that it has to
perform the least amount of work. Moreover, its coil power
consumption (input power) and hence its SCOP are by far
the lowest and highest, respectively. Hence, DX cooling is
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very well suited for colder locations like Chicago where the
cold outside air cools the condenser (air-to-air loop) better by
raising the system’s efficiency.

As can be seen from Figs. 20-24, the inclusion of additional
cooling systems on top of DX cooling greatly reduce the load
on the DX cooling system, which helps to drastically lower its
power consumption and total cooling rate, A comparison of the
total facility electricity consumption and HVAC system power
consumption is given in Fig. 29. The results clearly demon-
strate the savings in power consumption by adapting hybrid
cooling approaches consisting of passive cooling techniques on
top of the base DX cooling system. The power consumption of
these hybrid cooling techniques as a percentage of the DX base
case is shown in Fig. 30.

Tables VII and VIII show that the greatest energy savings
are seen in the case of adapting an evaporative cooling
approach, followed by that of free air cooling. This is because
the evaporator cooler can function in economizer mode—
as well as operating independently—to meet the cooling
load, thus saving excess power that is consumed by run-
ning the DX coil and hence improving the PUE. Moreover,
the results show that for a hot and arid place like Phoenix,
AZ, evaporalive cooling can work very well in the hot and
dry summer months to adequalely cool the facility and reduce
power consumption and electricity cost. In case of a hybrid
DX-evaporative cooling system, the colder night air can be
used to run the system in economizer mode and save further
energy. Moreover, this combination works betier for a hot
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place like Phoenix, AZ, where the daytime outdoor tem-
peratures would prohibit the use of air-side economization,
and hence the sole reliance would fall on the DX system,
increasing the power consumption (and hence PUE) compared
to the DX-evaporative cooling case. Similarly, during the
winter months, the evaporative cooler can aid the DX system
during the hotter hours of the day, thus achieving slightly better
PUE values than free air cooling alone.

Frec air cooling is second best to evaporative cool-
ing because of the relatively limited utilization of ambi-
ent air. Moreover, the results supplement the findings of
Depoorter et al. [7] that PUE values for free air cooling rise
in the summer months due 10 lesser availability of outside air,
as opposed to other techniques like DEC. However, in periods
of time where outside air cannot be brought in to cool the
facility, the only option is to run the power-hungry DX coil.

However, the extent to which each of these cooling tech-
niques can be utilized depends on the outdoor dry and wet-
bulb temperatures. In places where they are not suitable to
run for extended periods of time, such as the hot and humid
conditions of Tampa, FL, the cost of installing or modifying a
facility may not overcome the energy savings that are brought
about by utilizing these passive cooling technigues. A case-
by-case study would then be necessary, which can account for
particulars (e.g., the extent of dehumidification, its associated
cost and its impact on the overall energy consumption). The
present paper looks at overall scenarios and compares various
sites using a time-averaged analysis.

VIII. CONCLUSION

Energy usage modeling of various modular data center
cooling systems has been undertaken using the open source
software EP. Four locations across the United States have been
initially modeled using DX cooling as the base system, The
results suggest that in hotter climates near the southern belt,
augmenting the base system with additional techniques such
as direct evaporative and free air cooling can produce energy
savings of 38% and 36%, respectively, and help to take the
load off the DX system. The results show that DEC has the
most effect on reducing energy consumption in a hot and
dry climate like Phoenix since the evaporative cooler pump
power is negligible compared to the DX system compressor
power. Furthermore, free air cooling can be utilized when
outdoor temperatures are suitable enough, either as a stand-
alone cooling option or using evaporative cooler in economizer
mode,

The modeling work further suggests that the COP of the
DX cooling coil significantly affects its power consump-
tion, and raising the COP from a typical value of 3.0 to
4.6 can reduce the peak summer PUE values from 1.65 down
to 1.40, Furthermore, this paper gives insight into an optimum
IT equipment inlet temperature of 23 °C, exceeding which
will reduce the CRAC/HVAC system power but increase the
server fan power, thus having a negative effect on overall
energy consumption and hence PUE values. Thus, a tradeoff
exists between IT equipment and HVAC power, and a balanced
temperature for the facility must be maintained 1o achieve
optimum results.

Lastly, a second-law analysis of the servers suggests that
their dimensionless exergy destruction is a function of tem-
perature only, and the biggest contributor is the ambient
temperature followed by the server inlet-outlet temperature
difference, AT. Simulation results suggest that by lowering
the cooling setpoini, the server inlet temperature, and hence
the resulting server surface temperature can be reduced. This
is possible by suitably utilizing passive cooling techniques,
which can allow the data center to operale at lower temper-
atures without raising power consumption and hence utility
costs. Note, however, that lowering the cooling setpoint using
DX only increases the compressor power, causing a rise
in PUE.

IX. FUTURE WORK

This paper can be extended to other types of economization,
such as water-side economization, and indirect evaporative
cooling. In addition, exergy destruction calculations should
be applied to economization techniques to suggest cooling
solutions for different climates and their minimum possible
ERE values.
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