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SUMMARY

With the growth of computing education research in the last
decade, we have found a call for a strengthening of empiricism
within the computing education research community. Computer
science education researchers are being asked to focus not only
the innovation that the research creates or the question it
answers, but also on validating the claims we made about the
work. In this session, we will explore the relationship between
evaluation and computing education research and why it is so
vital to the success of the many computing education initiatives
underway. It will also help computing faculty engaged in
computer science education research understand why it is
essential to integrate evaluation and validation from the very
first conceptual stages of their intervention programs.
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1 OBJECTIVE

The objective of this special session is to engage the
community at SIGCSE in the dialog about evaluation and its
The SIGCSE Technical
Symposium brings forward a number of pedagogical techniques

value to computing education.
and advances that are sometimes empirically tested. As we grow
as a community and the number of initiatives grow (particularly
those focused on pre-university courses, curriculum, and
content), it is incumbent upon us to ensure that the information
that is being conveyed about a particular pedagogical idea, tool,
or curricular intervention can be verified and substantiated.

A key difference between research and evaluation is that
evaluation is typically focused on a specific program or initiative
and is designed with stakeholders of that initiative. Research is
traditionally designed to provide knowledge that can be used
more broadly. Evaluation can provide recommendations to
improve CS education programs and raise larger research-
oriented questions about what is still unknown.

This session brings together a number of evaluators currently
working in the computer science education area who will share
strategies and tools for ensuring valid, verifiable results.

2 OUTLINE

2.1 Introduction (Decker & McGill)

The introduction to the session will provide an overview and
purpose of the session. It will provide the basis for the argument
that evaluation is an important and necessary part of the
research process and needs to be integrated from the first
conceptual stages of an experiment. These presenters worked to
bring this group of evaluators together and have previously
presented at SIGCSE about the lack of reporting and evaluation
on various activities at the pre-college level [3, 4].

2.2 The Evaluation Wrecking Crew (Ravitz)

Google is an active participant in the Computer Science
education research community, creating products (CS First),
running programs (CS4HS), and fund initiatives (see Google.org).
Google has developed a core set of research and evaluation
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protocols and tools. We have also created opportunities for
others to develop their evaluation capacity [5, 9]. We rely on
research [6, 11] to inform the field and our evaluations, and we
want our findings to be believable (valid, reliable, etc.) and point
to outcomes that matter. Our guideposts include using theory,
designing studies and developing methods to demystify data and
reduce error [10]. Common practices include developing and
studying interventions, often in partnership with educators [7],
conducting literature reviews, validating measures, analyzing
results, developing narratives, and reporting.

When it became clear that there were many different groups
working on this same problem, The Evaluation Wrecking Crew
was formed to work together on these problems. We used a
number of processes to help prioritize our initiatives including
an empowerment evaluation exercise, needs assessment and
collaborative review of existing resources. This led to a
collaborative initiative to organize evaluation resources to be
used by others [13]

2.3 Valid Measures Matter (Snow)

Despite the spread of computing into the pre-college domain,
development of high-quality assessments has not kept pace with
the current rate of growth in computing programs and curricula
and teachers face a number of challenges finding valid and
reliable assessments to use in their classrooms [14].

Evidence-Centered Design (ECD) is
assessment design and development that views assessment as a

a framework for

process of gathering evidence to support inferences about what a
student knows and can do [8]. It provides a structure for an
approach that incorporates validity evidence into the assessment
design process, and is particularly wuseful when the
knowledge/skills to be measured involve complex, multistep
performances, such as those required in computational thinking
practices. SRI will share our experiences, lessons and best
practices from using ECD and contemporary test validity theory
[1] to guide the development and validation of assessments of
computational thinking practices for the Exploring Computer
Science curriculum [2, 12].

2.4 SageFox Consulting Group (Zarch)

The NSF CS10K program “aims to have rigorous, academic
computing courses taught in 10,000 high schools by 10,000 well-
prepared teachers.” We are challenged by the lack of a
coordinated set of definitions, measures, and system for data
collection. The Evaluator Working Group (EWG) coordinates
data collection among project evaluators to count how many
teachers are prepared through CS10K. The EWG has been
successful at collecting aggregated information from all projects
and has a meaningful set of participation indicators. Yet, the
quality of the data varies between projects, and the high level of
aggregation by project data precludes the EWG from doing any
outcome-based analysis or pursing research interests such as
understanding the quality of the professional development, the
strength of implementation, and student learning. Ideally these
items are captured at the project level, but there is no system for
shared reporting.
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2.5 Discussion and Q&A

There will be 30 minutes for discussion and questions.

3 EXPECTATIONS

The intended audience are those engaged in the scholarship
of computing education. If not formally trained in educational
research methods and evaluation, we are hopeful that those in
the audience will begin their journey into understanding the
important role evaluation plays in the research process. For
those already engaged at some level in the research-evaluation
pipeline, we hope to provide some perspective on the multiple
types of evaluation that is going on within the community.
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