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Abstract
This paper presents experimental measurements of the fully differential cross section for
16MeV Li2+ single ionization of s2 ground and the p2 excited state of Li in the azimuthal plane.
Data were obtained for three different ejected electron energies and two different projectile
momentum transfers. The experimental results are compared with theoretical three-body
continuum distorted wave-Eikonal initial state calculations and reasonable good agreement is
found between theory and experiment. Theory predicts a double peak structure for one of the
measured cases and the physical effects producing the double peak are investigated by
performing calculations with different interactions either turned on or off.
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(Some figures may appear in colour only in the online journal)

1. Introduction

Single target ionization is, along with single capture and
excitation, one of the three basic inelastic reaction channels in
collisions of charged particles with atoms. For ionization, in
contrast to the other two channels, the final state involves
three unbound particles. Consequently, ionization is particu-
larly suitable to study the few-body problem(FBP) [1, 2].
The essence of theFBP is that, so far, no analytic solution for
the Schrödinger equation has been found for more than two
mutually interacting particles and, especially for dynamic
systems like collisions, this dilemma represents an enormous
challenge to theory. In the case of electron impact, the
theoretical description of the few-body dynamics has been
extensively tested by measured fully differential cross sec-
tions(FDCSs) (for a review see [3]) extracted from

kinematically complete experiments, i.e. experiments which
determine the complete momentum vectors of all collision
fragments [4, 5]. These studies triggered extensive theoretical
efforts and for simple target atoms (H and He), satisfactory
agreement between experiment and theory has now been
achieved (e.g. [6–8]).

For ion impact, kinematically complete experiments are
much more challenging because the much larger projectile
mass results in very small (for fast and/or heavy projectiles
immeasurably small) scattering angles and changes of mag-
nitude of the projectile momenta. Therefore, the first kine-
matically complete experiment on ionization by ion impact
was only reported more than 30 years after the corresponding
experiment for electron impact [9]. The difficulties associated
with the large projectile mass were circumvented by mea-
suring the momentum vectors of the recoiling target ion and
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the ejected electron, using so-called reaction micro-
scopes(ReMi) or COLTRIMS [10, 11]. The scattered pro-
jectile momentum can then be deduced from the kinematic
conservation laws. Since then, a large body of measured fully
differential data has been generated using this method
[12–16] (for a recent review see [17]). For intermediate
energy proton impact, experimental FDCS were also obtained
by measuring the scattered projectile momentum directly
along with the recoil-ion momentum [18–22].

The comparison between experimental and theoretical
FDCS for ion impact revealed that here the description of the
few-body dynamics is even more challenging than for elec-
tron impact. Nevertheless, valuable information between the
differences in the few-body dynamics for electron- and ion-
impact could be obtained. For example, the presence of the
capture channel in the case of ion impact was demonstrated to
have a large qualitative effect on the FDCS for ionization for
certain kinematic conditions [19]. Furthermore, it was shown
that the FDCS can sensitively depend on the projectile
coherence length [21–24], which tends to be larger for ion
impact by about three orders of magnitude compared to
electron impact. Finally, for ion impact, FDCS were measured
for much larger perturbation parameters η(projectile charge
to speed ratio) [12] which are not accessible for electron
impact since the minimal speed corresponding to the ioniz-
ation threshold cannot be compensated by a large charge
state.

One disadvantage of conventional ReMis is that it is
limited to targets which under normal conditions are gaseous.
Furthermore, the achievable momentum resolution gets worse
with increasing target mass so that in practice FDCS mea-
surements using ReMi are only feasible for light targets. Until
recently, experimental FDCS for ionization by ion impact
were available only for He and H2 targets. This has changed
with the successful implementation of MOTReMi a few years
ago [25, 26]. In this method, the supersonic jet used for the
target in conventional ReMis is replaced by a magneto-optical
trap(MOT), where a target temperature of a fraction of a mK
is reached through laser-cooling. With this method not only is
the achievable recoil-ion momentum resolution significantly
improved, but the available target species is extended to just
about any atom that can be optically pumped.

So far, FDCSs for single ionization measured using
MOTReMi were only reported for one collision system,
namely 16MeV O Li8 ++ [15]. This corresponds to a large
perturbation parameter 1.3h = . Data for FDCS in the per-
turbative regime and targets other than H2 and He were not
reported yet. Here, we present experimental and theoretical
FDCS for 16MeV Li Li2 ++ collisions, corresponding to

0.2h = . Results are obtained for ionization from the s2 state
of Li and from the p2 state excited from the ground state by
the cooling laser.

2. Experiment

The experiment was performed with the MOTReMi [25, 26]
in the test storage ring TSR at the Max Planck Institute for

Nuclear Physics in Heidelberg. The Li2+ ions were acceler-
ated to an energy of 16MeV, injected into the storage ring,
and bunched to pulses with a width of a few nanoseconds and
a repetition rate of about 3MHz.

In the MOTReMi, the lithium target atoms were prepared
and cooled in a MOT. After ionization of a target atom, the
emitted electron and the recoiling Li+ ion were detected and
momentum analyzed in coincidence. In order to allow
simultaneously for the efficient trapping of the atoms as well
as for the high-resolution momentum analysis of the elec-
trons, the magnetic field in the target region was switched
periodically alternating between trapping and measuring
periods (details can be found in [26]). In the measuring period
(about 1200 μs), a homogeneous magnetic field of 11 Gauss
was employed parallel to the projectile beam axis. During the
trapping period (several milliseconds duration), the homo-
geneous field was superimposed with a quadrupole magnetic
field, which—due the interaction with the cooling laser beams
and the Zeeman splitting of the atomic levels in the target
atoms—resulted in a position dependent force confining the
atoms in the center of the spectrometer.

During the measuring period, the cooling lasers were
switched off for a short time (200 μs), resulting in a popu-
lation of 100% of the target ground state configuration s s1 22 1.
For the remaining time, the cooling lasers were switched on
maintaining a population of about 20% of the atoms in the
excited s p1 22 1 configuration. Because of a slight red-detuning
of the laser light from the resonance energy, the energetically
lowest Zeeman level was predominantly populated. There-
fore, about 85% of the excited atoms had an orbital angular
momentum oriented anti-parallel to the magnetic field
axis [15, 26].

The cross sections for the ionization from the excited
p2 -state were extracted by the weighted subtraction of the
spectra obtained in the measuring period with the laser being
switched on and switched off, corresponding to mixed p2 – s2
and pure s2 populations, respectively (details can be found in
[27]). Although this method worked generally very well, it
resulted in very large statistical errors for regions in the final
momentum space where the probability of s2 ionization was
substantially larger than for p2 ionization. For these regions it
was not possible to extract statistically meaningful differential
cross sections for p2 ionization.

3. Theory

One of the most successful theoretical approaches for ion–
atom collisions is the continuum distorted wave-Eikonal
initial state (CDW-EIS) approach introduced by Crothers and
co-workers in 1982 [28, 29] and it has been further developed
and used by several different groups for almost 40 years
[30–42]. The CDW-EIS is a semi-classical approach where
the projectile motion is approximated classically. Our
approach, which we call the three-body distorted wave-EIS
(3DW-EIS) theory is a fully quantum mechanical approach.
The 3DW-EIS method has been outlined in detail in the lit-
erature and applied previously to treat other ion–atom and
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ion–molecule collision systems(see e.g. [43] and references
therein). However, in order to keep the present discussion
self-contained, a short review of this theory is presented. We
consider a three-body collision system in which a projectile
ion P of charge ZP, mass MP and momentum vector Ki

impinges on a neutral target. The collision causes the pro-
jectile to be scattered with final momentum Kf and the
ejection of the active electron e with wave vector ke. The
target T of mass MT includes a nucleus of charge ZT and
possibly a number of passive electrons which are assumed
frozen in their initial states during the collision (i.e. the
nucleus together with the passive electrons are treated as a
single particle). The influence of these passive electrons on
the ionization process is taken into account through an
effective potential. Here, we assume M mP e and M mT e ,
where me is the mass of the electron.

The exact transition matrix for the specified reaction,
given by Gell-Mann and Goldberger [44] using the two-
potential formulation, can be expressed as

T W V W , 1fi f f i f i f i∣ ∣ ∣ ∣ ( )( ) † ( ) ( ) † ( )c y c b= á ñ + á - ñ- + - +

where i
( )y + is the exact initial state of the system which

satisfies outgoing boundary conditions, i
( )b + is the asymptotic

form of this state, f
( )c - is an approximate final state wave-

function which satisfies incoming boundary conditions, Vi is
the initial channel interaction between P and the target, and
Wf is the final-state perturbation. The above T-matrix can be
rewritten as

T V W , 2fi f i i f f i i∣ ∣ ∣ ∣ ( )( ) ( ) ( ) † ( ) ( )c b c y b= á ñ + á - ñ- + - + +

in which the first term is the 3DW transition matrix [45],
which accounts for part of the higher-order contributions
through the final-state wavefunction. The second term takes
into account additional higher-order effects through the final-
state perturbation. The asymptotic initial state of the system,

i
( )b + , in coordinate space is given by

r R r, 2 e , 3i i
K R3 2 i i( ) ( ) ( ) ( )( ) ·b p j=+ -

where r R,( ) are Jacobi coordinates and ri ( )j is the initial
bound-state wave function for the active electron. Here, we use
a numerical Hartree–Fock wave function for ri ( )j . The initial
state interaction, Vi, contains the interaction with the active
electron Z R rP ∣ ∣- - , the passive electrons and the nucleus.
Green and co-workers [46–48] used an analytic fit to a Hartree–
Fock potential to approximate the interaction with the passive
electrons and combined this with the nuclear charge to defined
an effective screened charge for the target ion, Z Reff ( ), which
varies from unity at large distances to ZT for small distances.
Consequently, the initial channel interaction Vi can be repre-
sented by

V
Z Z R

R

Z
r R

R r
, . 4i

P Peff( ) ( )
∣ ∣

( )= -
-

The final channel wave function is approximated as

C Dr R r K R r R, , , , 5f e P f Pe( ) ( ) ( ) ( ) ( )( )c j=- -

where the continuum distorted wave for the ejected electron in
the field of target ion, re( )j , is a numerical solution of the
Schrödinger equation

U r k r
1

2

1

2
0, 6r e e

2
ion

2⎡
⎣⎢

⎤
⎦⎥( ) ( ) ( )j-  - + =

in which U r Z r rion eff( ) ( )= - is the static Hartree–Fock
potential of the target ion T,C K R,P f( )- is a Coulomb wave for
propagation of P in the field of T and D r R,Pe( ) is a Coulomb
distortion factor representing the post-collision interaction
between P and e.

The explicit form of the final-state perturbation potential,
W r R,f ( ), depends on the choice for the final-state wave
function. With the above approximation for r R,f ( )( )c - given
in equation (5), this potential can be calculated using the
differential equation

H E Wr R r R r R, , , , 7f f f( ) ( ) ( ) ( ) ( )( ) ( )c c- =- -

in which H is the full Hamiltonian and E is the total energy. In
order to have an analytic form for W r R,f ( ), for the calcul-
ation of the perturbation we approximate the final state
wavefunction for the electron as an analytic Coulomb wave in
the form of

C
F k r

k r
k r

, 2 1 i e
i ; 1; i , 8

e

e e

k r3 2 2
i

1 1

e( ) ( ) ( )
[ ( · )] ( )

·p g
g

= G -
´ - +

pg
- - - +

and use the same perturbation as Crothers and co-workers
[28, 29]. In the above Coulomb wave function, v1g =
where v is the final relative speed of the electron and the
residual ion.

In equation (2), if we approximate the exact initial-state
wave function, i

( )y + , as its asymptotic form, i
( )b + , the second

term vanishes and the transition amplitude reduces to the
3DW amplitude. However, it has been found that it is better to
approximate this wave function as an EIS [28, 29]. In this
approximation, we have

Z R

r R r R r R

v R
R r v R r

, , ,

exp i
v

ln
v

v
, 9

i i

P

i

i i

i i

EIS

⎡
⎣⎢

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦⎥

( ) ( ) ( )

·
∣ ∣ · ( )

( )

( ) ( ) ( )y y b=

´
-

- - -

+ + +

where vi is the projectile velocity in the entrance channel with
respect to the target.

Consequently, in the 3DW-EIS approach, the explicit
form for the transition amplitude in coordinate space is

10

T V

W

r R r R r R r R

r R r R r R r R r R

d d , , ,

d d , , , , .

fi f i i

f f i

3DW EIS

EIS

( )

( ) ( ) ( )

( ) ( )[ ( ) ( )]

‐ ( ) ( )

( ) ( ) ( )

ò
ò

c b

c y b

=

+ -

- +

- + +

*

* *

Using the expressions given in equations (3)–(5),(7) and(9)
for r R,i ( )( )b + , V r R,i ( ), r R,f ( )( )c - , W r R,f ( ), and r R,EIS( )( )y + ,
we numerically evaluate the six-dimensional integrals for the
transition amplitude using six-dimensional Gauss–Legendre
quadrature first suggested and discussed by Jones and
Madison [49].
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It may be worthwhile to point out the differences between
the present theory and the standard continuum (or Coulomb)-
distorted-wave-EIS(CDW-EIS) approximation. First, 3DW-EIS
is a fully quantum mechanical approach while CDW-EIS is a
semi-classical approach using an impact-parameter formulation
based on straight-line trajectories for the projectile ion. Second,
in the 3DW-EIS both terms in equation (1) are evaluated while
the CDW-EIS approach evaluates only the first term. Finally, in
the 3DW-EIS numerical Hartree–Fock wave functions are used
for the initial bound state for the active electron and numerical
distorted waves are used for the final continuum state.

In the center-of-mass frame, the FDCS for a three-body
ion-impact ionization process is given by

E
N

K k

K
T

d

d d d
2 , 11

P e e
e Te i

f e

i
fi

3
4 2 3DW EIS 2( ) ∣ ∣ ( )‐s

p m m
W W

=

where Ne is the number of electrons equivalent to the active
electron in the target, E k 2e e

2= is the ejected-electron’s
energy, and the solid angles PW and eW indicate the scattering
directions of the projectile and the ionized electron, respec-
tively. The initial reduced mass of the collision system is im ,
and Tem is the same for the subsystem T e( )+ .

4. Results

We have measured FDCS for 16MeV Li2+ ionization of
the ground state as well as the p2 excited state of Li

m m m86% 1 , 9% 0 , 5% 1[ ( ) ( ) ( )]= - = = + for three
different ejected electron energies (Ee = 2, 10 and 20 eV) and
two different projectile momentum transfers q K Ki f= - in
a plane perpendicular to the incident beam direction. In the
coordinate system we use, the incident beam direction is
along the z-axis, the scattering plane is the xzplane, and the
projectile is scattered in the xz+ plane. As a result, the ejected
electron will primarily be emitted in the x- direction and the
binary peak will be mostly centered near x- . In the plane
perpendicular to the beam direction (often called the azi-
muthal plane), 0ef =  corresponds to the x+ axis, 90ef = 
corresponds to the y+ axis, and 180ef =  corresponds to the

x- axis. The largest cross sections would be expected to be
near 180ef = . If a three-dimensional plot is made for the
cross section, normally there will be a large lobe pointing
near the momentum transfer direction and this is generally
called the binary lobe and, for our case, the maximum would
be near the x- direction. Most of the FDCS measurements
made in the past have detected the ejected electron in the
scattering plane and the maximum cross section in this plane
was called the binary peak. In this measurement, the ejected
electrons are detected for a plane cutting through the binary
lobe perpendicular to the scattering plane and we will also call
the largest cross section in this plane the ‘binary peak’ as well.

Figures 1 and 2 compare the measurements with the
3DW-EIS results for s2 and p2 ionization where the experi-
ment has been normalized to theory at the binary peak for
each panel. It is seen that overall there is very good agreement
between experiment and theory. Theory predicts a double
binary peak structure for the p2 case10eV and q = 1.0 a.u.

Although the structure is too sharp to be observable with the
present experimental resolution, there is a small indication
(one data point) that the structure might be real. No data are
shown for the p2 case2eV and q = 1.0 a.u. as well as 20eV
and q = 0.4 a.u., since the s2 cross sections are too large to be
able to get statistically significant results.

The s2 cross sections are symmetrical about 180ef = . If
both the m 1=  sublevels were equally populated, the p2 cross
sections would also be symmetric about 180ef = . The
asymmetry seen in both the experimental and theoretical results
stems from the fact that the experimentally prepared target is

m86% 1= - (the theoretical calculations were performed
using the experimental weights). This has also previously been
observed for 16MeV O Li8 ++ collisions [15]. It is interesting
to note that both the experimental and theoretical peaks are to the
left of 180° for all measured cases except 10eV and q= 0.4 a.u.
where theory predicts no asymmetry and experiment has a small
indication of a peak to the right of 180°. On the other hand,
theory predicts a significant right shift for 2eV and q = 1.0 a.u.
When the m 1= - cross section has a peak to the left of 180°,
the m 1= + cross section has an identical peak shifted the same
distance to the right of 180° and vice versa(mirror symmetry) so
the sum over all m-values is symmetric. This effect is normally
called magnetic dichroism.

Since the data is all collected at the same time, it is
possible to cross normalize the experimental cross sections.
Figures 3 and 4 show the s2 and p2 results where experiment
is normalized to the 2eV q = 0.4 a.u. binary peak and the
other data is cross normalized. Although there is still rela-
tively good agreement between theory and experiment, theory
tends to underestimate the size of the binary peak for the other
cases increasing q and increasing energy.

4.1. Investigation of the double binary peak

Double binary peaks have been observed in the FDCS for
electron-impact ionization of the p2 state of neon [50, 51],
argon [51–54] and xenon [50] as well as ionization of p-type
states of molecules [55], and the present theoretical results
suggest that similar types of cross sections might be expected
for heavy particle ionization. The very good agreement that
was found between the 3DW-EIS and the shape of the
experimental data (figures 1 and 2) suggests that the 3DW-
EIS approach contains the important physics controlling the
shape of the experimental data and this also gives some
confidence that the double peak structure may be correct.
Consequently, it would be interesting to see what effects
cause the double peak to occur.

In the electron-impact ionization experiments in the
scattering plane, the double binary peak occurs when the
cross section has a minimum in the momentum transfer
direction. Whelan [56] suggested that the p-state minimum
can be explained using the plane wave impulse approx-
imation(PWIA). In the PWIA, the TDCS is proportional to
the square of the momentum space wavefunction. For the
binary peak direction, the momentum space wavefunction for
p-states is zero and the TDCS is zero. Presumably, the exact
zero in the PWIA would turn into a minimum for better
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theoretical approximations. If the three-dimensional binary
lobe had a minimum in the direction of the momentum
transfer, then there would be a double peak structure both in
the scattering plane and in the azimuthal plane.

Since the double peak structure is known to be associated
only with ionization of p-states, we first tested to see if the
radial part or angular part(or both) caused the double peak.

We first performed a test calculation in which we replaced the
p2 radial wavefunction with a s2 wavefunction while leaving
the angular part a p-state and we still found a double binary
lobe. Interestingly, the results using the s2 radial wavefunc-
tion were almost the same as those obtained using the p2
radial wavefunction(10%–15% difference in the double peak
region). Next, we kept the radial p2 wavefunction and

Figure 1. Comparison of experimental and theoretical 3DW-EIS FDCS results for 16MeV Li2+ ionization of the s2 shell of Li in the
azimuthal plane as a function of the azimuthal angle. The energy of the ejected electron in eV, the momentum transfer of the projectile in
atomic units (a.u.), and the magnitude of the cross section in atomic units (a.u.) is noted in each panel. Experiment is normalized to theoretical
peaks in each panel.
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replaced the p2 angular wavefunction with a s2 angular
wavefunction. This time the double peak disappeared and the
FDCS were symmetric about 180° so the double peak is
associated with the angular part of the wavefunction.

For electron-impact ionization, sometimes single peaks
have been observed in the p-state FDCS and sometimes
double peaks are observed(similar to the present theoretical

predictions) and there has not been a suggestion for a way to
predict when to expect a single peak and when to expect a
double peak. For 66eV electron-impact ionization of argon
[54], a single binary peak evolved into a double peak for fixed
ejected electron energy and increasing projectile scattering
angle in one of the three cases measured which is similar to
the theoretical prediction presented here.

Figure 2. Comparison of experimental and theoretical 3DW-EIS FDCS results for 16MeV Li2+ ionization of the p2 shell of Li
m m m86% 1 , 9% 0 , 5% 1[ ( ) ( ) ( )]= - = = + in the azimuthal plane as a function of the azimuthal angle. The energy of the ejected electron

in eV, the momentum transfer of the projectile in atomic units (a.u.), and the magnitude of the cross section in atomic units (a.u.) is noted in
each panel. Experiment is normalized to theoretical peaks in each panel.
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To see if we could find a way to predict when a double
peak might be expected, we investigated how different
interactions within the collision system affected the shape of
the cross section. We performed a series of calculations either
including or excluding various physical effects. To investigate
the importance of the projectile-target ion interaction in the
projectile wavefunction, we did a first-Born approximation
(FBA) type calculation which contains no projectile-target ion

interaction in the wavefunction. To do this, we set i i
( ) ( )y b=+ +

and approximated

r R r, 2 e 12f e
K R3 2 i f( ) ( ) ( ) ( )( ) ·c p j=- - -

i.e. we evaluated the first term of equation (2) changing the final
state wavefunction for the projectile to a plane wave and left
everything else the same. Figure 5 compares experiment with the
FBA and 3DW-EIS FDCS results. Surprisingly, for four of the

Figure 3. Comparison of experimental and theoretical 3DW-EIS FDCS results for 16MeV Li2+ ionization of the s2 shell of Li in the
azimuthal plane as a function of the azimuthal angle. The energy of the ejected electron in eV, the momentum transfer of the projectile in
atomic units (a.u.), and the magnitude of the cross section in atomic units (a.u.) is noted in each panel. Experiment is normalized to the 2eV
q = 0.4 a.u. theoretical peak and the same normalization factor is used for all the data.
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six cases, the results did not change that much and the double
binary peak for 10eV is still predicted. However, for 2eV and
q = 1.0 a.u., significant changes in the shape are found and the
peak height was reduced by about a factor of 2 in the FBA
calculation. For 20eV and q = 0.5 a.u., the two side peaks were
eliminated, so the structure seen for this case appears to be
caused by the Coulomb interaction between the projectile with

the target ion. However, overall the cross sections are relatively
insensitive to the Coulomb interaction in the projectile
wavefunction.

Next, we examined the role of ejected-electron-residual
target ion interactions in the ejected electron wavefunction

re( )j . In the 3DW-EIS, the ejected electron wavefunction is a
numerical solution of equation (6) with Uion(r) which is a

Figure 4. Comparison of experimental and theoretical 3DW-EIS FDCS results for 16MeV Li2+ ionization of the p2 shell of Li
m m m86% 1 , 9% 0 , 5% 1[ ( ) ( ) ( )]= - = = + in the azimuthal plane as a function of the azimuthal angle. The energy of the ejected electron

in eV, the momentum transfer of the projectile in atomic units (a.u.), and the magnitude of the cross section in atomic units (a.u.) is noted in
each panel. Experiment is normalized to the 2eV q 0.4 au= theoretical peak and the same normalization factor is used for all the data.
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potential that is Z rP near the origin and r1 asymptoti-
cally(normally called a distorted wave). Next we calculated
results for the ejected electron being approximated by a
Coulomb wave(U r r1ion ( ) = ) for all r, as well as results for
the ejected electron being approximated as a plane
wave(U r 0ion ( ) = ). Everything else was left unchanged in
the 3DW-EIS calculation. Figure 6 compares results for the
three different ejected electron wavefunctions with experi-
ment. Not surprisingly, the plane wave results were very

different and did not even resemble the experiment for 2eV.
The plane wave results predict double peaks near 180° for
both 10eV and 20eV for q = 1.0 a.u. At first glance it may
appear surprising that there is not a larger difference between
the Coulomb wave and distorted wave results. With a dif-
ferent normalization, the Coulomb wave results would agree
with experiment almost the same as the distorted wave results.
The difference between the Coulomb wave and distorted
wave occurs for distances close to the nucleus. Apparently,

Figure 5. Same as figure 2. Here the solid(red) curves are the 3DW-EIS results and the dot-dashed(blue) curves are the FBA.
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the short range behavior of the ejected electron wavefunction
is not very important as long as it is at least a Coulomb wave.
This can be understood in terms of the very small ionization
potential and large (compared to e.g. He) size of the Li atom.
Both factors have a tendency of selecting large impact
parameters.

For heavy ion collisions, there has been a lot of discus-
sion about the importance on the nucleus–nucleus interaction

[1, 13, 38, 57]. From figure 5, we saw that the projectile-target
ion interaction was not particularly important in the projectile
wavefunction. The other place it occurs in the calculation is in
Zeff in the initial state potential Vi. Consequently, we set
Z 0eff = in Vi and only included the interaction with the
active electron. Figure 7 compares 3DW-EIS results with and
without the nucleus–nucleus interaction in Vi. It is seen that
the two results are almost the same with the biggest change

Figure 6. Same as figure 2. The solid(red) curves are the 3DW-EIS results, the dash-dot(blue) curves are 3DW-EIS results with the ejected
electron being approximated as a Coulomb wave, and the dashed(green) curves are 3DW-EIS results with the ejected electron being
approximated as a plane wave.
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being seen for 20eV and q = 0.5 a.u. It is interesting to note
that removing the projectile-target ion interaction from the
projectile wavefunction eliminated the side peaks and
removing the projectile-target ion interaction from Vi had a
noticeable effect only on the low angle side peak which
further indicates that the projectile-target ion interaction is
responsible for this structure. Otherwise, the projectile-target
ion interaction also does not have a very big effect on the

results of the calculation. Apparently, for these kinematics,
the only really important aspect is to represent the ejected
electron as some form of Coulomb wave.

To further investigate the double peak structure, we
performed a series of calculations for 10eV ejected electrons
and different momentum transfer values. The double peak
structure started at q = 0.9 a.u. and ended at q = 1.2 a.u., so it
occurs only for a narrow range of momentum transfer.

Figure 7. Same as figure 2. The theoretical curves are 3DW-EIS results using different approximations for Vi. The solid curves(red) use the
Vi of equation (4). The dash-dot(blue) curves just include the interaction of the projectile with the active electron.

11

J. Phys. B: At. Mol. Opt. Phys. 50 (2017) 215202 E Ghanbari-Adivi et al



Otranto and Olson [58] examined the development of the
double peak for 200eV electron and positron impact ioniz-
ation of argon as a function of momentum transfer and found
double peaks occurring for increasing momentum transfer.
They attributed this to the increasing dominance of the m=0
contribution. However, for our case, the m=0 contribution
is insignificant and the double peak results entirely from the

m 1= - contribution. Figure 8 shows the theoretical FDCS
for a fixed momentum transfer of q = 1.0 a.u. and a range of
ejected electron energies between 4 and 16eV. From the
figure, it is seen that a very small shoulder at 4eV for angles
less than 180° develops into a peak of equal size as the peak
for angles larger than 180° by 8eV. For energies above
10eV, the small angle peak increases in size and the large

Figure 8. Fully differential cross sections for 16MeV Li2+ ionization of the p2 shell of Li m m m86% 1 , 9% 0 , 5% 1[ ( ) ( ) ( )]= - = = + in
the azimuthal plane as a function of the azimuthal angle for a range of ejected electron energies between 4 and 16eV. The energy of the
ejected electron in eV, the momentum transfer of the projectile in atomic units(a.u.), and the magnitude of the cross section in atomic
units(a.u.) is noted in each panel.
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angle peak reduces to a shoulder by 16eV and then is
completely gone by 20eV. Consequently, it is clear that the
double peak structure is determined by the angular part of the
wavefunction and the kinematics but not the interactions. It
would be very interesting to see if an experiment with better
resolution would confirm the existence of this double binary
peak structure.

5. Conclusions

We report here the first experimental FDCS measurements for
single ionization of the s2 and p2 states of Li in the azimuthal
plane by ion impact in the perturbative regime. Three dif-
ferent ejected electron energies(2, 10 and 20 eV) were
measured and, for each energy, two different momentum
transfers.

We compared the experimental results with theoretical
3DW-EIS FDCS and found reasonably good agreement with
experiment. Theory gave very good agreement with the shape
and peak positions of the experimental data and not so good
agreement with the relative magnitudes. Theory predicted a
double binary peak structure for E 10 eVe = and q = 1.0 a.u.
which could not be resolved with the current experimental
resolution. Electron-impact FDCS were known to sometimes
find a double binary peak structure and sometimes a single
peak for ionization of p-states and the current theoretical
results exhibited the same behavior. Since the 3DW-EIS
results were in very good agreement with the shape of the
other measured cases, it seemed reasonable to expect that the
predicted double peak structure was correct. Consequently,
we performed a series of calculations to see what caused the
double peak and how to predict when one should expect to
find a double peak. We first determined that the double peak
was caused by the angular part of the p-state wavefunction.
Next, we tried to determine which forces could cause the peak
to appear by performing calculations with different interac-
tions either turned on or off.

We found that the projectile nucleus-target ion interac-
tion only had a noticeable effect on the shape of the smallest
cross sections and otherwise it was not very important for the
kinematics examined here. We also examined the importance
of the ejected electron interactions with the final state ion and
discovered that short range screening of the nucleus was not
very important. However, it was important to include the long
range Coulomb interaction. None of these interactions had an
effect on the double peak structure. Consequently, we learned
that the angular part of the p-state wavefunction caused the
double peaks but none of the interactions in the calculation
seemed to have an impact on the double peak.

We then performed a series of calculations for a fixed
ejected electron energy of 10eV and different momentum
transfers and found that the double peaks occur for a small
range of momentum transfers between q=0.9 a.u. and
q = 1.2 a.u. We also performed a series of calculations for
q = 1.0 a.u. and different ejected electron energies and found
that a small angle shoulder develops into a peak between 4
and 8eV and that the high angle peak reduces to a shoulder

between 10 and 16eV. Since changing the kinematics caused
the double peaks to disappear but varying the forces did not, it
is clear that the double peaks are caused by the angular part of
the p-state wavefunction and the kinematics only. What is not
clear is how to predict the kinematical conditions which
produce the double peak. Finally we would note that the
present Li2+ and previously measured O8+ [43] results were
very different for the s2 state. We think the reason is that, for
the higher projectile mass and charge, small impact para-
meters are more important which means that the cross
sections will be more sensitive to the nodal structure of the
target.
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