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ABSTRACT: It has been shown that the rate of decom-
position of methyl thiolate species on copper is accelerated by
sliding on a methyl thiolate covered surface in ultrahigh
vacuum at room temperature. The reaction produces small
gas-phase hydrocarbons and deposits sulfur on the surface.
Here, a new ReaxFF potential was developed to enable
investigation of the molecular processes that induce this
mechanochemical reaction by using density functional theory
calculations to tune force field parameters for the model
system. Various processes, including volumetric expansion/
compression of CuS, CuS,, and Cu,S unit cells; bond
dissociation of Cu—S and valence angle bending of Cu—S—
C; the binding energies of SCH;, CHj, and S atoms on a Cu
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surface; and energy for the decomposition of methyl thiolate molecular species on copper, were used to identify the new ReaxFF
parameters. Molecular dynamics simulations of the reactions of adsorbed methyl thiolate species at various temperatures were
performed to demonstrate the validity of the new potential and to study the thermal reaction pathways. It was found that reaction
is initiated by C—S bond scission, consistent with experiments, and that the resulting methyl species diffuse on the surface and

combine to desorb ethane, also as found experimentally.

Bl INTRODUCTION

Copper is used for a range of technological applications, for
example, as a catalyst,1 for electrodes in fuel cells,” and in
electrical motors.> Although coinage metals are generally quite
unreactive, they can be passivated by sulfur-containing alkyl
thiolate self-assembled monolayers,* ® and the chemisorption
of other molecules has been investigated.””
Sulfur-containing molecules are also used as lubricant
additives, where they react at the sliding interface to form
friction- and/or wear-reducing films.*'°~"* Early mechanistic
work on sulfur-containing lubricant additives under so-called
extreme-pressure (EP) conditions, where the interfacial
temperatures were high (approaching ~1000 K)," revealed
that the surface chemical processes that resulted in the
formation of friction-reducing tribofilms were thermally
driven."*™*® However, in the case of milder sliding conditions,
where the temperature rise at the interface is negligible, the
formation of a tribofilm can be driven by a mechanochemical
process in which interfacial sliding lowers the reaction
activation barrier, resulting in an acceleration of the reaction
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rate.'””>" In particular, this effect has been demonstrated for

the gas-phase lubrication of copper by dialkyl disulfides (R—S—
S—R, where R is an alkyl group).”””*” The dialkyl disulfides
initially reacted rapidly on clean, well-characterized copper in
ultrahigh vacuum (UHV) to form stable alkyl thiolate species.
However, sliding on this surface induced the decomposition of
the alkyl thiolate species to evolve gas-phase hydrocarbons and
deposit sulfur on the surface. It is important to note that this
reaction would not occur in the absence of an external force,
and that the sliding conditions were sufficiently mild that the
interfacial temperature rise during siding was negligible; the
reaction rate was mechanochemically accelerated.

Such mechano- or tribochemical reactions are generally most
simply described using the so-called Bell model*® where the
reaction rate constant under the influence of an external force F
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exerted on the reacting species (the mechanophore), k(F) is
given by
FAx'
k(F) = koexp[—x)
kBT ( 1)

where k, is the reaction rate constant in the absence of an
external force, kg is the Boltzmann constant, T the absolute
temperature, and Ax* is known as the activation length and is a
measure of the distance moved along the reaction energy
profile from the reactant to the transition state.”” However, it is
a challenge to quantitatively test this model for a number of
reasons. First, this model assumes that the shape of the reaction
profile is not modified by the imposition of an external force,
and thus is somewhat oversimplified.”” It also assumes that the
external force is collinear with the reaction coordinate, which it
may well not be. Molecular dynamics (MD) simulations have
proven to be extremely useful in providing atomic-scale insights
into energy dissipation processes at a sliding interface, and have
more recently been extended to studying chemical reactions at
interfaces by using reactive potentials that include bond-
breaking and bond-forming processes.”’ ~** While there remain
a number of challenges to modeling chemical processes using
MD simulations, they can provide important molecular-level
insights into the processes occurring at a sliding interface that
can aid in developing robust analytical models analogous to the
Bell model described above, and in providing physical insights
into the value of parameters, such as the activation length.

The first challenge to applying MD simulations to mechano-
and tribochemical processes is to develop reasonably accurate
interaction potentials. This is done in the following by using
density functional theory (DFT) calculations as a basis for
fitting the parameters in a ReaxFF reactive force field,*** and
previous work has shown that DFT calculations yield energy
barriers for the decomposition of methyl thiolate species on
copper that are in good agreement with experiment.”” A second
challenge in using MD simulations to study chemical reactions
is that they are relatively rare events on the MD time scale. This
can be addressed, in some cases, by using accelerated parallel
replica dynamics.’*~*

Since there were no ReaxFF parameters for the methyl
thiolate species on copper system, in this work, new ReaxFF
parameters were developed to describe the Cu—S and Cu—
thiolate reaction energetics. The new ReaxFF force field was
trained, that is the parameters in the potential were optimized,
by using DFT calculations of the volumetric expansion/
compression of CuS, CuS,, and Cu,S unit cells; Cu—S bond
dissociation; the Cu—S—C valence angle bending; the binding
energies of SCH;, CH;, and S species on copper; and the
potential energy curves for the decomposition of methyl
thiolate on Cu (100). The resulting ReaxFF potential was then
used in preliminary MD simulations of the decomposition of
methyl thiolate species at various temperatures, which were
compared with experiment to demonstrate the ability of the
newly developed force field to model the methyl thiolate
decomposition pathways on Cu (100).

B METHODS

ReaxFF Formalism. ReaxFF is an empirical reactive force
field that can simulate relatively large atomic systems with an
accuracy comparable to DFT or other quantum-based methods,
but with much less computational time.’**' ReaxFF calculates

the partial energies of the system and the total energy for every
iteration during the simulation using the following equation:

E = Epa + E

system

+ E

‘over

+ Epy + By + By + Egyy + Ecoy

under val tor

)
where the partial energies are bond, under-coordination
correction, overcoordination penalty, valence angle, dihedral
angle, lone-pair electron, van der Waals interaction, and
Coulomb interaction energies, respectively.

A bond order—bond length relationship is used to calculate
atomic interactions. This enables the ReaxFF potential to
simulate the transition states of bonding interactions with
comparable accuracy to quantum-based methods. Bond orders
in ReaxFF are calculated from the equation:

BO;;
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where BO7, BOj, and BOj"are the bond-order contributions
from o bonds, 7 bonds, and double 7 bonds, respectively. The
Py, variables are the parameters used in the force field to
describe bonding interactions; these variables are fit or trained
during the parametrization of a new force field. r; is the atomic
distance between the i and j™ atoms, and the various r, values
are the optimal bond radii. All interaction energies associated
with bonding are functions of the BO values. Thus, because
they depend on bond distances, and because the variables are
trained with quantum mechanical results or experiment data,
ReaxFF is able to calculate the transition-state energies of
reactions with comparable accuracy to those from either DFT
or experiment.

Nonbonding interactions (Eyg,, + Ecou in eq 2) are calculated
for every iteration, regardless of connectivity. A seventh-order
taper function is used to prevent any discontinuities of energies
for nonbonding interactions.*” In addition, shielding parame-
ters inhibit unphysically large repulsive energies at very close
distances.”” The methods used to calculate nonbonding
interactions enable ReaxFF to simulate long-range, ionic
interactions.” Furthermore, ReaxFF uses an electronegativity
equalization method, a geometry-dependent charge calculation
scheme, to calculate atomic charges.45 More detailed
information about the ReaxFF potential is provided in van
Duin et al,** and Chenoweth et al.*®

Ab Initio Reference Data. Quantum mechanical (QM)
calculations were performed to gather reference energies for
calculating ReaxFF parameters. The calculations include the
equations of state of CuS, CuS,, and Cu,S, bond-dissociation
curves, valence-angle curves, thiol decomposition on a Cu(100)
surface, the binding energies of S, CHj;, and thiolates on
Cu(100). Molecular structures, with nonperiodic boundary
conditions were calculated using the Jaguar package. Non-
periodic DFT calculations used the B3LYP functional,*” which
is based on Hartree—Fock exchange with a generalized
functional by Becke,” and a correlational functional by Lee,
Yang, and Parr.*’ The Pople 6-31G**+ basis set was applied for
the calculation of the electrons of Cu, S, C, and H atoms.>° For
geometries with periodic boundary conditions, the PWSCF
(Plane Wave Self Consistent Field) code in the Quantum
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Figure 1. Energy curves for the equations of state of the (a) CuS unit cell with a volumetric variation along the lattice vectors a and b; (b) CuS$ unit
cell with the volumetric variation along the lattice vector c; (c) CuS, unit cell with a volumetric variation along the lattice vectors a, b, and ¢; and (d)
Cu,S unit cell with a volumetric variation along the lattice vectors a and b. Insets to the plots show the unit cells, where brown spheres correspond to

Cu and yellow spheres to S.

Espresso package was used,”’ with the PBE functional
condition,” with the scalar relativistic ultrasoft pseudopoten-
tials using the Rappe Rabe Kaxiras Joannopoulos (RRKJus)>>>*
method to describe ion-electron interactions.

Convergence test calculations were performed to find the
optimal conditions for kinetic energy and charge density
cutoffs; the cutoff values were set to 75 and 580 Ry,
respectively. In addition, a Monkhorst—Pack grid with a 7 X
7 X 7 k-point mesh was used for the equation-of-state
calculations, while a 4 X 4 X 1 k-point mesh was applied to all
DFT calculations with the Cu(100) vacuum slab, and 1 X 1 X 1
mesh for the molecules.”*°

Parameterization Process. The initial step in the ReaxFF
parametrization process for the Cu—S system was to combine
previously developed ReaxFF parameters for copper’’ and
sulfur.”® Next, the subsequent parametrization process used
quantum mechanics to train each parameter in eq 3. The
training process optimized one parameter at a time, to
minimize the sum of the errors.*’ The error was calculated
from the difference between the ReaxFF and QM/experiment
data as described by the following equation:

n

2
X, QM ~ %i ReaxFF
Error = -
O.

1

i (4)

where the x;qu represent the energies from quantum
mechanics, ;p.,.zr are the energies from ReaxFF, and o; are
weighting values for each parameter. The resulting ReaxFF
parameters are available as Supporting Information.

B RESULTS AND DISCUSSION

Force-Field Parameterization. To ensure the reliability of
the ReaxFF description of condensed-phase Cu—S, the
equations of state for CuS, Cu,S, and CuS, were calculated
by DFT. The energies were calculated for these same systems
using ReaxFF. For each system, the simulation began with the
equilibrium state of the unit cell and then expansion and
compression were applied along the relevant lattice directions
for each unit cell and the energy of the system was calculated.
For all equation of state calculations, the volume was varied by
2% for each step. The resulting relative energies were compared
to those from DFT. The c-direction equation of state for Cu,S
was not considered in this training set because the difference
between the minimum and maximum energies calculated from
QM calculations was less than 1 kcal/mol; this means that
expansion or compression along the c-direction is barrierless
and therefore is unimportant for ReaxFF. Figure 1 shows the
QM and ReaxFF results for volumetric compression and
expansion, where each increment along the x-axis corresponds
to a 2% change in unit cell volume. Within a 10% volume
variation from the equilibrium state, the maximum difference
between ReaxFF and QM energies was between 3.3 and 9.0
kcal/mol. Near equilibrium, i.e., for a volume expansion of 2%
or less, the performance of the force field was even better,
yielding a maximum energy difference between 0.6 and 1.6
kcal/mol, where all energy differences were less than 1 kcal/
mol except for the CuS unit cell contracted by 2% in the lattice
vector ¢ direction.

To develop a ReaxFF description of alkyl thiolate
interactions with Cu surfaces, the Cu—S bond dissociation
and Cu—S—C valence-angle energies were calculated by DFT
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Figure 2. ReaxFF and QM energy curves for the (a) Cu—S—C angle in a Cu (100)-thiolate system, (b) Cu—S bond in thioxocopper, and (c) Cu—S
bond in Cu(SCH,),. Insets to the plots show the model systems, where brown spheres correspond to Cu, yellow to S, green to C, and white to H

atoms.

and the results compared and trained with ReaxFF. Bond
dissociation for Cu—S was calculated using thioxocopper (CuS)
and a Cu(SCHj;), molecule, and valence-angle calculations of
Cu—S—C were carried out using the Cu (100)-methyl thiolate
system. In all cases, geometry optimizations were performed to
find the ground-state energies of each system. To calculate the
energy curve for Cu—S bond dissociation, a series of geometry
optimizations were performed with bond constraints. Specifi-
cally, the bond distance between the target Cu and S atoms was
constrained to vary between 1.0 and 4.0 A in 0.2 A steps for
thioxocopper, and from 1.54 to 4.14 A in 0.2 A steps for
Cu(SCHj),. Similarly, the target Cu—S—C angle of the Cu
(100)-thiol system was constrained to vary between 67.08° and
177.08° in 10° steps to calculate the energy curve for Cu—S—C;
Figure 2 shows the results of these calculations. The maximum
difference between the ReaxFF and QM Cu—S—C valence-
angle energies (Figure 2a) was 2.7 kcal/mol, with ReaxFF
slightly overpredicting this energy for angles larger and smaller
than the equilibrium value. For the bond energies (Figure 2b
and c), the most important feature is the energy between the
minimum energy distance and that when the two atoms are far
from one another, which describes the ability of ReaxFF to
capture bonding and debonding. In this range, the force field
can reproduce the results of the quantum calculations with a
maximum energy difference of 25.3 and 4.2 kcal/mol for the
Cu—S bond in thioxocopper (CuS) and the Cu(SCHj;),
molecule, respectively; near the energy minimum, the energy
differences are significantly smaller.

The binding energies for S, thiol, and CH; adsorbed on Cu
(100) are included in the training set to ensure that the new
ReaxFF potential properly predicts the chemisorption energies
of S, SCH;, and CHj; on the Cu surface. The binding energies
(Ebindng) were calculated according to

Ebinding = Eslab +E

gas-phase absorbate Eabsorbate+slab (5)

where Eg,, is the energy of a Cu (100) slab in vacaum and
E . gsorbatessiab 1 the energy of chemisorbed adsorbate on the Cu
(100) surface after relaxation. The term Eq s phase absorbate 1S 2
reference energy for an isolated gas-phase absorbate species
after relaxation. In some cases, binding energies were calculated
with respect to stable gas-phase molecules and used to train the
ReaxFF potential while, in other cases, energies were calculated
with respect to the adsorbed radical in the gas phase to allow
binding energies to be compared with previous work. From eq
5, a positive value of Eygp,, indicates the adsorption is
thermodynamically favorable, while a negative value indicates
the chemisorption is thermodynamically unfavorable. To
minimize interference from the periodic image of the adsorbate

across the periodic boundary, the Cu (100) surface in our DFT

and ReaxFF calculations consisted of 3 X 3 Cu atoms.*®
Table 1 presents the binding energies on the Cu (100)

surface calculated from QM and ReaxFF. Here, the energies of

Table 1. Binding Energies of S, CH;, and SCH; on a Cu
(100) Surface and Subsurface Sulfur Adsorption Energy”

ReaxFF energy QM energy
geometry (kcal/mol) (kcal/mol)
S on Cu (100) 4-fold 51.75 45.93
S on Cu (100) 2-fold 32.16 25.90
S on Cu (100) 1-fold 14.60 7.46

thiol on Cu (100) 4-fold
thiol on Cu (100) 2-fold

66.34 (40.32)
38.64 (15.13)

68.98 (29.08)
52.64 (12.74)

thiol on Cu (100) 1-fold 17.19 (7.57) 37.5 (—2.4)
CH, on Cu (100) 4-fold 17.05 (—2.83) 4275 (—8.83)
CH, on Cu (100) 2-fold 46.8 (0.27) 51.7 (—6.6)
CH; on Cu (100) 1-fold 39.32 (—41.2) 49.47 (—15.55)
subsurface adsorbed S 44.62 43.44

“Binding energies of CH; and methyl thiolate were calculated using
radicals, while binding energy of S was calculated using an octasulfur
molecule. Shown in parentheses are the energies calculated with
respect to stable gas-phase molecules (ethane and DMDS).

radicals were calculated from the binding energies of CH; and
SCHj;, and the energy of octasulfur was used to calculate the
binding energy of S. The most stable site for methyl thiolate
adsorption is found to be the 4-fold hollow site, in agreement
with experiment,” and the binding energy is also in good
agreement with previous work.”” The 2-fold bridge site is
predicted to be the most stable position for a CH; group with a
binding energy of ~50 kcal/mol; which is within the range of
values, 30.7 to 51.9 kcal/mol, reported from previous
calculations of methyl species on Cu(111).°" Shown in
parentheses are the binding energies calculated with respect
to dimethyl disulfide (DMDS) and C,H; molecules as gas-
phase references to establish the capability of the force field to
properly calculate the binding energies of these species not only
with respect to gas-phase radicals but also with respect to stable
molecules. For an S atom, ReaxFF overpredicts the binding
energy by between 5.8 and 7.1 kcal/mol, depending on the
binding site. For the thiol and CH; molecules, ReaxFF under-
predicts the binding energy by up to 25 kcal/mol. Importantly,
the best match between ReaxFF and QM is observed for the
binding sites that are the most stable, i.e., thiol on the 4-fold
site, for which the energy difference is 2.6 kcal/mol, and the
CH; on the 2-fold site, for which the energy difference is 4.9
kcal/mol.
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Figure 3. ReaxFF and QM energy curves for (a) methyl thiolate decomposition on an ideally flat Cu(100) surface, and (b) methyl thiolate
decomposition on a Cu(100) surface with a vacancy and an adatom. The color scheme is the same as that in Figure 2.

Figure 4. Top (left) and perspective views (right) of the configuration of the system used for the MD simulations in which 16 methyl thiolate species
are deposited on a Cu (100) surface to provide a 0.25 ML coverage. The color scheme is the same as in Figure 2.

The process of methyl thiolate decomposition on the
Cu(100) surface was also included in the training set. For
this, the Vienna ab initio simulation package (VASP)**** was
used to calculate the energy barrier for decomposition of a
methyl thiolate molecule on the Cu (100) surface using the
nudged elastic band (NEB)*** method. The PBE functional
was applied, and the energy cutoff was 400 eV. Two NEB
simulations were performed: one for the decomposition of
methyl thiolate on an ideal Cu (100) surface, and one for the
surface with an adatom and a vacancy. The results are shown in
Figure 3. The maximum difference between ReaxFF and the
energy calculated by DFT at any step in the decomposition of
methyl thiolate on an ideal surface or one with a vacancy is 4.4
kcal/mol. Most energy differences are smaller than this, with
the average difference for both surfaces being 1.3 kcal/mol.

MD Simulations of Thermal Reactions of Methyl
Thiolate on Copper. To demonstrate the new ReaxFF
potential’s ability to describe thermal decomposition of methyl
thiolate species on copper, a series of MD simulations were
carried out to model the reactions that occur for methyl thiolate
species on a Cu surface at different temperatures. The
simulations calculate S—C bond dissociation because this
reaction is the precursor to hydrocarbon formation, which
has been measured experimentally in previous temperature-
programmed desorption (TPD) experiments.”® In the experi-
ments, methyl thiolate species thermally decomposed and then
reacted to desorb small hydrocarbons (methane, ethylene, and
ethane) with a peak desorption temperature of ~425 K in TPD,
corresponding to a reaction activation energy of ~24 kcal/mol,
to leave chemisorbed sulfur on the surface. However,
significantly higher simulation temperatures were used here to
accelerate the reaction rates to allow reaction events to be
observed on the time scale of the simulation.

The system configuration used for the simulation is shown in
Figure 4 and consisted of a Cu vacuum slab with a Cu (100)
surface that is 8 layers thick, with 512 Cu atoms. A total of 16
methyl thiolate species were deposited on the surface to yield a
0.25 monolayer (ML) coverage, where the coverage was
measured relative to the number of copper atoms on the (100)
surface.

The simulations were run for 6 ns at 400, 500, 600, and 700
K, with a 0.25 fs time step in the NVT ensemble (with a
constant number of atoms, volume, and temperature). The
TPD experiments ramped the temperature from 100 to 700 K
using a 42 K/s heating rate.”® This heating rate can be
approximated as isothermal on the MD simulation time scale,
since 4.2 K/s represents 4.2 X 10~° K/ns, which corresponds to
a negligible temperature variation during the 6 ns simulation
time.

During each simulation, the decomposition of the methyl
thiolate species on the surface was characterized by monitoring
the number of methyl thiolate species in which the C—S bond
order was reduced below a value of 0.2. Figure 5 represents the
number of dissociated methyl species (CH;) from thiolate
molecules after S—C bond scission. It is observed that the
fewest dissociation events occurred at the lowest temperature of
400 K, where only temporary scission of Cu—S bonds occurred
due to thermal fluctuations. It is also observed that, during the
initial 1 ns of simulation time, decomposition occurred more
slowly at 500 K than the other two higher temperatures. An
increased reaction rate with increasing temperature is expected,
and was demonstrated for this system in previously reported
TPD experiments of dimethyl disulfide on copper.”® In the
TPD experiments, the amount of methane was detected, while
in the simulation we counted S—C bond dissociation events.
However, the trends in these two metrics can be compared
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Figure S. Number of thiols that decomposed on the Cu(100) surface
as a function of time during 6 ns MD simulations at different
temperatures.

because bond dissociation is the first step toward the formation
of methane in the experiments.

According to the data in Figure 5, at temperatures of 500,
600, and 700 K, S—C bond dissociation reaches steady state,
i.e., the number of bonds oscillates about a constant value, after
the first 2 ns of the simulation. This implies that the process of
S—C bond scission is reversible on this short time scale such
that some S—C bonds break and then reform, although not
necessarily between the same two atoms, as shown next. In
order to explore this effect, Figure 6 shows the trajectory of the

X )
i ¥
AR

@ cu, Os,Oc, OH, @ Cof decomposed CH,;, @ Cu with Cu-C bond

Figure 6. Trajectory (black line) of the carbon (blue sphere) of an
adsorbed CHj species on Cu (100). The blue carbon identifies that
the methyl group has now diffused away from the chemisorbed sulfur
atom to bind at a copper bridge site.

carbon atom from a CH; molecule from the 400 K simulation.
Consistent with the DFT data, the ReaxFF simulations show
that adsorbed CHj species prefer the bridge adsorption site on
Cu (100). The methyl group remains in the vicinity of the
sulfur atom, in some cases diffusing across it, presumably to
transiently reform the methyl thiolate species.

Figure 7 summarizes the processes occurring during methyl
thiolate decomposition on Cu (100) observed in the 400 K
MD simulation. From the initially chemisorbed SCH; species
(Figure 7a), the C—S bonds tilt causing the CH; group to
approach the surface (as highlighted by the blue carbon atom),

@cu, OS, Oc, OH, @ Cof decomposed CH;, @ Cu with Cu-C bond

Figure 7. Process of thiol decomposition on a Cu (100) surface. (a)
Chemisorbed methyl thiolate species on a Cu (100) surface, (b) the
motion of the CH; group close to the surface, (c) the completion of
methyl thiolate decomposition showing CH; binding to adjacent Cu
sites, (d) CH, diffusion on the Cu (100) surface. In each image, the
red circle identifies the most relevant atoms and red arrows indicate
motion direction.

resulting in a small surface—S—C angle, as shown in Figure 7b.
Then, as shown in Figure 7¢c, C—S bond scission occurs causing
the resulting CHj; species to move to a copper atom on the
surface. Lastly, as shown in Figure 7d, the CH; group diffuses
on the surface away from the remaining sulfur atom. This CH;
is the precursor to small hydrocarbon formation observed in
TPD experiments and consistent with the formation of ethane
resulting from the coupling between two methyl groups. The
simulation was not run for a sufficiently long time to observe
the fate of the resulting methyl species. Nevertheless, the
simulations accurately capture the products in the exper-
imentally observed surface reaction pathway as measured by
TPD.®

During the MD simulation, reattachment of CH; groups to S
atoms was observed. Figure 8 shows a S—C bond-breaking
event and successive migration of a CHj species to another
adsorbed S atom, forming a new methyl thiolate species on the
Cu (100) surface at S00 K. The process begins from a S—C
bond dissociation of one of the adsorbed methyl thiolates in
Figure 8a. Another S—C bond dissociation event occurs, leaving
two S atoms and two CHj species adsorbed on the Cu (100)
surface in Figure 8b. One of the roaming CHj species
approaches an adjacent sulfur atom in Figure 8c. Lastly, a
new thiol molecule is formed as a S—C bond is reestablished
(Figure 8d). This CH,; migration and subsequent methyl
thiolate formation occurred at 500, 600, and 700 K, throughout
the 6 ns of the simulation. The reattachment of S—C bonds
explains the stabilization of the number of dissociated S—C
bonds after 2—3 ns of simulation time shown in Figure S.

Lastly, in order to explore the subsequent reaction pathways,
a surface was created with a methyl species adsorbed on a
surface containing methyl thiolate species and a simulation was
carried out at 700 K to accelerate the reaction rates. The results
of the simulated reaction sequence are shown in Figure 9. As
shown in Figure 9a, the process starts with chemisorbed methyl
thiolate species and an adsorbed CH; group on the Cu (100)
surface. The methyl thiolate species reacts by C—S bond
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@cu, Os, Oc, OH, @ C of migrating CH,

Figure 8. Process of CH; migration on Cu (100) surface: (a) The
CHj, group (C atom highlighted in blue) is unstable, and about to
dissociated from the S atom; (b) S—C bond dissociation occurs; (c)
the target CH; migrates on the Cu(100) surface approaching another
S atom; and (d) a new methyl thiolate species is formed. In each
image, the red circle identifies the most relevant atoms and red arrows
indicate motion direction.

@cy, Os, Oc, OH, @ Cof CHg

Figure 9. Process of ethane formation on the Cu (100) surface. (a)
Chemisorbed methyl thiolate species and an adsorbed CH; group on a
Cu (100) surface (relevant carbon atoms highlighted in blue); (b) the
methyl thiolate decomposes to form two adsorbed methyl species; (c)
the methyl species diffuse to bind to adjacent copper atoms on the
surface; and (d) C,Hg forms from a reaction between the methyl
species on Cu(100) and then rapidly desorbs. In each image, the red
circle identifies the most relevant atoms and red arrows indicate
motion direction.

scission, as discussed above, to form another methyl species and
adsorbed sulfur, to yield two CHj groups that are bonded on
the Cu surface, as shown in Figure 9b. The two CHj species
diffuse rapidly toward each other at 700 K, forming a
metastable Cu-2CH; state for a very short time in Figure 9c.
Finally, in Figure 9d, ethane is formed and rapidly desorbs from
the Cu surface. These results demonstrate that the current
ReaxFF potential can be used to model both methyl thiolate
decomposition and subsequent hydrocarbon formation reaction
pathways.

It should be noted that methane is also formed in the thermal
and tribochemical reactions. However, this subsequent step
would require the dehydrogenation by the transfer of hydrogen
from one methyl group to the other to form an adsorbed CH,
species that presumably combine to form ethylene, which is
found in the thermal reaction. However, the activation barriers
for these processes are not included in the database for the
ReaxFF training set.

B CONCLUSIONS

In this work, DFT simulations were performed and used to
train ReaxFF parameters to develop a new Cu/S potential to
describe the thermal reactions of alkyl thiolate species on Cu
surfaces. The parametrization process included volumetric
expansion/compression of CuS, CuS,, and Cu,S unit cells;
bond dissociation of Cu—S and valence angle bending of Cu—
S—C; the binding energy of SCH; CHj, and S atoms; and
energy curves for the decomposition of methyl thiolate species
on copper.

MD simulations were performed to demonstrate the ability
of the new force field to describe experimentally observed
methyl thiolate-Cu surface chemistry and Cu—S interactions.
MD simulations carried out for 6 ns at 400, 500, 600, and 700
K showed that the current Cu/S potential can capture methyl
thiolate decomposition that increases with temperature, similar
the observations from TPD experiments. In addition, we
observed the process of thiol decomposition and ethane
formation on a Cu (100) surface, which demonstrates the
potential’s ability to simulate the surface chemistry and
hydrocarbon formation of Cu—S and Cu—alkyl thiolate
systems. These reactive potentials can be used in the future
to investigate the chemistry induced at a sliding interface to
explore how the reaction rate varies with the forces exerted on
the adsorbed alkyl thiolate species to test whether they obey the
simple Bell model (eq 1) and to provide estimates of the value
of the activation length Ax* to compare with experiment.
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