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Abstract. In this paper we study distributionally robust stochastic programming in a setting
where there is a specified reference probability measure and the uncertainty set of probability mea-
sures consists of measures in some sense close to the reference measure. We discuss law invariance of
the associated worst case functional and consider two basic constructions of such uncertainty sets.
Finally we illustrate some implications of the property of law invariance.
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1. Introduction. Consider the following minimax stochastic optimization
problem:

(1.1) Min sup Eq|G(a, ¢(w)))
T QeEM

where X C R”, £ :  — E is a measurable mapping from Q into 2 C R?, G : R* xE —
R and 91 is a nonempty set of probability measures (distributions), referred to as the
uncertainty set, defined on a sample space (Q,F). Such a “worst case” (minimax)
approach to stochastic optimization has a long history. It originated in John von Neu-
mann’s game theory and was applied in decision theory, game theory, and statistics.
In stochastic programming it goes back at least to Zackova [25]. Recently the worst
case approach attracted considerable attention and became known as distributionally
robust stochastic optimization (DRSO).

A wide range of the uncertainty sets was suggested and analyzed by various
authors. If the uncertainty set consists of all probability distributions on Z, then
the DRSO is reduced to a so-called robust optimization with respect to the worst
realization of ¢ € = (we can refer to Ben-Tal, El Ghaoui, and Nemirovski [5] for a
thorough discussion of robust optimization). There are two natural, and somewhat
different, approaches to constructing the uncertainty set of probability measures. One
approach is to define 91 by moment constraints. This is going back to a pioneering
paper by Scarf [21] where it was applied to inventory modeling. In some, rather
specific cases, this leads to computationally tractable DRSO problems (cf. [7],[11]).

Another approach is to assume that there is a reference probability measure P
on (2, F) and the set 9 consists of probability measures @ on (£2, F) in some sense
close to P. Of course this leaves a wide range of possible choices for quantifying the
concept of closeness between probability measures. It also raises questions of practical
relevance and computational tractability of obtained formulations. In that respect we
can mention recent paper by Esfahani and Kuhn [12] where it is shown that, under
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mild assumptions, the DRSO problems over Wasserstein balls can be reformulated as
finite convex programs—in some cases even as tractable linear programs.

In this paper we deal with the second approach assuming existence of a specified
reference probability measure P. The set 97 is associated with the functional

(1.2) p(Z) = sup BqlZ] = sup | Z(w)dQw),

Qem QEMJQ
defined on an appropriate space Z of measurable functions Z : 2 — R. We assume
further that the probability measures @) are absolutely continuous with respect to P.
By the Radon-Nikodym theorem, probability measure @ is absolutely continuous with
respect to P iff dQ) = (dP for some probability density function (pdf) ¢ : @ — R,.
That is, the set 91 is associated with set of probability density functions

(1.3) A= {¢ =dQ/dP : Q € M}.

We work with the space Z := L,(Q, F, P), p € [1,00), of random variables Z :  — R
having finite pth-order moments, and its dual space Z2* = L,(Q,F, P), ¢ € (1,00,
1/p+1/q=1. For Z € Z and ¢ € Z* their scalar product is defined as

(€, 2) = /Q ¢ZdP.

For p € (1,00) both spaces Z and Z* are reflexive, and the weak* topology of Z*
coincides with its weak topology. We also consider space Z = L. (€2, F, P) and pair
it with the space L1 (2, F, P) by equipping L(Q, F, P) with its weak topology and
Lo (9Q,F, P) with the weak* topology. We assume that Z,(w) := G(z,&(w)) belongs
to the space Z for all x € X.

Suppose that 2 is a subset of the dual (paired) space Z*. Then the corresponding
functional p can be written as

(1.4) p(Z) = sup((, Z).
cex

This is the dual form of so-called coherent risk measures (Artzner et al. [3]). We will
refer to the set 2 as the uncertainty set associated with p, and use notation p = pg
for the corresponding functional. In the terminology of convex analysis, pg(-) is the
support function of the set 2. If the set 2 C Z* is bounded (in the norm topology of
Z*), then pg : Z — R is finite valued.

This paper is organized as follows. In the next section we discuss the basic concept
of law invariance of risk functional p and its relation to the corresponding uncertainty
set . Section 3 is devoted to study of two generic approaches to construction of the
uncertainty sets. In section 4 we consider applications of the law invariance to the
sample average approximation method and chance constrained problems.

We will use the following notation throughout the paper. By saying that Z is a
random variable we mean that Z :  — R is a measurable function. For a random
variable Z we denote by Fyz(z) := P(Z < z) its cumulative distribution function
(cdf), and by F,'(7) := inf{z : Fz(2) > 7} the corresponding left-site T-quantile.
The notation ¢ = 0 means that ((w) > 0 for a.e. w € Q. By © we denote the
set of probability density functions; i.e., a measurable ¢ : & — R, belongs to © if
Jo ¢dP = 1. Note that ® C Li(, F, P). We also use

(1.5) D =2Z"ND
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to denote the set of probability density functions in the dual space Z*. By [4(-) we
denote the indicator function of set A, that is I4(z) = 0if © € A and I4(x) = +o0
otherwise. We also use characteristic function 14(-), defined as 14(z) =1ifx € A
and 14(z) = 0 otherwise. By R = RU {—oc0} U {400} we denote the extended real
line. The functional p : Z — R, defined in (1.4), can take value +oo, but not —oco
since the set 2( is assumed to be nonempty.

2. Law invariance. We say that two random variables 7,7’ : Q — R are

distributionally equivalent, denoted Z Rz , if they have the same distribution with
respect to the reference probability measure P, i.e., P(Z < z) = P(Z' < z) for all
z € R. In other words two random variables are distributionally equivalent if their
cumulative distributions functions are equal to each other.

DEFINITION 2.1. It is said that a functional p : Z — R is law invariant (with
respect to the reference probability measure P) if for oll Z,Z' € Z the implication

zR7 = p(Z) = p(Z") holds.

We discuss now a relation between law invariance of the functional p, given in
the form (1.4), and law invariance of the corresponding uncertainty set 2 of density
functions. Note that the uncertainty set 2l is not defined uniquely by the relation
(1.4). That is, the maximum in the right-hand side of (1.4) is not changed if the set
2 is replaced by the weak® topological closure of the convex hull of 2. Therefore it
is natural to assume that the uncertainty set 2l is convex and closed in the weak*
topology of the space Z*.

DEFINITION 2.2. We say that the uncertainty set 2 is law invariant if ( € A and
'R ¢ imply that ¢’ € 2.

“

The relation “2” defines an equivalence relation on the set of random variables.
That is, for any random variables X,Y,Z : Q@ — R we have that (i) xRXx, (i) if

XZY, then YR X, (iii) if X2V and Y R Z, then X X Z. Tt follows that the set of
random variables is the union of disjoint classes of distributionally equivalent random
variables. We denote by

0Z)={y: YRz}

the corresponding class of distributionally equivalent random variables, referred to as
the orbit of random variable Z. The set 2l is law invariant iff the following implication
holds: ¢ € 2= O(¢) C 2. Consequently if the set 2 is law invariant, then it can be
represented as the union of disjoint classes O((), ¢ € 2.

Following is the main result of this section.

THEOREM 2.3. (i) If the uncertainty set 2 is law invariant, then the corresponding
Junctional p = py is law invariant. (ii) Conversely, if the functional p = pg is law
invariant and the set A is convex and weakly® closed, then A is law invariant.

We give a proof of this theorem in several steps. For ( € Z* consider the following
functional:

(2.1) 0c(Z) = sup (n,Z), Z€2Z.
neO(¢)

That is, o = py for ¢ € ©* and A = O((). Note that there is a certain symmetry
between the paired spaces Z and Z*. Therefore with some abuse of the notation for
7 € Z we also consider the functional
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(22) QZ(Q) ‘= sup <C7Y>7 C €z
YeO(2)

Consider the following conditions.
(A(i)) For every ¢ € Z* the functional g; : Z — R is law invariant.
(A(ii)) For every Z € Z the functional gz : Z* — R is law invariant.
In Lemma 2.5 below we show that these conditions always hold.

LEMMA 2.4. (i) If the uncertainty set 2 is law invariant and condition (A(i))
holds, then the corresponding functional p = pg is law invariant. (ii) Conversely, if
the functional p = py is law invariant, the set A is conver and weakly* closed, and
condition (A(ii)) holds, then 2 is law invariant.

Proof.
(i) We have that

p(Z) =sup((, Z) =  sup (n,Z) =supoc(Z),
e ¢ceA, neO(¢) ¢ceu

where the second equality follows by the law invariance of 2 and the last
equality follows from the definition of g-. Hence law invariance of p follows

from law invariance of each gc. This completes the proof of (i).
(ii) Consider the conjugate of p:

p*(¢) == sup((, Z) — p(Z).
ZeZ

Let us observe that p*(() is law invariant. Indeed since p is law invariant, for
Y R Z we have that p(Y) = p(Z), and hence

3)

(
p*(Q)= sup  ((,Y)-p(Y)=  sup ((,Y)—p(Z)=sup 0z(¢)—p(2).
ZeEZ,YEO(Z) ZeZ,YeEO(Z) ZeZ

If ¢’ € Z* is distributionally equivalent to ¢, then by assumption (A(ii)) we
have that 07(¢") = 0z(¢), and hence it follows that p*(¢) = p* ().
Furthermore we have that the conjugate of p is the indicator function Iy (¢)
(e.g., [9, Example 2.115]). Tt is straightforward to see that Iy is law invariant
iff the set 2 is law invariant. This completes the proof of (ii). g

We show now that conditions (A(i)) and (A(ii)) always hold. Together with
Lemma 2.4 this will complete the proof of Theorem 2.3. It is said that the probability
measure P is nonatomic if for any measurable set A € F with P(A) > 0 there exists
a measurable set B C A such that P(A) > P(B) > 0. If P is nonatomic, then the
space (£, F, P) is also called nonatomic.

LEMMA 2.5. Conditions (A(i)) and (A(ii)) hold for any probability space.

Proof. If the measure P is nonatomic, then (cf. [14, Lemma 4.55])

1
(2.4) sup / ZndP = / Fy () F; dt.
ne0(¢) /Q 0

Since Z R Z' means that F. 'z = Fy, it follows that, for any nonatomic probability

measure, condition (A(i)) is satisfied, and by the same argument condition (A(ii))
holds as well.
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When the reference space has atoms we use the following construction. Consider
a nonatomic probability space (2,3, @). For example we can use = = [0, 1] equipped
with its Borel sigma algebra and uniform probability measure. Let (Q, F, ]5) be the
corresponding product space; i.e., P .= Q@ X P is the product measure on F:=GxF.
Since @ is nonatomic, the product space is also nonatomic (e.g., [8]). In the product
space consider sigma algebra F’ of sets of the form = x A, A € F. This sigma algebra
is a subalgebra of F = G x F. With marginal measure P'(Z x A) = P(A) on this
subalgebra, we obtain that the reference probability space is isomorphic to (Q, F',P.
We then identify (2, F, P) with (Q, F', P"), and with some abuse of the notation write
(Q,}', P) for the embedded space.

For F-measurable ¢ : Q0 — R, consider orbit O(¢) consisting of F-measurable
¢’ : Q) — R distributionally equivalent to ¢. We also consider the orbit O(¢) consisting
of F-measurable ¢ Q- R distributionally equivalent to (. That is, O(() is the orbit
of ¢ in the reference space and @(C ) is the orbit of ¢ in the respective nonatomic space.
Note that O(¢) is a subset of O(C).

For F-measurable Z € Z and F-measurable ¢’ € Z* we have that

(2) | 2¢aP = B(2¢) = B [Bi512¢1) = B (2B

where [E|z denotes the conditional expectation and the last equality holds since Z is
F-measurable. That is

(2.6) /Q Z¢ dP = /Q ZndP,

where 7 := E|#[('] is F-measurable. It follows that

(2.7) sup /Z('dpz sup /anP.
¢’ed(¢) neo(¢) JQ

Since (2, F, P) is nonatomic, we have that if Z’ : Q — R is distributionally equivalent
to Z, then

(2.8) sup / Z¢'dP = sup / Z'¢'dP.
('e0(¢) /2 ('ed(¢) /2

It follows from (2.7) and (2.8) that condition (A(i)) holds for the reference space
(Q, F, P). Condition (A(ii)) can be shown in a similar way. O

Theorem 2.3 now follows from Lemmas 2.4 and 2.5.

Remark 2.6. Recall that we assume that the uncertainty set 9t consists of prob-
ability measures absolutely continuous with respect to P. For example let the proba-
bility measure P be discrete; i.e., there is a countable set ' C € such that P(2') =1
and P({w}) > 0 for every w € . Then Q is absolutely continuous with respect to P
iff @ is supported on ', i.e., Q(QY) = 1.

Remark 2.7. If the space (2, F, P) is nonatomic and the set 2 is law invariant,
then the functional p = py is law invariant and hence p(Z) > Ep(Z) for all Z € Z
(e.g., [24, Corollary 6.52]). It follows that if moreover the set 2 is convex and weakly™*
closed, then 1 € 2. Without the assumption that the space (2, F, P) is nonatomic,
this may not hold. For example suppose that the reference probability measure P is
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discrete with Q = {wy, ...} and respective probabilities p; > 0. Suppose further that
Y ier Pi = D ;ep Pi iff the index sets Z,7" C N are equal to each other. In such case
we say that probabilities p; are essentially different from each other. In case of the
discrete probability space two random variables Z,Z’ : ) — R are distributionally
equivalent iff P(Z = a) = P(Z' = a) for any a € R. If the set {w € Q: Z(w) = a}
is empty, then P(Z = a) = 0. So suppose that sets Z := {i € N : Z(w;) = a}
and 7' := {i € N : Z'(w;) = a} are nonempty. Then P(Z = a) = P(Z' = a) iff
Y ierPi = > ;eq Pi- By the above condition this happens iff Z = 7’. That is, here
Z and Z' are distributionally equivalent iff their level sets do coincide. This means
that Z and Z' are distributionally equivalent iff Z = Z’. In that case any set 2
and functional p are law invariant. Of course for an arbitrary convex closed set 2(
(of densities) there is no guarantee that 1o € . In particular, the set 2 can be a
singleton.

3. Construction of the uncertainty sets of probability measures. In this
section we discuss some generic approaches to construction of the sets 9t of probability
measures used in (1.2), and consider examples. We assume existence of a reference
probability measure P on (€2, F) and consider probability measures @ in some sense
close to P.

3.1. Distance approach. Consider the following construction. Let $) be a non-
empty set of measurable functions h : 2 — R. For a probability measure @ on (2, F)
consider

(3.1) d(Q,P) := Sup/ hd@ — / hdP.

hesn Jo Q
Of course the integrals and the difference in the right-hand sides of (3.1) should be
well defined. If the set § is symmetric, i.e., h € $ implies that —h € ), then it follows

that
/ hd@ — / th’.
Q Q

(3.2) d(Q, P) = sup

hes
Formula (3.2) defines a semi-distance between probability measures @ and P (it could
happen that the right-hand side of (3.2) is zero even if Q) # P), while d(Q, P) defined
in (3.1) could be not symmetric.

Assume further that $ C Z and @ is absolutely continuous with respect to P,
with the corresponding density ¢ = dQ/dP € Z*. Then

(3.3) d(Q, P) = sup /Q hd@ — /Q hdP = sup /Q h(¢ —1)dP = :gg(h,{ —1).

heNH he$H

Since $ C Z and ¢ € Z* it follows that the scalar product (h,{—1) is well defined and
finite valued for every h € §). Moreover if the set $§ C Z is bounded, then d(Q, P) is
finite valued. With the set $§ C Z and € > 0 we associate the following set of density
functions' in the dual Z* of the space Z:

(3.4)  A(H):={CE€D :d(Q,P)<e}={CeD : (h(—1)<e VheH}.
For ¢ = 1 we drop the subscript ¢ and simply write A($). Note that

(3.5) A(9) = Ae™19),

and that 1o € A.($), where 1o(w) =1 for all w € .

'Recall that ©* = Z* N'D is the set of probability density functions in the dual space Z*.
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DEFINITION 3.1. A (one-sided) polar of a nonempty set S C Z is the set
S :={(eZ":((,Z)<1,VZeS}
Similarly, a (one-sided) polar of a set C C Z* is
C°:={ZeZ:{((,Z)<1,V(eCC}.

Note that the set S° C Z* is convex weakly™ closed, and the set C° C Z is convex
weakly closed.
We have the following duality result (e.g., [2, Theorem 5.103]).

THEOREM 3.2. If C is a conver weakly® closed subset of Z* and 0 € C, then it
follows that (C°)° =C.

This has the following implications for our analysis. Consider a convex weakly*
closed set 2 C ©* of probability densities and define

(3.6) §i={heZ:(h(—1)<1,V e}

That is, § = (A — 1g)° is the (one-sided) polar of the set 2l — 1. Suppose that
1o € A. Then by Theorem 3.2 we have that % — 1q is the (one-sided) polar of the
set 9, i.e.,

(3.7) ﬁz{(éZ*:sup(h,(—l)ﬁl}.
hesH

We obtain the following result.

ProprosiTION 3.3. For any conver weakly” closed set A C D* containing the
constant density function lq, there exists a convex weakly closed set $ C Z such that

A= AH).

For a given uncertainty set 2 C ©*, the equation 2 = A($)) does not define the
(convex weakly closed) set $) uniquely. This is because of the additional constraint
for the set A C Z* to be a set of probability densities. In particular for any h € Z,
A €R, and ¢ € ©* we have that (h+ A\, —1) = (h,( — 1).

We discuss now law invariance of the set A($). A function h € § is assumed to
be measurable and hence can be viewed as a random variable defined on the reference
probability space (2, F, P). Therefore we can apply derivations of section 2.

PROPOSITION 3.4. Suppose that the set $§ C Z is law invariant. Then the set
A := A.(9) is law invariant. Conversely, if the set A C Z* is law invariant, then the
set $:= (A — 1q)° is law invariant.

Proof. Consider the functional
¢(O = Sup<hv<_ 1>a C €z
heH

Note that if ¢ € Z*, then ( — 1o € Z*, and hence the functional ¢ : Z* — R is well

defined. Note also (rDv ¢iff (—1q 2 ¢’ —1q. Since § is law invariant, it follows that
1 is law invariant. This can be shown in the same way as in the proof of Theorem
2.3. Since A.(9) = {C € D* : y(¢) < &}, it follows that A.(9) is law invariant.

For the converse implication recall that £ = (2 — 1q)° can be defined as in (3.6).
By law invariance of 2 — 1¢, it follows that § is law invariant. ]
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Ezample 3.5 (expectation). Let ) := Li(Q, F, P). Then d(Q, P) = +oo for any
Q@ # P, and hence A.($) = {1q} and the corresponding functional p(Z) = Ep[Z],
Z € Li(Q, F, P). Of course, the sets 9, A.($) and the corresponding functional p(Z)

are law invariant here.

Ezample 3.6 (total variation distance). Consider the set
(3.8) H={h:|h(w)| <1, weQ}

The set $ C Loo (2, F, P) is symmetric and is law invariant. The total variation norm
of a finite signed measure p on (€2, F) is defined as

3.9 = A) — inf p(B).

(3.9) lellrv fltelr;u( ) = jnf p(B)

In this example d(Q, P) = ||Q — P||rv (e.g., [19, p. 44]). If we assume further that
measures () are absolutely continuous with respect to P, then for d@QQ = (dP we have

d(Q, P) = sup h(C—l)dP:/ ¢ = 1)dP = ||¢ — 1|,
hen JQ Q

The corresponding set

is law invariant. Law invariance of A.($)) can be verified directly by noting that
if ¢,¢' € Li(Q,F, P) and ¢R ¢, then [[([ly = [|¢'[li. The corresponding functional
p(Z) is defined (finite valued) on Lo (92, F, P) and is law invariant (see Example 3.12
below).

Remark 3.7. Consider the set $ defined in (3.8) and the corresponding distance
d(Q, P). Without assuming that @ is absolutely continuous with respect to P, the
structure of the set of probability measures @ satisfying d(Q, P) < ¢ is more involved.
By the Lebesgue decomposition theorem we have that any probability measure ) on
(©, F) can be represented as a convex combination @ = vQ1 + (1 — v)Q2, v € [0, 1],
of probability measure ()1 that is absolutely continuous with respect to P that is and
probability measure Q)2 supported on a set S € F of P-measure zero, i.e., Q2(5) =1
and P(S) = 0. By (3.9) we have that d(Q2, P) = 2.

Ezxample 3.8. Consider the set
H:={h:h(w)e[0,1], weQ}

and probability measures d@QQ = (dP absolutely continuous with respect to P. This
set $ is law invariant, but is not symmetric, and

4Q.P) = [ [~ 1),ap.

The corresponding set A = A (9) and functional p(Z) are law invariant (see Example
3.13 below).

Ezample 3.9 (Wasserstein distance). Let 2 be a closed subset of R? equipped
with its Borel sigma algebra. Consider the set of Lipschitz continuous functions of
modulus one,
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(3.10) 9 :={h:h(w) —h(W) < ||w-—u],Vw,u" € Q},

where ||-|| is the standard Euclidean norm on R?. The corresponding distance d(Q, P)
is called the Wasserstein (also called Kantorovich) distance between probability mea-
sures ) and P (see, e.g., [15],[19] for a discussion of properties of this metric). It

is not difficult to see that if h € § and h’gh, then i’ is not necessarily Lipschitz
continuous with modulus one. Hence the set § is not necessarily law invariant.

Consider for example finite set Q = {w1,...,w, } C R% and the reference probabil-
ity measure P assigns to each point w; € R? equal probability p; = 1/m, i =1,...,m.
A function h : Q@ — R can be identified with vector (h(w1),...,h(wy)). Therefore we
can view ) as a subset of R™, and thus

(311) f)z{hERmhz—h]Sle—w]H, 27]21,77’)’1}

By adding the constraint > ", h; = 0 to the right-hand side of (3.11) we do not
change the corresponding uncertainty set 2l = A($). With this additional constraint
the set $§ C R™ becomes a bounded polytope. The uncertainty set A = A($) is also
a bounded polytope in R™.

We have here that two variables h, h' :  — R are distributionally equivalent iff
there exists a permutation 7 : Q — € such that A/ = h o 7, where the notation h o m
stands for the composition h(7(-)) . For a permutation 7 : Q —  and uncertainty
set A = A($) we have that Aom = A(Honr~ 1), and

Hon = {h ER™ : hy — hy < |lwry — waipll; 5 = 1,...,m}.

Unless the respective distances ||w; — w;|| are equal to each other, the set $ox ! is
different from the set $ and the uncertainty set 2l is not necessarily equal to the set
2 o . That is, by changing order of the points wy,...,w,, we may change the corre-
sponding uncertainty set and the associated functional p(Z) = sup,cq > ivy ¢iZ(w;).
Of course, making such permutation does not change the corresponding expectation
Ep(Z] = L X7, Z(w).

That is, for the uncertainty set defined by the Wasserstein distance we are not
guaranteed that the uncertainty set 2 = A($)) and the corresponding functional
p = py are law invariant.

3.2. Approach of ¢-divergence. In this section we consider the ¢-divergence
approach to construction of the uncertainty sets. The concept of ¢-divergence orig-
inated in Csiszar [10] and Morimoto [18], and was extensively discussed in Ben-Tal
and Teboulle [6]. We also can refer to Bayraksan and Love [4] for a recent survey of
this approach. Consider a convex lower semicontinuous function ¢ : R — R} U{+oco}
such that ¢(1) = 0. For x < 0 we set ¢(x) = +o00. Let (cf. [1])

(3.12) a={cen: [ ocwnre) <cf

for some ¢ > 0. If ¢2¢’, then Joo(((w)dP(w) = [, ¢(¢'(w))dP(w), and hence it
follows that the set 2( is law invariant.
We view 2l as a subset of an appropriate dual space Z*. Consider functional

(3.13) V() = /Q H(C(w))dP(w), ¢ € 2",
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By the Fenchel-Moreau theorem we have that

(3.14) ¢(z) = sup{yz — ¢*(y)},

yeR

where ¢*(y) := sup,~o{yz — ¢(x)} is the conjugate of ¢. Note that, since ¢(z) = 400
for < 0, it suffices to take maximum in calculation of the conjugate with respect
to @ > 0. Note also that ¢*(y) can be +o0 for some y € R, and since ¢(z) > 0 and
¢(1) = 0 it follows that ¢*(0) = 0 and ¢*(y) >y for all y € R.

By using representation (3.14) and interchanging the sup and integral operators,?
we can write functional v(-) in the form?

(3.15) 10 = s {120 - [ o (vpar |
YEZ Q
That is, the functional v(-) is given by maximum of convex and weakly* continuous
(affine) functions, and hence v(:) is convex and weakly* lower semicontinuous. It
follows that the set A C Z* is convex and weakly™ closed.
The corresponding functional p = pg( is given by the optimal value of the problem:

(3.16) s Jo Z(@)(@)dP )

st [o0(C(w))dP(w) <e¢, [,¢(w)dP(w) =1,
where Z7 := {( € Z* : ( = 0}. The Lagrangian of problem (3.16) is

L2 = [ [06)266) = X(0(w) = () dP@) + Ac-+ 1.

The Lagrangian dual of problem (3.16) is the problem

(3.17) ot sup L7(C A ).

Since the Slater condition holds for problem (3.16) (for example take () = 1) and
the functional v(-) is lower semicontinuous, there is no duality gap between (3.16)
and its dual problem (3.17), and the dual problem has a nonempty set of optimal
solutions (e.g., [9, Theorem 2.165]).

Since the space L, (2, F, P) is decomposable, the maximum in (3.17) can be taken
inside the integral (cf. [20, Theorem 14.60]), that is

sup/ [((w)Z(w) = u¢(w) = A¢(C(w))] dP(w) = / sup{z(Z(w) — p) = Ap(2) }dP(w).
Q

¢>0 Q 2>0

We obtain (cf. [1, Theorem 5.1],[6])

(3.18) p(2) = inf (ctu+Ep((00)(Z - ]},

where (A¢)* is the conjugate of \¢. It follows directly from the representation (3.18)
that p(-) is law invariant.

2This is justified since the space Lq (2, F, P) is decomposable (cf. [20, Theorem 14.60]).

30f course, it suffices to take maximum in (3.15) for such Y € Z that [ ¢*(Y)dP < +oo. Note
that, since ¢*(y) > y and [ YdP is finite for every Y € Z, the integral [ ¢*(Y)dP is well defined.
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Note that it suffices in (3.17) and (3.18) to take the “inf” with respect to A > 0
rather than A > 0, and that (A¢)*(y) = A¢*(y/A) for A > 0. Hence p(Z) can be
written in the following equivalent form:

(3.19) p(Z) = )\i>rbf’u {Xe+ pu+XEp [¢*((Z —pn)/N)]}-

Consider the uncertainty set 2 = 2., defined in (3.12), and the corresponding
functional p = p. as a function of the constant c¢. Suppose that ¢(z) > 0 for all
x # 1. Then, for any density ¢ € D different from the constant density 1g, ¢(¢(+)) is
positive on a set of positive measure and hence [, ¢({(w))dP(w) > 0. Thus in that
case Ay = Ne=0Ae = {1q} and po(-) = Ep[-].

Ezample 3.10. For a € (0,1] let ¢(-) := Ta(-) be the indicator function of the
interval A = [0,a7!], i.e., ¢(x) =0 for x € [0,a™!] and ¢(z) = +oo otherwise. Then
for any ¢ > 0 the corresponding uncertainty set

(3.20) A={CeD:((w) € 0,07, ae. we Q.

(For o« > 1 the set in the right-hand side of (3.20) is empty.) Note that, for any
A > 0, A\ = ¢. The conjugate of ¢ is ¢*(y) = max{0,a 1y} = [a~1y].. In that case
(cf. [1],[4])

(321)  p(2)= Migo {Ae+p+a 'Ep[Z —pl4} = irﬁf {p+a'Ep[Z — 4}

That is, here p(Z) = AV@R,(Z) is the so-called average value-at-risk functional (also
called conditional value-at-risk, expected shortfall, and expected tail loss).

Ezample 3.11. Consider ¢(z) := xlnz —z+ 1, z > 0. Here [ ¢(¢)dP defines the
Kullback—Leibler divergence, denoted Dgr,(C||P). For A > 0 the conjugate of A\ is
(A)*(y) = A(e¥/* —1). In this case it is natural to take Z = L., (Q, F, P) and to pair
it with L, (€, F, P).

By (3.18) we have

(3.22) p(Z) = inf {)\c + p+ de M Ep [ez/)‘} - )\} .

A>0,p

Minimization with respect to u in the right-hand side of (3.22) gives fi = A InEp[e?/*].

By substituting this into (3.22) we obtain (cf. [1],[13],[16])

(3.23) p(Z) = )i\nfo {)\c—i- )\lnEp[eZ/’\]} .
>
For ¢ = 0 the functional p = pg is given by the minimum of entropic risk measures
AnEp[e?/A]. Here ¢(z) > 0 for any 2 # 0, and hence for ¢ = 0 the corresponding
functional po(-) = Ep[-].

Ezample 3.12. Consider ¢(z) := |z — 1], x > 0, and ¢(z) := 400 for x < 0.
This gives the same uncertainty set 2 as in Example 3.6. It is natural to take here
Z = Lo (Q,F, P) and to pair it with L;(Q,F, P). We have that

Oor ={ 2 sy
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Hence
p(Z) = Jnf - {Actp = A+Ep[Z —p+ A4}
2% esssup(Z—p)<A
(3.24) = inf {Ae+pu+Ep[Z —pli}.

A>0,p
esssup(Z)<p+2X

The minimum in g in the right-hand side of (3.24) is attained at i = esssup(Z) — 2.
Suppose that ¢ € (0,2). Then

(Z) + mf {AMc—=2)+Ep[Z —esssup(Z) + 2]+ }
:esssup(Z)+1nf{t(1—c/2)+Ep[ —esssup(Z) — t]4}
= esssup(Z) + (l—c/2 1nf {t—i— (1—¢/2)'Ep[Z —esssup(Z) —t]+ } .

p(Z) = esssup

Note that since Z — esssup(Z) =< 0 the minimum in the last equation is attained at
some t < 0, and this minimum is equal to

AV@R_./5[Z — esssup(Z)] = AVQR, _./3[Z] — esssup(Z).
Hence we obtain (cf. [17])
(3.25) p(Z) = (c¢/2)esssup(Z) + (1 — ¢/2)AVAR, _. /5[ Z].

Ezample 3.13. Consider ¢(z) := [z — 1]y, © > 0, and ¢(z) := +oo for x < 0.
This gives the same uncertainty set 2 as in Example 3.8. It is natural to take here
Z = Lo (Q,F, P) and to pair it with L;(Q, F, P). We have that

= { B <2

Hence

(3.26) p(Z2)= mf et p+EpZ —pli)
ess sup(Z - p) <A

Similar to the previous example, the minimum in the right-hand side of (3.26) is
attained at ji = esssup(Z) — X\. Suppose that ¢ € (0,1). Then

p(Z) = esssup(Z) + inf {Me—=1)+Ep[Z —esssup(Z) + A+ }
= esssup(”Z) + mf {t(1 —c)+Ep[Z —esssup(Z) — ]+ }
= esssup(Z) + (1 —c tnelﬂg {t+ (1 —c)'Ep[Z —esssup(Z) —t]4 } .

Hence
(3.27) p(Z) = cesssup(Z) + (1 — ¢)AVQR, _.[Z].

4. Implications of law invariance. In this section we discuss some implica-
tions of the property of law invariance. Unless stated otherwise we assume that the
uncertainty set 2 and the respective functional p = pg are law invariant. As discussed
in section 2, there is a close relation between law invariance of 2 and p.

Consider the set

(4.1) C(2)={F:F(z)=P(Z<2), Z¢c 2}

of cdfs associated with the space Z. Since the functional p is law invariant, it can be
considered as a function of the cdf F' = Fyz, and we sometimes write p(F), F € €(Z),
for a law invariant functional.
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4.1. Sample average approximation method. Given a sample Z1,..., Zy of
the random variable Z, we can approximate the corresponding cdf F(z) = P(Z < z)
by the empirical cdf

. 1 X
(4.2) Fy(z) = N Z 1(—oo,2(Z5).

Consequently we can approximate p(F') by p(F v). In case of ¢-divergence, when the
uncertainty set 2 is of the form (3.12), we can use (3.18) to write

N

. . 1 N
(4.3) p(En) = inf CAetpt ]Z_;(Aaﬁ) (Zj — )

In general we can proceed as follows. We can write the functional p(F') as (e.g.,
[14, section 4.5])

(4.4) oF) = sup [ (O (t)ar

where T is a set of monotonically nondecreasing functions o : [0,1) — R, such that

fol o(t)dt =1 (referred to as spectral functions). Consequently

. 1 . N Vi
@) plfw)=sup [ oOFg 0 =SS 26 [ oy
ceT Jo oeY =1 Vi-1

where Zq) < .-+ < Zy) are the sample values arranged in increasing order and
_ — - N _rt _
106—19'7 v; =Jj/N,j=1,...,N. Note that > ;" f,yjil o(t)dt = [, o(t)dt =1 for any
Consider now the distributionally robust stochastic programming problem (1.1).
Suppose that for every x € X the random variable G(z,&(w)) belongs to Z. Let
&1,...,&n be a sample of the random vector { = (w). The sample average approxi-
mation (SAA) of problem (1.1) is obtained by replacing the cdf of the random variable
G(z, &) by the corresponding empirical cdf based on the sample G(x,&;), j =1,...,N.
It is possible to show that, under mild regularity conditions, the optimal value and
optimal solutions of the SAA problem converge with probability one (w.p.1) to their
true counterparts as the sample size N tends to infinity (cf. [23]).
In particular, in the setting of ¢-divergence the distributionally robust stochastic
program (1.1) can be written in the form

4, Vi B
(4.6) . Pl (z, 1, 6],

and the corresponding SAA problem as

1
(47) me)l(\{l)i\go# N Z \I/(.’E, )‘7 Hy gj),
where
U(z, A\ 1, &) == Ae+ p+ (A9)*(G(z,€) — p).
Note that
(4.8) (M) (G(z,€) — p) = sup {2(G(z,£) — p) — Ap(2)}.

220
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Suppose that the set X' is convex and for every & € = the function G(-,§) is convex.
Then the right-hand side of (4.8) is the maximum of a family of convex in (A, u, )
functions. Consequently the function W(-,-,-,¢) is convex for all £ € =, and hence
problems (4.6) and (4.7) are convex.

Let ¥ and J be the optimal values of problems (4.6) and (4.7), respectively.

THEOREM 4.1. Suppose that (i) the sample &1,...,&n is iid (independent iden-
tically distributed) from the reference distribution P; (ii) the set X and function
G(+,€), for all & € 2, are convex; (iii) problem (4.6) has a nonempty and bounded
set S C R™ x Ry x R of optimal solutions; (iv) there is a (bounded) neighborhood
Y C R" x Ry xR of the set S and a measurable function C' : = — Ry such that
Ep[C(€)?] is finite and

(W(, A 1, €) = U, Ny, 1 < CE) (Il = || + A= N+ [ = p])

for all (x, X\, ), (', N, /) €V and £ € Z; and (v) for some point (x,\, ) € V the
expectation Ep [\I/(x,)\,,u@)z] is finite.
Then

N
9 1
( ) N (937){21«)68 N ; (‘T’ ’:Ll’7£j) + Op( )
Moreover, if problem (4.6) has unique optimal solution, i.e., the set S = {(z, Xvﬂ)} 18
a singleton, then N'/? (In — ) converges in distribution to normal N'(0,0?) with

o? = Varp[¥(z, \, i, €)].

Proof. Since the set S, of optimal solutions, is nonempty and bounded and the
problem is convex, an optimal solution of the SAA problem (4.7) converges w.p.1 to
the set S (e.g., [24, Theorem 5.4]). Let V C R™ x Ry x R be a compact neighborhood
of the set S. Then it suffices to perform the optimization in the neighborhood V. That
is, restricting minimization in problem (4.6) to the set V clearly does not change its
optimal value ¥J; and for N large enough w.p.1 In = 10 v, where 19’N is the optimal
solution of the restricted problem

4.10 Mi U(z, A,
(4.10) GMin = Z T\, 1, &)

The results then follow from a general theory of asymptotics of SAA problems applied
to the restricted problem (cf. [22], [24, section 5.1.2]). O

For iid sample the rate of convergence of the SAA estimates typically is of order
O,(N~Y2), provided that Z = L,(Q,F,P), p € [1,00) (e.g., [24, section 6.6]). Tt
is interesting to note that in Examples 3.12 and 3.13 the space Z = L (Q,F, P),
and the corresponding functional p is a convex combination of the average value-at-
risk and the essential sup operators. In that case statistical properties of the SAA
estimates are different, we elaborate on this in Example 4.2 below. In Examples 3.12
and 3.13 the conjugate function ¢* is discontinuous and condition (iv) of Theorem
4.1 does not hold.

Ezample 4.2. Let us consider the essential sup operator p(:) := esssup(-) and
Z :=Uy+---+U,,, where Uy, ..., U, are random variables independent of each other
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and each having uniform distribution on the interval [0,1]. We have that p(Z) = m.
On the other hand, for large m, by the central limit theorem, Z has approximately
normal distribution with mean p = m/2 and variance 0> = m/12. The probability
that Z > 0.9m, say, is given by the probability that Z > u + 1.38y/m o and is very
small. More accurately, by the Hoeffding inequality

P{Z>(05+7m)m} <e 2™ 0<7 <05

For example for m = 100 and 7 = 0.4 it follows that P(Z > 0.9m) < e ™ & 1w
That is, one would need the sample size N of order 10'* to ensure that probability
of the event “p(FN) > 0.9m”; i.e., that the sample estimate is within 10% accuracy
of the true value, to be close to 1. This is in a sharp contrast with p := AV@QR,, and,

say, @ = 0.05. In that case p(Fy) will converge to p(F) at a rate of O,(N~1/?).

4.2. Ambiguous chance constraints. Consider the following so-called am-
biguous chance constraint

(4.11) Q{C(z,w) <0} > 1— & YQ € M,

where C': X x Q@ — R and € € (0,1). Tt is assumed that for every x € X the function
C(z,-) is measurable. For a measurable set A € F we have

(4.12) sup Q(A) = sup Eqg[la] = sup/ C(w)dP(w) = p(14),
Qem QeMm =

where the last equality follows by the definition of the functional p. Therefore we can
write (4.11) in the form

(4.13) p(la,) <k,

where
Ay i ={w e Q: C(z,w) > 0}.

Note that for two measurable sets A, A’ € F the functions 14 and 14 are distribu-
tionally equivalent iff P(A) = P(A’).

We make the following assumption.
Assumption (B) The following implication holds for any A, B € F:

(4.14) P(B) < P(A) = sup Q(B) < sup Q(A).
QeM QeM

This assumption implies that every @) € 91 is absolutely continuous with respect
to P. Indeed consider B € F such that P(B) = 0 and let A := () be the empty set.
Then P(A) = 0, and hence by assumption (B)

sup Q(B) < sup Q(A4) =0.

Qem QeM
It follows that Q(B) = 0 for every Q € 9, and hence @ is absolutely continuous with
respect to P.

Remark 4.3. In case the functional p is law invariant and the reference probability
measure P is nonatomic, assumption (B) holds automatically. Indeed if A, B € F and
P(B) < P(A), then since P is nonatomic there is B’ € F such that P(B) = P(B’)
and B’ C A. Since 1 < 14 it follows by monotonicity of p that p(1p/) < p(14),
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and by law invariance of p we have that p(1p/) = p(1p). Without assuming that P
is nonatomic, assumption (B) may not hold even if p is law invariant. For example,
suppose that the set Q = {wq,...,wy} is finite with respective probabilities p; > 0
being essentially different from each other (see Remark 2.7). Then any uncertainty set
2 and functional p = py are law invariant. In particular we can take 2 = {Q} to be a
singleton. Then assumption (B) holds iff {p; > p;} = {¢; > ¢;}, 4,5 € {1,...,m}. On
the other hand, if probabilities p; are equal to each other, i.e., p; =1/m,i1=1,...,m,
and p is law invariant, then assumption (B) holds.

Consider function p : [0,1] — [0, 1] defined as
(4.15) p(t) :=sup{Q(A): P(A) <t, Ac F, Qe M}.
By definition of the functional p we can write
(4.16) p(t) =sup{p(la): P(A) <t, A€ F}.
Also for ¢ € [0, 1] consider
(4.17) p~t(e) ;= inf{t € [0,1] : p(t) > €}

Clearly p(-) is nondecreasing on [0,1] and because of assumption (B) we have that
for A € F and t* := P(A) it follows that p(t*) = p(14). Therefore we can write
constraint (4.13) in the following equivalent form:

(4.18) p(t) < e subject to t > P(A,).

Moreover condition p(t) < ¢ can be written as t < p~!(¢), and hence constraint (4.18)
as P(A,) < p~!(e). We obtain the following result.

PROPOSITION 4.4. Suppose that assumption (B) is fulfilled. Then the ambiguous
chance constraint (4.11) can be written as

(4.19) P{C(z,w) <0} >1— ",

where e* :=p~1(¢).

This indicates that if assumption (B) is fulfilled, then the computational complexity
of the corresponding ambiguous chance constrained problem is basically the same as
the computational complexity of the respective reference chance constrained problem
provided value p~1(g) can be readily computed.

4.2.1. Law invariant case. In this section we consider the case of law invariant
functional p = pg. We also assume that the reference probability space is nonatomic.
Then, as pointed in Remark 4.3, assumption (B) follows, and hence the ambiguous
chance constraint (4.11) can be written as (4.19). Since P is nonatomic, P(A) can be
any number in the interval [0,1] for some A € F. Thus function p(-) can be defined
as p(t) = p(14) for t = P(A). Alternatively p(¢) can be defined as follows. Let
Zy ~ Ber(t) be Bernoulli random variable, i.e., P(Z; = 1) =t and P(Z; =0) = 1 —t,
t € [0,1]. By law invariance of p we have that p(Z;) is a function of ¢, and p(t) = p(Z;).

In the case of nonatomic reference space, function p(-) has the following properties
(cf. [24, Proposition 6.53]): (i) p(0) = 0 and p(1) = 1; (ii) p(-) is monotonically
nondecreasing on the interval [0, 1]; (iii) p(-) is monotonically increasing on the interval
[0, 7], where

(4.20) ri=inf{t € [0,1] : p(t) = 1} = p~(1);
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(iv) if 9 = {P}, then p(t) =t for all t € [0, 1], and if I # { P}, then p(¢) > ¢ for all
t € (0,1); and (v) p(-) is continuous on the interval (0, 1].

For v := limy o p(t) and £ € (v,1), value p~'(e) can be computed by solving
equation p(t) = . It can happen that v > 0, in which case p~*(¢) = 0 for ¢ € [0,7]
(see Example 4.7 below). In some cases function p(-) and modified significance level
€* can be computed in a closed form. Consider the setting of ¢-divergence discussed
in section 3.2. By (3.18) in that case we have

(421) p(t) = inf {Aepu+E(0N)(Zi— )}, t€ (0,1

where Z; ~ Ber(t). Since Z; can only take value 1 with probability ¢ and value 0
with probability 1 — ¢, it follows that

(4.22)  p(t) = inf {Ac+p+t(A) (1= ]+ (1 = [A)" (=)}, t € [0,1].

We have here that p(+) is given by minimum of a family of affine functions, and hence
p(-) is a concave function. It could be noted that in general the function p(-) does
not have to be concave. Indeed let p; and py be law invariant functionals of the form
(1.4), with the corresponding functions p; and ps. Then p(-) := max{pi(:), p2(-)}
is also a law invariant functional of the form (1.4) with the corresponding function
p(-) = max{p1(-),p2(-)}. A maximum of two concave functions can be not concave.
This indicated that not every convex, weakly* closed, and law invariant set 2 can be
represented in the form (3.12) (see Example 4.6 below).

Ezample 4.5. Consider the setting of Example 3.10 with the set 2 of the form
(3.20) and p = AV@R,. Here the function p = p, is

(4.23) Pa(t):{ a_llt i igg?xal]]

and hence £* = ae. In this example the constant 7, defined in (4.20), is equal to «.

Ezample 4.6. Consider risk measure p : Z — R of the form

1
o2) = [ AVOR,(Z)du(o)

where p is a probability measure on the interval (0, 1]. The function p(t) of this risk
measure is given by p(t) = fol pa(t)du(a), where p, is given in (4.23). Since each
function p,, is concave, it follows that p is also a concave function.

In particular, let p(-) := BAV@R,(:) 4+ (1 — §)AV@R(:) (note that AVQR,(:) =
Ep(+)), for some «, 3 € (0,1). Then (cf., [24, p. 322])

(1-pB4+a1p)t if tel0,al,
P(t):{ B+(1—-p)t if te(al]

is a concave piecewise linear function. A maximum of such two functions can be
nonconcave.

Example 4.7. Consider the uncertainty set 20 of Example 3.12. In this example,
by using (3.25), it can be computed that p(0) = 0 and p(t) = min{t + ¢/2,1} for
t € (0,1]. In this example the function p(t) is discontinuous at ¢ = 0. Also for
e € [0,¢/2] we have that e* = p~!(e) = 0. That is, for ¢ € [0,¢/2] the ambiguous
chance constraint (4.11) is equivalent to the constraint that C(z,w) < 0 should be
satisfied for P-almost every w € ).
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