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Abstract Very low frequency (VLF, 3–30 kHz) transmitter remote sensing has long been used as a

simple yet useful diagnostic for the D region ionosphere (60–90 km). All it requires is a VLF radio receiver

that records the amplitude and/or phase of a beacon signal as a function of time. During both ambient

and disturbed conditions, the received signal can be compared to predictions from a theoretical model

to infer ionospheric waveguide properties like electron density. Amplitude and phase have in most cases

been analyzed each as individual data streams, often only the amplitude is used. Scattered field formulation

combines amplitude and phase effectively, but does not address how to combine two magnetic field

components. We present polarization ellipse analysis of VLF transmitter signals using two horizontal

components of the magnetic field. The shape of the polarization ellipse is unchanged as the source phase

varies, which circumvents a significant problem where VLF transmitters have an unknown source phase.

A synchronized two-channel MSK demodulation algorithm is introduced to mitigate 90∘ ambiguity in

the phase difference between the horizontal magnetic field components. Additionally, the synchronized

demodulation improves phase measurements during low-SNR conditions. Using the polarization ellipse

formulation, we take a new look at diurnal VLF transmitter variations, ambient conditions, and ionospheric

disturbances from solar flares, lightning-ionospheric heating, and lightning-induced electron precipitation,

and find differing signatures in the polarization ellipse.

1. Introduction

The D region ionosphere (60–90 km) is known to be highly variable. During the daytime, the Sun’s extreme

ultraviolet and X-ray radiation dominates the formation of electrons and ions in the D region. While the

ionosphere varies during the daytime due to, for instance, changes in the solar zenith angle, the D-region

is relatively stable with the exception of solar flares (Thomson & Clilverd, 2001), which heavily change the

ionization levels. During the nighttime, however, the ionosphere is both variable and highly unpredictable.

The ambient electron densities are set by background cosmic ray radiation, but are also modified by a num-

ber of geophysical processes, like lightning-generated heating (Inan et al., 1991), lightning-induced electron

precipitation (LEP) from the radiation belts (Voss et al., 1984), atmospheric gravity waves (Hunsucker, 1982),

earthquake onset (Nemec et al., 2009), and cosmic gamma ray bursts (Fishman & Inan, 1988).

Electrical properties of the D region are generally difficult to directly measure. The altitude is too high

for balloons and aircraft but too low for spacecraft. One of the more promising techniques is to use very

low frequency (VLF, 3–30 kHz) radio transmitters for ionospheric remote sensing. VLF waves efficiently

reflect from both the Earth’s surface and the D region ionosphere. These two reflecting boundaries form

a concentric-sphere waveguide known as the Earth-ionosphere waveguide and allow VLF waves to propa-

gate to global distances. Most high-power VLF radio transmitters are used for submarine communications

(Watt, 1967). VLF receivers are also used for terrestrial navigation, such as the Russian Alpha VLF system.

The U.S. Omega VLF system was used for terrestrial navigation (Swanson, 1983), but advances in satellite

GPS technology led to the decommissioning of the system, and a few transmitters were repurposed for

submarine communications.

When VLF waves propagate in the Earth-ionosphere waveguide, their properties are altered through inter-

actions with the D region. Ionospheric remote sensing uses these alterations to infer characteristics about
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ionosphere dynamics. This has been done with lightning-generated VLF radio atmospherics (Cummer et al.,

1998; Han & Cummer, 2010a, 2010b; Han et al., 2011; Lay & Shao, 2011) but more commonly, with VLF trans-

mitters. For instance, Thomson (1993) and Thomson et al. (2007) measured VLF transmitter signals at a long

distance and Thomson et al. (2014) used a mix of short and long distances, and after comparing measure-

ments with a theoretical VLF propagation model, estimated the average ionospheric electron density profile

along the path during typical/ambient conditions. Likewise, low frequency (LF, 30–300 kHz) transmitters are

used to remotely sense the ionosphere on smaller spatial scales (Higginson-Rollins & Cohen, 2017).

VLF transmitters are also used to characterize D region disturbances such as solar flares and solar eclipses.

Ambient daytime D region ionospheric conditions are maintained primarily by Lyman-� radiation. However,

solar flares produce strong X-ray emissions, which are absorbed at D region altitudes and greatly enhance

ionization of neutral species, including oxygen and nitrogen (Mitra, 1974). Estimating change in the D region

electron density profile from solar flares has been done by remote sensing the ionosphere with VLF transmit-

ters (Burgess & Jones, 1967; McRae & Thomson, 2004; Thomson & Clilverd, 2001). Conversely, a solar eclipse

blocks Lyman-� radiation over a small region of the ionosphere and affects electron recombination and

attachment rates. Bracewell (1952) estimated changes in the ionospheric reflection height of a VLF signal dur-

ing a partial eclipse, and Clilverd et al. (2001) measured multiple VLF transmitters during a total eclipse and

estimated changes in the D region’s electron density profile.

Two types of lightning-inducedD region disturbances have received particular focus and have been analyzed

using VLF remote sensing. The first is Early VLF events, which occur from heating and ionization directly over

the region of a lightning stroke. Johnson et al. (1999) used an array of VLF receivers in the midwestern U.S. to

characterize the size and location of Early VLF events. These events have been closely associated with sprites

andquasi-static field changeswith certain lightning strokes (Haldoupis et al., 2004;Mooreet al., 2003)buthave

also been linked to electromagnetic pulses from cloud-to-ground and in-cloud lightning activity (Marshall

et al., 2010). The second type of event is known as lightning-induced electron precipitation (LEP). These can

be distinguished from Early VLF events because the LEP is often displaced from the lightning location and has

a characteristic onset delay and duration (Peter & Inan, 2007). A review of lightning-generated ionospheric

disturbances can be found in Inan et al. (2010).

Analysis ofD region disturbances are greatly complicated by themultimode nature of VLF propagation in the

Earth-ionospherewaveguide (NaitAmor et al., 2013). For a given frequency, themultimode signal can be com-

posedofmany individual transversemagnetic and transverse electricmodes, eachwith its ownamplitudeand

phase. When conditions in the waveguide change, the phase velocity, group velocity, and attenuation rate,

for each mode, are individually affected. The resultant signal, or the sum of all modes, then either increases

or decreases in amplitude and advances or regresses in phase, depending on how the perturbed set of

modes constructively or destructively interfere with each other. Directly diagnosing this change is therefore

extremely difficult, and requires eithermultiple independentmeasurements (Bainbridge& Inan, 2003) or a set

of assumptions and simplifications thatmaynot bewarranted.Measurements of both amplitude andphase of

a narrowband signal are required to properly characterize the phasor sum of all modes within thewaveguide,

but acquisition of phase data is not always possible, often due to receiver limitations or phase instabilities of

the transmitter.

One technique that helps isolate the impact of the ionospheric disturbance was introduced by Dowden and

Brundell (1996) and Dowden et al. (1997) and is known as scattered field formulation. The concept is to wait

for a change in the signal, and then subtract the phasor signal before the disturbance from the postdistur-

bance phasor. The residual phasor gives a measure of what additional electromagnetic energy appeared as a

result of the disturbance, known as the scattered field. In order to apply the scattered field technique, ampli-

tude and phase must be recorded together and combined, whereas most published studies of VLF signals

use only amplitude, or perhaps amplitude and phase separately. The scattered field formulation was recently

reinvigorated by its use in Golkowski et al. (2014) and Kotovsky and Moore (2015).

We introduce an approach of narrowband signal tracking which uses the complete horizontal polarization

of the VLF signal. Scattered field formulation is effective at combining both amplitude and phase from a

single antenna, but polarization has the additional advantage of combiningmultiple colocated antennamea-

surements and provides the decomposition of the magnetic flux density in both the radial and azimuthal

directions. In addition, we show that this approach isolates VLF transmitter phase instabilities and removes

phase ambiguities between receiver sites.
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Figure 1. Map of transmitters, receivers, great-circle paths, and lightning strokes used in this paper. The circle markers

show the locations of three VLF transmitters. A fourth VLF transmitter located in Hawaii is not shown, but the

great-circle paths to the receivers are drawn. The four star markers show the location of the Georgia Tech VLF receivers

used in this work. NLDN geolocated two lightning strokes that are associated with an early/fast event and an LEP event,

shown as diamond markers.

2. VLF Transmitter Measurements
2.1. Transmitters and Receivers

Measurements are taken in the VLF/LF radio range with an upgraded version of the AWESOME receiver origi-

nally described by (Cohen et al., 2010), which uses orthogonal air core loop antennas sampled with 16 bits at

1MHz. The receiver is sensitive to signalswell below1 fT/rt-Hzover the frequencyband1–470kHz, depending

somewhat on antenna size, and provides GPS-conditioned timing accuracy of 15–20 ns. The receiver con-

sists of two orthogonally oriented antennas, each of which is sensitive to one horizontal component of the

magnetic flux density, which we referred to as the north-south and east-west channels. The two channels are

sampled synchronously within ∼2 ns.

Georgia Tech currently operates 10 of these VLF/LF receivers continuously. Figure 1 shows a subset of this

network whose data are shown in this paper, along with great-circle paths to VLF transmitters. Three of the

transmitters reside in the continental United States: NAA, at 24.0 kHz, is located near Cutler, Main (44.64∘N,

67.28∘W), NML, at 25.2 kHz, is in LaMoure, North Dakota (46.37∘N, 98.34∘W), and NLK, at 24.8 kHz, is in Jim

Creek, Washington (48.20∘N, 121.92∘W). The final transmitter, NPM, is located in Lualualei, Hawaii at 21.4 kHz

(21.42∘N, 158.15∘W), and is not shown in the figure, although the great-circle paths fromNPM to the receivers

are shown. Two of the receivers, Briarwood (33.43∘N, 82.58∘W) and Baxley (31.88∘N, 82.36∘W), are located in

the southeast United States, while the final two receivers are located in Burden, Kansas (37.32∘N, 96.75∘W)

and Dover, Delaware (39.28∘N, 75.58∘W). The two diamond-shaped markers represent the location of the

causative lightning stroke for an Early event and an LEP event that are discussed in section 4.

2.2. Synchronized MSK Demodulation

All four of the VLF transmitters in Figure 1 use aMinimum-Shift Keying (MSK)modulation scheme at 200 baud.

Appendix A gives an overview of the well-established mathematical description for demodulating an MSK

signal andestimating the clockphase and carrier phase. Clockphase is proportional to thedifferencebetween

the phase of the upper and lower tones of theMSK signal. If a single propagatingmode dominates, then clock

phase is proportional to the group delay at the center frequency of the signal (at 200 baud the group delay

proportionality constant is −0.01/� s/rad), modulo 360∘. Carrier phase is the phase of the center frequency

after removal of the MSKmodulation, effectively converting the MSK signal into a quasi-CW signal. If a single

propagatingmode dominates, this parameter is proportional to the phase delay at the center frequency plus

transmitter phase changes, modulo 90∘. Past VLF remote sensing work has focused heavily on carrier phase,

so we use the term phase to represent carrier phase unless specifically stated otherwise.

Figure 2 shows an example of the NML VLF transmitter being received at Briarwood. The north/south

antenna (N/S channel), which physically lies in the N/S plane, is sensitive to transverse magnetic (TM) waves

arriving from those directions. The east/west antenna (E/W channel), which physically lies in the E/W plane,
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Figure 2. Synchronized MSK demodulation of the broadband data

measured at Briarwood, tuned to NML’s center frequency of 25.2 kHz. The

(top) amplitude, (middle) carrier phase, and (bottom) clock phase are

shown over a full day for both the N/S and E/W channels. These diurnal

curves are typical during quiet ionospheric conditions.

is sensitive to TM signals from the east or west directions. Figure 2 (top)

shows the amplitude data for the N/S and E/W channels. The data shows

a classic and well-understood curve due to diurnal changes in the iono-

sphere. The night-to-day and day-to-night transition periods, known as

the day/night terminators, form distinctive nulls and peaks in the diurnal

curves and can easily be seen. The day/night terminator lasts about as

long as it takes for the sunrise or sunset terminator to traverse the entire

transmitter-receiver path. Since the change in longitude along this path is

relatively small, the terminator effects are only seen for a short amount of

time. Figure 2 (middle) shows the carrier phase, for both channels, advance

and regress from the diurnal variations of the D region ionosphere. During

the daytime, the carrier phase is smooth and a small offset is maintained

between the two channels. The nighttime carrier phase is less smooth and

the offset between the two channels varies more, due to the turbulent

nature of the nighttime ionosphere. Figure 2 (bottom) shows the clock

phase on a single channel where the data have been rotated to maximize

the SNR (an in-depth discussion about maximizing the SNR is presented

later in this section). Like carrier phase, the clock phase is smooth during the

daytime and more chaotic during the nighttime.

AnMSK constellation diagram (the in-phase andquadraturemapping of the

symbols) contains four symbols, which are evenly spaced around the origin

by 90∘. These symbol states do not represent the bits that are being trans-

mitted, rather a ±90∘ transition to one of the two adjacent symbols (i.e.,

clockwise or counterclockwise), relative to the current symbol, determines

whether a 1 or 0 is being transmitted. Often, the time series transitions from

one symbol state to the next are mapped onto a phase trellis.

To obtain the carrier phase, the estimated phase trellis is subtracted from

the basebandMSK signal. However, it is possible, especially in low-SNR envi-

ronments, to improperly estimate the phase trellis (meaning that one ormany bit estimation errors occurred).

When this happens, a phase jump of±180∘ occurs. Furthermore, at the start of theMSK demodulation, an ini-

tial phasemust be assumed, so a value of 0∘ on the phase trellis is chosen. This assumption inherently implies

a 90∘ ambiguity when comparing phase measurements between receivers, channels, or time series data sets

that are not synchronizedduringdemodulation. In principle, this ambiguity is removed if the initial trellis posi-

tionwhen the transmitter last began broadcasting is known, aswell as the entire sequence of bits transmitted

since then, but in practice this is not often known.

An MSK signal is composed of two tones, an upper tone �+ and a lower tone �− (at 200 baud these tones

are 50 Hz above and below the center frequency), see (A8) for more details. The initial estimate of the carrier

phase �̂0 is made using these tones, �̂0 = (�++�−)∕4. The phase of these two tones can have a 2� wrapping

associated with them, so they must first be precisely unwrapped before the clock phase and carrier phase

are calculated. If the phase of the tones are not correctly unwrapped, then an error that is a multiple of 90∘ is

induced in the carrier phase. Correct unwrapping is particularly difficult during periods of low SNR or when

the transmitter is toggled between off and on. The example shown in Figure 2 is a case where the transmitter

was on and a relatively high SNR was recorded for the entire 24 h period, but this is often not the case.

For the purposes of calculating the polarization ellipse, 90∘ phase jumps and 180∘ phase jumps are trouble-

some if theyoccurononeantennachannel, butnot theother. If one channel has a90∘ jump,but theotherdoes

not, then a linearly polarized signal will appear to be a circularly polarized signal (or vice versa). If one channel

has a 180∘ jump, but the other does not, then the apparent arrival direction (or the major axis direction) will

be flipped about either the x axis or y axis.

These 90∘ and 180∘ phase jumps between channels result from the MSK demodulation being applied inde-

pendently oneachantenna channel.Ourproposed solution is therefore to synchronize thebit andclockphase

estimation between the two channels and ensure that the carrier phase between the two channels is devoid

of the 90∘ ambiguity. To achieve this, we digitally rotate the data to a direction that maximizes the SNR of

the MSK signal, estimate the phase trellis on the high-SNR channel, and then apply the high-SNR phase trellis
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Figure 3. Comparison of the unsynchronized and synchronized MSK

demodulation algorithm over a long west-to-east path (Hawaii to Georgia).

(top) Amplitude is shown and has multiple peaks and nulls due to the

night-to-day terminator. Also shown are the (middle) unsynchronized carrier

phase and (bottom) synchronized carrier phase. The nighttime to daytime

transition is defined as the point in time where the terminator is directly

above the receiver.

to two orthogonal channels that are ±45∘ off of the maximum SNR direc-

tion. The 90∘ and 180∘ ambiguities still exist but affect both magnetic

field components synchronously. An added benefit to the synchronized

approach is that the initial bit and clock phase estimation is done at the

highest possible SNR, thanks to the digital rotation of the MSK signal. A

high SNR reduces the chance of estimating an incorrect bit and gives a

more precise unwrapping for the phase of the upper and lowerMSK tones.

The carrier phase�0 of anMSK signal is estimatedby subtracting thephase

trellis �̂MSK(t− �̂) from the phase of the basebandMSK signal∠z(t), shown

in (A13). We extend the single-channel mathematics from Appendix A to

a two-channel synchronized demodulation method by estimating the bit

sequence, b̂M(t) and �̂M(t), and clock phase �̂1,M on a single channel with

maximum SNR, and use these estimates to demodulate the MSK signal

on two orthogonal channels. Subscript M denotes the digitally rotated

channel that maximizes the SNR of the MSK signal.

The phase trellis on the maximum SNR channel

�̂MSK,M(t − �̂) = b̂M(t − �̂)
(
�t

2T
+ �̂1,M

)
+ �̂M(t − �̂) (1)

is calculated by estimating the bit sequence and clock phase (see (A3) for

details) on the maximum SNR channel. The carrier phase is found by sub-

tracting themaximum SNR phase trellis from the basebandMSK signal for

an arbitrary channel z(t),

�0(t) ≈ ∠[z(t)] − �̂MSK,M(t − �̂). (2)

Typically, the carrier phase is averaged over a period a,

�0,ave ≈ ∠

{
1

a ∫
t+a

t

z(�)

|z(�)|
e−j�̂MSK,M(�−�̂)d�

}
, (3)

or resampled to a larger sampling period. The baseband MSK signal z(t) can, in general, be chosen from any

direction. However, to equally distribute the noise across both orthogonal channels, z(t) should be± 45∘ away

from themaximum SNR direction, zM+45∘ (t) and zM−45∘ (t). Applying zM+45∘ (t) and zM−45∘ (t) to (2) results in the

synchronization of the two orthogonal channels. For this work, we then rotate zM+45∘ (t) and zM−45∘ (t) to the

N/S and E/W directions, but this rotation is not generally necessary. With the N/S and E/W channels synchro-

nized, the 90∘ and the 180∘ phase jumps between the two channels no longer exist and a more confident

estimate of the carrier phase is found, even in low-SNR conditions.

We demonstrate the modified algorithm’s utility in Figure 3, which shows the NPM VLF transmitter, in Hawaii,

recorded at Baxley. The amplitude on both channels is displayed in Figure 3 (top). The path from NPM to

Baxley has a large longitudinal span, meaning the night-to-day terminator takes several hours to traverse

westwardalong the transmitter-to-receiverpath, and this transition is apparent in the received signal between

∼10:30 and 13:45 UT. Three nulls are seen in the amplitude data on both channels and are the result of

modal interference that is commonly observed in long east-to-west or west-to-east paths (Pappert & Mor-

fitt, 1975). During these nulls, the SNR of the VLF signal drops which makes carrier phase estimation more

difficult. In Figure 3 (middle), the carrier phase has been extracted from each channel individually, using the

original single-channel algorithm. Before the first null occurs, the phase difference between channels is typi-

cally within∼5∘ of each other. During the first null, the N/S channel carrier phase begins to sporadicallymove,

showing that the carrier phase is being improperly estimated due to the low-SNR condition. Once the first null

has passed, a 90∘ offset between the two channels appears. This offset is the result of the 90∘ phase ambiguity

from the two channels not being synchronized. During the second and third nulls, the carrier phase is again

uncertain and more 90∘ phase shifts occur, compounding the 90∘ phase ambiguity problem. Carrier phase

in Figure 3 (bottom) is calculated using the modified algorithm with the bits and clock phase synchronized.

During the first two nulls, the carrier phase is estimatedwell, and during the third null, nearly all points in time
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Figure 4. Geometric setup for a VLF receiver’s antenna orientation (black

axes), wave propagation axes (red axes), and polarization ellipse (blue

ellipse) of the magnetic flux density. The angle �az gives the nominal

arrival direction from the source. The green markings show the major

axis and minor axis of the ellipse, � is the tilt angle of the ellipse from �̂,

and � is the ellipticity angle. The red vector on the ellipse shows the

start phase and rotation sense of the ellipse.

are cleanly tracked. Furthermore, erroneous 90∘ phase offsets are not induced

in the N/S channel after each null, showing that the transmitter carrier phase

is phase locked between the two channels, and the same bit estimate and

clock phase is being used on both channels. Interestingly, the offset between

the N/S and E/W phase is relatively steady except at the first null, where they

deviate from each other. This deviation is the result of the terminator and is

discussed with more detail in section 4.1.

3. Polarization Ellipses
3.1. Polarization Definition and Utility

At any given time, the horizontal magnetic flux density of a narrowband bea-

con can be represented by four quantities: amplitude and carrier phase of

each of the N/S and E/W antennas. We shall designate the amplitude (A) and

phase (� ) of the two antennas as ANS, �NS, AEW, �EW. These four components

can be written as two separate complex phasors, which define an ellipse cen-

tered at the origin of the complex plane. The polarization ellipse technique

has previously been applied to broadband signals to locate the arrival direc-

tion of chorus signals reentering the atmosphere from the space environment

at high latitudes (Gołkowski & Inan, 2008; Poorya et al., 2017), as well as for

directionfindingofbroadband sferics (Saidet al., 2010).Maxworthet al. (2015)

also applied aspects of the polarization ellipse to coherent signals emitted by

ionospheric ELF/VLF modulated HF heating. A portion of the magnetic flux density also exists in the vertical

direction and is not always negligible (Silber et al., 2015). In this paper we only consider the horizontal mag-

netic flux density, but the proposed polarization ellipse technique may be extended to include the vertical

magnetic flux density, which would then give an ellipsoid.

The use of polarization ellipses is a common technique in other electromagnetic remote sensing and com-

munications applications, but it is much less common in the field of VLF remote sensing. Many VLF recordings

are made with two-loop antennas and simple analog or digital filters that isolate the amplitude of a particu-

lar VLF transmitter frequency but do not calculate the phase via MSK demodulation. These recordings allow

some direction-finding capability but cannot distinguish between, for example, a linear polarization and a

highly elliptical polarization. Furthermore, an accurate measurement of the transverse magnetic flux density

amplitude cannot bemade unless one of the two colocated loop antennas is deliberately oriented to observe

a given transmitter. Often, the colocated loop antennas are oriented in the N/S and E/W directions, so ampli-

tude and phase are required to digitally rotate the antenna toward a given transmitter. VLF recordings are

alsomadewith electric field antennas, for which only one component (vertical direction) is typically recorded.

Here, we detail themathematical description of polarization ellipses and apply it to narrowband VLF transmit-

ter signals after demodulation. Note that �NS and �EW must be correct relative to each other, so we assume

that the phase synchronizing technique described earlier is applied to extract the phase from each channel.

Figure 4 shows the geometry and coordinate system involved in polarizationmeasurements. Let x̂ and ŷ refer

to the east and north directions, respectively. The plane of the N/S loop antenna is parallel to the ŷ axis and

has a surface vector pointing in the x̂ direction. Likewise, the plane of the E/W antenna is parallel to the x̂

axis and has a surface vector pointing in the−ŷ direction. The polarity of each loop antenna (i.e., which direc-

tion the surface vector points) is determined by the direction the wire is wound. When standing east of the

N/S antenna and facing west, the positive lead of the wire is traced back to the negative lead in a clockwise

rotation. The same clockwise wrapping is true when standing south of the E/W antenna and facing north.

Amplitude and phase of the receivedmagnetic flux density on both channels can be combined into the total

horizontal magnetic flux density

B(t) = ANS cos(�t + �NS)x̂ − AEW cos(�t + �EW)ŷ. (4)

Red axes in Figure 4 are shown to align with a hypothetical source located, in this example, northeast from

the receiver. The radial direction, r̂, which points away from the source, is therefore toward the southwest.

Adhering to the definition of a right-hand coordinate system, the azimuthal direction �̂ is 90∘ counterclock-

wise from r̂. The receiver rotation angle �az is defined as the angle, with clockwise rotation sense, from the
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northward direction (ŷ) to the direction of the transmitter (−r̂). A clockwise rotation matrix is used to rotate

the magnetic flux density from the x̂ and ŷ coordinate system to the r̂ and �̂ coordinate system,
[
Br
B�

]
=

[
cos(�az +

�

2
) sin(�az +

�

2
)

− sin(�az +
�

2
) cos(�az +

�

2
)

][
ANSe

j�NS

−AEWe
j�EW

]
, (5)

where Br and B� are the phasor form of the magnetic flux density.

The blue trace in Figure 4 shows an example polarization ellipse, it is equivalent to the time domain mag-

netic flux density, equation (4), being drawn on the xy-plane over a full period. There are four properties that

together specify the ellipse: themajor axis (which is double the semimajor), the tilt angle (�), the ellipticity (� ),

and the start phase. The polarization ellipse, in general, is not aligned perfectly with the azimuthal direction,

but for TM-dominated signals it is often reasonably close. Tilt angle

� =
1

2
tan−1

[
2�

1 − �2
cos(�0)

]
, (6)

where

� =
| − Br|
|B�|

(7)

and

�0 = ∠

[
−Br

B�

]
, (8)

is defined as the counterclockwise angle from �̂ to the major axis direction, with a range of −90∘ ≤ � ≤ 90∘.

Tilt angle can also be thought of as the error in angle of arrival when using classic magnetic direction finding.

The ellipticity angle

� =
1

2
sin−1

[
2�

1 + �2
sin(�0)

]
, (9)

of an ellipse encapsulates two parameters: how linear (or circular) the ellipse is and the rotational sense of the

ellipse. Since the minor axis is by definition smaller than the major axis, the ellipticity angle exists over the

interval−45∘ ≤ � ≤ 45∘. The rotational sense of the ellipse is defined by the sign of � , a positive value (� > 0)

indicates that the ellipse is right-hand polarized (or rotating counterclockwise) and a negative value (� < 0)

means that the ellipse is left-hand polarized (or rotating clockwise). For the example in Figure 4 the Rotation

Direction vector is showing a right-hand polarization, so � is positive. The ellipticity angle also describes how

linear the ellipse is. When � is close to zero, the ellipse is highly linear. Conversely, the ellipse is highly circular

when the absolute value of the ellipticity (|�|) is near 45∘.

Start phase, �, is the phase difference between the vector parallel to the semimajor axis closest to �̂, written

as B(t=tMaj), and the initial point of the magnetic flux density vector B(t=0), which gives

� = � tMaj. (10)

Using a counterclockwise rotation matrix, the magnetic flux density phasors along the semiminor axis and

semimajor axis, BMin and BMaj, respectively, can be solved for

[
BMin

BMaj

]
=

[
cos(�) − sin(�)

sin(�) cos(�)

] [
Br
B�

]
. (11)

By definition, BMaj = |BMaj| e−j� tMaj , which yields � tMaj = −∠BMaj, and allows the start angle to be written as

� = −∠BMaj. (12)

Start phase is an important metric, because as we will show, it captures transmitter phase changes but is

independent of the geometric shape of the ellipse. If the carrier phase changes equally on both the azimuthal

and radial channels, then Br and B� experience equal phase changes. On the other hand, the shape of the

ellipse, whether it is highly linear or circular, is closely connected to the phase difference between the two

components. This is useful when dealing with transmitters that have drifting or unstable phase at the source.

The phase instabilities are captured in the start phase, but they do not contaminate the geometric properties

of the ellipse. Note that since B(t) forms an ellipse, the start phase is not the same as the geometric angle

between B(t=tMaj) and B(t=0), unless B(t) is circularly polarized.
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Figure 5. Data from Figure 2 transformed into ellipse parameters. From top

to bottom, (first panel) the semimajor axis and semiminor axis lengths of the

time varying ellipse; (second panel) the decomposed LHCP and RHCP ellipse

components. (third panel) Ellipticity is the rotation sense and how linear

(or circular) the ellipse is. (fourth panel) The ellipse tilt angle and start phase.

3.2. Example Data

Figure 5 shows the same 24 h VLF transmitter data set from Figure 2

reformulated into the polarization ellipse parameters. Figure 5 (first panel)

shows the semimajor axis and semiminor axis lengths. The major axis is

much stronger than the minor axis because the TM mode of VLF wave

propagation dominates at longer distances, so the ellipse is close to lin-

early polarized. Also, the major axis is relatively steady with time, but the

minor axis fluctuates greatly, and at times disappears almost entirely as the

signal becomes linearly polarized.

An ellipse can also be decomposed into two counter-rotating circles, com-

monly referred to as right-hand circular polarization (RHCP) and left circu-

lar polarization (LHCP), and these are shown in Figure 5 (second panel).

The LHCP signal is slightly stronger for the entire day, except for a short

amount of time during the night-to-day terminator. The change in rota-

tion direction can also be seen in the ellipticity data. The ellipticity angle is

greater than zero for a short time during the night-to-day terminator, indi-

cating that the rotation direction briefly changed to a counterclockwise

rotation. Also, the ellipticity angle shows that the ellipse is quite linear dur-

ing the day but slightly more circular during the night. This result is not

surprising since nighttime conditions likely support a higher number of

propagating modes.

Figure 5 (fourth panel) shows the last two parameters, the tilt angle and

start phase. The tilt angle is roughly +1.5∘ during the daytime, which is

reasonable for angle of arrival measurements. It should be noted that we

use the sferic calibration method in Wood and Inan (2004) to remove the

effects of terrain and antenna misalignment, which has also been done

in Said (2009) and Zoghzoghy (2015). Interestingly, the tilt angle exhibits

a brief change at each of the day-night transitions, but in opposite direc-

tions. It is possible that these quick changes in tilt angle are caused by scattering from the oblique angle

between the terminator and the great-circle path. The final parameter, start phase, is related to the phase

velocity of the signal (along with the transmitter source phase variations), and therefore provides some infor-

mation on both. If we assume the magnetic flux density is dominated by a single mode and the phase of the

transmitter is stable, then the start phase in Figure 5 implies that the phase velocity is∼0.003cm/s faster dur-

ing the day. However, these assumptions are not generally true. The gradual change in tilt angle and start

phase may also be the result of mode conversion during the day/night terminators (Kaiser, 1968).

Every parameter in Figure 5 shows steady and smooth trends during the daytime. Conversely, the nighttime

ellipse parameters are variable and reflect the more chaotic nature of the nighttime D region ionosphere. As

expected, the ellipse parameters are highly variable during the day/night terminator, showing that the sharp

transition region between the daytime ionosphere and nighttime ionosphere greatly affects the propagation

of VLF waves traversing the terminator and can significantly increase or decrease the power received from

a transmitter.

3.3. Phase Stability of VLF Transmitters

Even though VLF transmitters have been used in decades of remote sensing studies, Figure 6 shows clear

evidence that the phase of at least some VLF transmitters is not always stable. The figure shows the carrier

phase and the polarization parameters for the transmitter NAA recorded at Baxley, Georgia. Note that the

time period is during the day and no significant solar activity is present. The first column presents the carrier

phase measured on the N/S (top) and E/W (bottom) channels, both of which exhibit sharp phase transitions.

Though not shown, these phase changes are also seen at other receivers at the exact same time, but only

on the NAA transmitter. These sharp phase transitions are certainly a result of an unstable carrier phase at

the transmitter and not from transient ionospheric effects. Although these phase transitions are sharp and

plainly obvious when looking at phase measurements from multiple sites, it may be easy to mistake one of

these transitions as an actual ionospheric disturbance, particularly if only one such sharp transition occurs

and if data fromonly one receiver is considered. It is worth noting that at least some ionospheric disturbances
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Figure 6. Evidence of unstable carrier phase in a VLF transmitter. (first column) The carrier phase on both the N/S and E/W channels has strong step-like changes

that are caused by phase instabilities at the transmitter. (second to fourth columns) The ellipse analysis isolates the transmitter phase instability to the start

phase, and the other ellipse parameters are uncontaminated by the instability.

have been known to affect only the phase, and not the amplitude (Cotts & Inan, 2007). We are not suggesting

that these earlier observations may be transmitter artifacts, but rather we are underscoring the importance

of considering transmitter source phase transitions in identifying ionospheric events. More importantly, the

sharp transitions are likely accompanied by much more gradual drifts in the transmitter source phase that

cannot be inferred at the receiver.

As a consequence, carrier phase measurements are not invariant to transmitter source phase wanderings,

whereas amplitudemeasurements can bemore carefully calibrated (Cohen et al., 2010). Instead, carrier phase

measurements are useful in a relative sense and on short time scales. That is, if we assume the transmitter

sourcephase variations are relatively slowcompared to the time scaleof ionospheric changesunder investiga-

tion, then changes in carrier phase are a reliablemeasurement to use. However, if we studyhour-long trends or

day-to-day variations in ionospheric conditions, measured phase changes may be unreliable. Thomson et al.

(2014) use a direct approach to mitigate the source phase problem by placing a receiver near the transmitter

and measuring the phase; they then use the phase from the short path to calibrate the received transmitter

phase on the longer paths. Unfortunately, this requires significant effort to maintain sites next to every VLF

transmitter. Instead, the polarization ellipse technique can be applied to the narrowbanddata and the ellipses

from each site can be directly compared, even though each site still has an ambiguous phase offset.

Figures 6 (second column)–6 fourth column) contain the polarization ellipse parameters. As seen, only the

start phase measurement contains sharp phase transitions that are correlated with the carrier phase mea-

surements on the N/S and E/W channels. This shows that the polarization ellipse technique is a useful way to

characterize magnetic flux density measurements on two channels even when the source phase is unstable.

4. Ionospheric Remote Sensing

We now apply the polarization ellipse technique to narrowband data associated with D region ionospheric

disturbances in order to demonstrate features of the received VLF signal that may not be apparent in the

single-channel amplitude and phase data. The first example is modal changes of VLF propagation due to

the day/night terminator, a somewhat predictable and repeatable phenomenon. The other three observa-

tion examples show different types of ionospheric perturbations with different ionospheric modification

mechanisms: Early/fast, LEP, and solar flare. Each type of perturbation produces a distinctly different set of

polarization parameters. Note that these results should not be generalized since we are presenting only an

example case study of each type of disturbance. Since these phenomena are all dependent on, for example,

path geometry of the transmitter-disturbance-receiver, an in-depth statistical study is required to understand

howthechanges inpolarizationellipses link to causativephysicalmechanisms.At the same time, themarkedly

different responses of the polarization ellipses for these examples are representative of the value of utilizing

the polarization ellipse method.
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Figure 7. Data from Figure 3 transformed into ellipse parameters. From top

to bottom, (first panel) the phase synchronized E/W channel in Figure 3

shows an interesting artifact during the first null, which is also seen in the

semimajor curve. (second panel) Using ellipse analysis, the artifact is

determined to be caused by a separation between the LHCP and RHCP nulls

(about 2 min before and 2 min after the first null, respectively). A strong

change in (third panel) ellipticity and (fourth panel) tilt angle is also seen

during the first null, but the severity in change is not seen during the other

two semimajor nulls. Changes in start phase (Figure 7, fourth panel) are

strongest around each semimajor null.

4.1. Modal Changes Due To Terminator Effects

Understanding the day/night terminator and its effect on VLF wave prop-

agation is, in general, a difficult problem. The strong inhomogeneity of the

D region along with the sharp change in electron density has made mod-

eling propagation across the terminator challenging. Figure 3, which is the

signal from the NPM transmitter in Hawaii recorded at Baxley, Georgia, is

an example of the complex changes in VLF wave propagation as the ter-

minator traverses the ionosphere. In particular, the first null in Figure 3,

which occurs at about 10:48 UT and is referred to as the first null for the

rest of this section, shows a peculiar deviation between the synchronized

N/S and E/Wphases. The first null occurs about 43min after the terminator

passes over the receiver and is well over the great-circle path. It is difficult

to tellwhat this deviationmeanswhenanalyzing theamplitudeandphase.

However, when looking at the first null in terms of ellipse parameters,

shown in Figure 7, it is obvious that the first null is undergoing a change in

elliptical polarization.

The LHCP and RHCP components, in Figure 7 (second panel), have nulls at

different times. The LHCP component of the ellipse reaches its minimum

about 2 min before the major axis null, but the RHCP portion reaches a

null about 2 min after the major axis null. Hence, the RHCP component

dominates over the LHCP component for a brief period just before the

major axis null, whereas the LHCP component dominates for a brief period

after the major axis null. The signal then returns to being almost linearly

polarized. This transition can also be seen in the ellipticity curve. Before

the first null, the ellipticity is much greater than zero, meaning that it is

highly circular and right-hand polarized. Then, as the first null passes, the

ellipticity quickly becomesmuch less than zero, which indicates the ellipse

is again highly circular, but this time left-hand polarized. Note that the

quick change, during the first null, in ellipticity angle and start phase is not

instantaneous and is not caused by phase wrapping; instead, the change

from one extreme to the other is quick, smooth, and continuous.

The cause for the VLFwave to transition from LHCP to RHCP during the first null is not fully understood. Mode

conversion from the night-to-day transition does affect the RHCP and LHCP components differently, due to

ionospheric anisotropy from Earth’s background magnetic field, which may also explain why the LHCP com-

ponent is significantly stronger in the second and third nulls. Also, given that the terminator forms a sharp

gradient in theD region electron density profile, the receivermay bemeasuring signals that are obliquely for-

ward scattered from the terminator (i.e., reflectingoff the terminator at a regionwhich is not on thegreat-circle

path, causing multipath propagation). It is worth noting that this flip in the rotational sense only occurs for

the first null, when the day/night terminator has drifted a few hundred kilometers past the receiver toward

the transmitter. We will show in the next subsection an Early/fast event, which is generally caused by iono-

spheric scattering, that also produces an increase in circular polarization and a strong change in tilt angle. The

changes for the case study Early/fast event are similar, but smaller in scale to what is seen here during the

first null.

4.2. Early/Fast Event

Early events are VLF perturbations caused by powerful or intense lightning near the transmitter-receiver

path. Early events result from the coupling of a lightning stroke to the bottom D region ionosphere, which

in turn creates localized heating and ionization of the lower ionosphere (Inan et al., 1996). Proposed physical

mechanisms include scattering from a sprite halo (Moore et al., 2003), scattering off a sprite body (Dowden

et al., 1997), ionization from the electromagnetic pulse or “elve” (Haldoupis et al., 2013; Mika et al., 2006),

quasi-electrostatic quiescent heating (Pasko et al., 1996; Kabirzadeh et al., 2017), and heating from intracloud

pulses (Marshall et al., 2008). Recovery for Early events is typically 10–100 s but sometimes much longer

(Cotts & Inan, 2007), and may occur as far away as 300 km from the path (Salut et al., 2013). Early events are

seen in narrowband data, because the perturbed region of the ionosphere scatters a signal that is not on the

great-circle path toward the receiver (Dowden & Brundell, 1996). The receiver measures the superposition of
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Figure 8. Polarization ellipse technique used on an early/fast event, recorded at a single receiver from two different

transmitters. Shown are (first row) amplitude, (second row) carrier phase, and (third row) start phase. Figure 8 (fourth

row) shows the ellipses before (green) and after (red) the event occurred, along with the scatter field ellipses (black).

Vertical green and red bars in the top three rows show the time periods that the preonset ellipses and postonset ellipses

are windowed over.

the ambient signal that propagates directly along the great-circle path and a scattered signal from the per-

turbed region. The recorded amplitude and phase either increases or decreases depending on how the two

signals interfere with each other (Moore et al., 2003).

Figure 8 shows a typical Early/fast event, with a rapid (<20 ms) onset duration. The location of the causative

lightning stroke is shown in Figure 1 and labeled as E/F. The National Lightning Detection Network (NLDN)

(Cummins & Murphy, 2009) measured the peak current of the stroke to be +156 kA and located the stroke

at 43.05∘N and 86.03∘W. Each column shows the measured narrowband data at Delaware from the NLK and

NML transmitters, respectively. This particular event occurred along two transmitter-to-receiver paths which

almost exactly overlap.

Figure 8 (first row) and 8 (second row) show the amplitude and phase on each channel, respectively. The data

are recorded at both 1 s and 20 ms time resolutions, but our plots here show only the low resolution since

they are less noisy. We observe the typical response for an Early/fast event: a quick (<20 ms) onset duration

followed by a slower recovery. Figure 8 (third row) shows the start phase at both receivers. The curve of the

start phase closely follows the phase on the N/S and E/W channels, but with opposite polarity. This strong

change in start phase is the result of carrier phase changes with respect to the sum of all modes from the

direct path and the scattered path.

Narrowband data are inherently susceptible to impulsive noise from, in particular, lightning-generated sfer-

ics. We reduced this impulsive noise by applying a three-point median filter to the narrowband data before

using the ellipse analysis. The polarization ellipse results are shown in Figure 8 (fourth row). The green ellipse

represents the narrowband signal before the causative stroke, and the red ellipse is after the onset of the

Early/fast event. The panels in the top three rows show red and green vertical bars to indicate the time period

over which the ellipse parameters were determined. By subtracting the ambient signal (green) from the dis-

turbed signal (red), we can obtain a scattered field polarization ellipse, which is shown in black on the bottom

two panels. The scattered field ellipse captures the change in major axis, minor axis, and tilt angle, as a result

of the ionospheric disturbance.

For the NLK to Delaware path, the Early/fast event caused a rotation of the ellipse and a significant increase

of the semimajor axis. Likewise, the NML to Delaware path also has a change in tilt angle but opposite in

direction, and an increase on both the semimajor and semiminor components. These changes can also be

seen in the scattered ellipses. The increase in the semimajor componentmeans that an increase of VLF power

is received at the antenna close to the semimajor direction. This power increase may be due to the scattering
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Figure 9. Polarization ellipse technique used on an LEP event, measured at two different receivers from a single

transmitter. See the caption in Figure 8 for details on this figure layout.

effect (i.e., multipath) that Early/fast perturbations produce, since this particular event was relatively close

(25.7 km) to the great-circle path.

The observed rotation and ellipticity change of the polarization ellipse is worth highlighting. This effect

implies that the Early/fast event has different characteristics if observed independently on each of the two

channels, both in terms of the amplitude and phase changes, as well as the recovery event. Past works have

observed, for instance, that some Early/fast events are only observed on one channel or that the recovery

time differs on the two antennas. Polarization observations indicate at least observationally why this occurs,

and observation of a rotating ellipse may be useful in identifying properties of the scattering region, as well

as new scattered modes that are created at the disturbed ionosphere.

4.3. LEP Event

Lightning-induced electronprecipitation (LEP) events are also drivenby lightning strokes, but the ionospheric

disturbance is triggered in a different way: lightning produces VLF energy that leaks into the magnetosphere

and interacts with geomagnetically trapped particles, causing some electrons to precipitate into the lower

ionosphere, ultimately increasing the electron density of the D region (Voss et al., 1984). Compared to Early

events, LEP events typically impact much larger regions of the ionosphere (sometimes >1,000 km (Peter &

Inan, 2004)). Since the increased ionization occurs over a larger region, two types of VLF perturbations, or a

combination of both, is seen at the receiver (Cotts, 2011). First, the disturbed ionospheric region may scatter

someVLFenergy toward the receiver, similar to Early event scattering. Second, if the ionosphere is significantly

disturbed over a large (much greater than a wavelength) portion of the great-circle path, then the modal

properties of the VLF wave change.

Figure 9 shows an LEP event measured by two separate receivers, Briarwood and Baxley, from a single trans-

mitter, NLK. The causative stroke, labeled as LEP in Figure 1, had a peak current of +204 kA and was located

at 43.32∘N and 101.17∘W. The onset delay (the time difference from when the stroke occurred to when the

perturbation is seen in the receiver data) is ∼0.7 s, and the onset duration (period from when the perturba-

tion occurs until the recovery begins) persists for over 1 s. Noise from other lightning strokes was particularly

high during this event, so we applied a nine-point median filter to the low-resolution (1 Hz) data for visual

clarity. The before and after ellipses from the NLK to Burden path show almost no change, and yet a strong

jump in the start phase occurred. This produced a very small scatter field ellipse shown at the origin as a

small dot. For the other path, NLK to Baxley, a slight change in tilt angle and modification along the semimi-

nor axis occurred. Compared to the ellipse changes in the Early/fast event, the LEP event produced almost

no change to the shape of the polarization ellipse, just a change in start phase. The difference between this

observations and the Early/fast event shown earlier may be due to the fact that Early/fast events result from

scattering, whereas the LEPwas caused bymodal changes. In particular, the fact that the start phase changed

whereas the shape did not may indicate that the phase velocity of the dominant propagating modes were
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Figure 10. Polarization ellipse technique used on an ionospheric disturbance caused by a C-class solar flare, measured

at two different receivers from a single transmitter. See the caption in Figure 8 for details on this figure layout.

impacted by the LEP event in a roughly equal way but that the attenuation rate was not much affected.

However, the effect of geometry of the transmitter, disturbance, and receiver, is also important and should

not be discounted (NaitAmor et al., 2010, 2013).

4.4. Solar Flare Event

The Sun is the chief driving force for the diurnal variations of the ionosphere. During the daytime, the Sun

increases the electron density of the D region by orders of magnitude and creates a relatively stable and pre-

dictable ionosphere as the Sun traverses across the sky. LEP and Early/fast events are rarely, if ever, observed

during the daytime. However, abnormally strong X-ray emissions from the Sun, known as solar flares, can per-

turb the daytime ionosphere an appreciable amount (Thomson & Clilverd, 2001). Solar flares affect at least

the entire daytime side of the ionosphere and enhance the electron density through the entire D region.

Figure 10 shows VLF perturbations from a C-class solar flare event over the continental United States, which

is measured along the paths NLK to Burden and NLK to Baxley. The ellipses are median filtered over 4 min

windows. This example is interesting because the NLK to Burden narrowband clearly shows the solar flare in

the amplitude data, but no change is visible in the phase data. In contrast, the NLK to Baxley path shows a

disturbance plainly obvious in the phase, but barely detectable in the amplitude. This fact reinforces the idea

that analyzing amplitude andnarrowbanddata individuallymaynot give a sufficiently comprehensivepicture

of the underlying phenomena and could eithermiss ormischaracterize ionospheric disturbances. Techniques

such as scattered fieldmethodandpolarization ellipsemethodmayprovide crucial information in the analysis

of these types of events.

The polarization ellipse shape before and after the solar flare ellipses are quite similar for both paths. Both

experience minimal minor-axis change and no tilt angle change, but both present strong increases in the

major-axis component. Likewise, the scattered field ellipses are almost linear and are close to parallel to the

major axis of the before and after ellipses. The start phase on theNLK to Burden path shows almost no change

from the solar flare, but the NLK to Baxley start phase has a strong change that is similar to the phase data but

with opposite polarity. Since this event is during the daytime and over a long path, the transverse magnetic

field dominates over the strongly attenuated radial magnetic field (Bainbridge & Inan, 2003), which is why the

ellipses are highly linear and almost no change occurs on the semiminor component.

5. Discussion and Conclusion

We have shown that inferring ionospheric conditions using VLF narrowband amplitude and phase data inde-

pendently can lead to ambiguous results or even missed events. When using VLF for remote sensing, the

amplitude and phase data are best considered concurrently, such as in the scattered field analysis. However,
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scatteredfield analysis is best usedwith a single isotropic antenna. If a pair of colocatedorthogonal directional

antennas are being used, such as two-loop antennas, then the polarization ellipse technique is well suited for

the data analysis.

We also showed evidence of unstable carrier phase from VLF transmitters and discussed that care must be

taken to avoidhaving the transmitter phase instabilities contaminate the remote sensing results. Furthermore,

90∘ and 180∘ phase jumps are present in some narrowband data due to the inherent nature of MSK modula-

tion. To circumvent the 90∘ ambiguity, we developed a technique for synchronizing the MSK demodulation

on a multichannel receiver, which removes the 90∘ and 180∘ jumps between channels and can significantly

improve the phase estimation on channels with low SNR. With the channels of the colocated antennas syn-

chronized, the polarization ellipse technique can be applied and any VLF phase instabilities are shifted into

the start phase parameter, leaving the other ellipse parameters uncontaminated.

We demonstrated the properties of the polarization ellipse method for one particular day/night transition,

and then observed three separate examples of ionospheric disturbances: Early/fast, LEP, and solar flare. These

examples showed that polarization ellipses can be directly compared between different transmitter and

receiver combinations, along with measurements from different times without phase instabilities corrupting

the ellipses or concerns about a 90∘ ambiguity. Each event showed unique characteristics when comparing

thepolarization ellipse before and after the initial onset of the event.Weemphasize that these case studies are

not necessarily representative of all ionospheric disturbances. Future work should consider a more in-depth

statistical study to see if specific ellipse characteristics are unique to certain ionospheric disturbances, and a

comparison betweenmeasured polarization ellipses and current VLF waveguide propagationmodels should

be performed.

Appendix A: Single-Channel MSK Demodulation

The mathematics for MSK demodulation is well established, but is stated here for reference. The MSK signal

can be written in the form

s(t) = cos
[
2�fct + b(t)

(
�t

2T

)
+ �(t)

]
(A1)

where fc is the carrier frequency, T is the bit period, and

b(t) =

{
+1, aI(t) ≠ aQ(t)

−1, aI(t) = aQ(t)

�(t) =

{
0, aI(t) = 1

�, aI(t) = −1

, (A2)

where aI(t) and aQ(t) represent the in-phase and quadrature bit streams (encoded with±1), respectively, and

the signalsb(t)and�(t)havepulsewidthsofT . In this view, theMSKsignalmaybe thoughtof as four separately

transmitted sine waves: two are transmitted at fc + 1∕(4T) and are � out of phase, while the other two are

at fc − 1∕(4T) and are also � out of phase. At each interval boundary Tk, k = 0,±1,±2,…, the signal s(t)

transitions to one of these four sine waves in a phase-continuous fashion.

We wish to estimate and remove the MSK phase modulation in order to track the phase variation of the car-

rier frequency. Propagation and receiver hardware effects introduce an apparent carrier offset �0(t) and a bit

transition delay �(t), where the latter is proportional to the clock phase �1(t) and is influenced by the group

delay of the signal. Letting

�MSK ≡ b(t)�t∕(2T) + �(t), (A3)

we can write the received signal x(t) as

x(t) = A(t) cos
[
2�fct + �0(t) + �MSK (t − �(t))

]
. (A4)

Since �0 is an offset to the carrier phase, it is a proxy for the phase velocity between the source and receiver.

On the other hand, since � tracks the delay of a narrowband signal that modulates the carrier phase, it serves

as a proxy for the group delay at fc.
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The first step to estimate an MSK signal is to convert x(t) into the baseband equivalent analytic signal. In

practice, this conversion is easily accomplished by applying a low-pass filter to the frequency-shifted com-

plex signal 2x(t) exp
(
−j2�fct

)
. Dropping the assumed time dependence of the carrier phase�0(t) and the bit

transition time �(t), we can write

z(t) = A(t)ej�(t) = A(t) exp
[
j�0 + j�MSK (t − �)

]
(A5)

Using z(t), we can immediatelymeasure the amplitude A(t) by taking themagnitude |z(t)|. The real signal A(t)
can be resampled to provide the desired resolution for the application in question. We also wish to estimate

�0 from z(t). With reference to (A2), squaring z(t) removes the contribution of �(t) since 2�(t) is a multiple of

2�. Hence, the angle of the squared signal reduces to

∠[z(t)]2 = 2�0(t) ±
�t

T
± 2�1 (A6)

where the sign of the last two terms are determined by the instantaneous sign of b(t − �) and

�1 ≡ −��∕(2T) (A7)

That is, [z(t)]2 is an FSK signal that alternates between two tones at ±1∕2T with respective phases

�± = 2�0 ± 2�1. (A8)

If we estimate �± over a given interval, then the carrier and bit clock phases can be estimated as �̂0 = (�+ +

�−)∕4 and �̂1 = (�+ −�−)∕4, respectively. A 2� jump in either �+ or �− in isolation adjusts each of �̂0 and �̂1

by �∕2, which is equivalent to reversing the roles of the in-phase and quadrature components, plus a possible

sign adjustment on the bit sequences. If both �+ and �− shift by 2�, then �0 and �1 change by a multiple

of �. In applications that track the carrier or clock phase over time, such phase shifts can be mitigated by

unwrapping 2� phase shifts on �± before the calculation of �̂0 and �̂1.

In general,�± varieswith timeas the channel impulse response changesdue tofluctuations in the ionospheric

profile along the propagation path. Assuming each phase is constant over a time duration a, integrating a

shifted version of [z(t)]2 by ±1∕2T over a gives an estimate of �±:

�±(t) ≈ ∠∫
t+a

t

[z(�)]2 exp(∓j��∕T)d� (A9)

With a lock on the carrier and bit transition phases over a time interval a, it is possible to coherently demod-

ulate the MSK signal. Assuming Gaussian noise, the optimal demodulation uses matched filtering on the

in-phase and quadrature components separately, where the integration period is 2T for each component.

Writing the baseband signal z(t) in terms of the in-phase and quadrature components with the bit transition

delay represented with the phase offset �1, we have

z(t) = A(t)
[
aI(t) cos

(
�t

2T
+ �1

)
− jaQ(t) sin

(
�t

2T
+ �1

)]
ej�0 (A10)

The in-phase signalaI(t)bit transitionboundaries occur at t = t1+T+2Tk, k = 0,±1,…, where t1 = −4T�1∕2�.

Similarly, the quadrature signal aQ(t) bit transition boundaries occur at t = t1+2Tk. For each index k, we have

âIk =
1

T ∫
t1+T+2T(k+1)

t1+T+2Tk

ℜ

{
z(t)e−j�̂0

}
cos

(
�t

2T
+ �̂1

)
dt (A11)

âQk =
1

T ∫
t1+2T(k+1)

t1+2Tk

ℑ

{
z(t)e−j�̂0

}
sin

(
�t

2T
+ �̂1

)
dt (A12)

Evaluating the sign of âIk and âQk at each index k gives the optimal estimate of the two digital sequences.

Using (A2) and (A7)we can reconstruct a (shifted) version of the estimate �̂MSK (t− �̂). Subtracting the resulting

phase trellis from z(t) gives an estimate of the phase variation due to propagation and receiver effects in the

absence of MSK phase modulation,

A(t)e�0(t) ≈ z(t)e−j�̂MSK(t−�̂). (A13)
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