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a b s t r a c t

A general Lp norm (0 < p � 1) minimization approach is proposed for estimating stochastic

process power spectra subject to realizations with incomplete/missing data. Specifically,

relying on the assumption that the recorded incomplete data exhibit a significant degree

of sparsity in a given domain, employing appropriate Fourier and wavelet bases, and focus-

ing on the L1 and L1=2 norms, it is shown that the approach can satisfactorily estimate the

spectral content of the underlying process. Further, the accuracy of the approach is signif-

icantly enhanced by utilizing an adaptive basis re-weighting scheme. Finally, the effect of

the chosen norm on the power spectrum estimation error is investigated, and it is shown

that the L1=2 norm provides almost always a sparser solution than the L1 norm. Numerical

examples consider several stationary, non-stationary, and multi-dimensional processes for

demonstrating the accuracy and robustness of the approach, even in cases of up to 80%

missing data.

� 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Reconstruction of discrete time/space signals that suffer frommissing data has long been a topic of interest across a range

of fields. Whilst the most effective way to address such problems is to sample signals more reliably, under controlled con-

ditions, this is not always possible. ‘‘Missing data” in general, refers to situations in which undesirable gaps occur in data

sets. For example, in practice, such problems may be caused by sensor failures or sampling/threshold limitations on the

equipment, acquisition or usage restrictions on sensing or on the data itself, and even from data corruption. Re-sampling

missing data can be difficult in many cases, and often impossible when working with non-stationary stochastic processes.

For this reason, there are numerous approaches to addressing these problems by predicting missing datum values based

on the available data. These include zero-padding of missing data [1], least-squares spectral analysis [2–4], iterative spectral

de-noising [5–7], interpolative as well as autoregressive methods [8]. Clearly, in most cases the choice of the approach is

problem-dependent, and typically depends on a priori known information such as the arrangement and amount of missing

data. This paper focuses on a class of missing data problems for which the property of ‘‘sparsity” is exploited to reconstruct

records. A sparse discrete-time signal can be characterized by a relatively small number of coefficients with respect to its

sample length. This sparsity may be apparent in the sampling domain, for which the majority of the data is zero except
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for a handful of spikes, or sparsity can occur in some other basis or frame, such as the frequency domain. Signal reconstruc-

tion methods that take advantage of sparsity have received increased interest with the advent of Compressive Sensing (CS)

[9,10], a signal processing technique in which data are purposely under-sampled.

Regarding applications in structural engineering/dynamics, so far CS has been mostly applied in situations where some

saving in data capture time or data size is useful. For example, sensors (especially wireless ones) that capture data for

real-time structural health monitoring can be designed to capture only a fraction of the data, reducing manufacturing cost.

By utilizing CS with an appropriate compression basis (in which the signal has a sparse representation), data series with far

higher resolution than those originally captured could be reconstructed. Not only would the sensors not need to capture as

much data, but also the stored data would have a small file size, negating the requirement for compression processing at the

sensor. In this regard, some preliminary recent results exist in the literature for structural system parameters identification,

damage detection and health monitoring [11–21]. However, most of the aforementioned applications are restricted in the

sense that they are focused on the problem of compressing efficiently the acquired signal (assumed to be complete) for cir-

cumventing the computational burden of compressing it locally at the sensor. Nevertheless, applying CS theory to the prob-

lem of missing data differs primarily in one respect; that is, missing data are not necessarily intentional. Unfortunately, this

removes control over one important step of CS: the arrangement of the sampling matrix. CS relies on the choice of an appro-

priate sampling matrix. For instance, uniform random Fourier matrices obey the CS requirements for sparse reconstruction

with high probability [9,10]. Unfortunately, the missing data may not be uniformly distributed over the record; thus, regular

or large gaps of missing data can lead to lower orthogonality between random columns of the sampling matrix. Further, even

the papers that address the case of data losses such as in [12], focus primarily on deterministic signal reconstruction (e.g. in

the time domain). Nevertheless, there are cases (e.g. system reliability assessment applications) where the main objective

may not be signal reconstruction (in the time/space domains), but rather characterization and quantification of the under-

lying stochastic process/field statistics (i.e. Power Spectrum estimation).

Recently, the authors utilized sparse signal reconstruction methods to develop stochastic process power spectrum esti-

mation techniques subject to signals with missing data [22]. The concept of the power spectrum has been indispensable for

characterizing stochastic processes that exhibit frequency-dependent properties (e.g., [23–25]). Nevertheless, to estimate

the power spectrum of a stochastic process, recorded realizations are often required, which may suffer from previously men-

tioned missing data problems. Note that power spectrum estimation methods that rely on the Discrete Fourier Transform

(DFT) or on wavelet transforms for the non-stationary case, require full, uniformly sampled data sequences; hence the need

for reconstruction. In this regard, many processes for which a power spectral model is of interest exhibit relative sparsity in

the frequency domain, and thus, sparse reconstruction methods can be ideal. In [26], a CS based approach was developed for

power spectrum estimation, in which multiple records were utilized to iteratively update a harmonic basis matrix, demon-

strating significantly improved results over alternative methods, and has been applied in the context of structural response

and reliability analysis [27]. Further, it is noted that for both stationary and non-stationary processes for which only single

records are available, windowing and down-sampling may be applied to emulate multiple process records.

In the above contributions [26,27], L1 norm minimization was utilized for signal reconstruction, which is commonly

applied within a CS framework. In this paper, the power spectrum is estimated by utilizing an alternative L1=2 norm mini-

mization procedure. This is more likely to lead to sparser signal reconstruction, with enhanced accuracy. Set within the

aforementioned iterative scheme [26], and assuming that multiple process records are available for analysis, L1=2 norm min-

imization solutions are presented alongside L1, demonstrating the effect of enhanced sparsity upon the ‘‘mean” spectrum. It

is important to note, however, that there exist several alternative reconstruction schemes in the literature that make use of

the Lp (0 < p � 1) norm [28], or approach the problem from a probabilistic perspective such as Bayesian compressive sensing

(BCS) [29,30]. The latter is able to provide a measure of noise present in the record and estimate the error in the reconstruc-

tion. In this regard, BCS may present an ideal tool for use in conjunction with the iterative basis re-weighting utilized herein,

where the relationship between error in the individual reconstruction vs the error in the ensemble estimated spectrum is of

prime interest.

The following section comprises a brief background to identification of sparse solutions via Lp norm (0 < p � 1) minimiza-

tion schemes. Further, it provides an overview of the L1 norm re-weighting procedure that utilizes multiple stochastic pro-

cess records for power spectrum estimation described in detail in [26]. The re-weighting procedure is then utilized alongside

L1=2 norm minimization, further promoting sparsity. Both methods are then compared for varying numbers of available pro-

cess records for stationary, non-stationary and multi-dimensional cases.

2. Sparse solutions via Lp norm minimization

The condition of sparsity requires that a signal can be defined in some known basis with far fewer coefficients than the

number determined by the Shannon-Nyquist rate [31]. As an example, a discrete time signal x in one dimension can be

viewed as an N � 1 column vector. Given an orthogonal N � N basis matrix A, in which the columns Ai are the basis functions,

x can be represented in terms of this basis via a set of N � 1 coefficients y, i.e.,

x ¼
XN

i¼1

Aiyi; ð1Þ
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The vector x is said to be K-sparse in the basis A if y has K non-zero entries and K < N, i.e.,

x ¼
XK

i¼1

Aniyni ; ð2Þ

where ni are the integer locations of the K non-zero entries in y. Hence y is an N � 1 column vector with only K non-zero

elements. Therefore,

yj jL0 ¼ K; ð3Þ

where L0 is a ‘pseudo’ norm defined as the number of non-zero entries in the vector y, i.e.,

yj jL0 ¼
X

i

yij j0: ð4Þ

Further, for p > 0; j:jLp denotes the Lp norm defined as

yj jLp ¼
X

i

yij jp
 !1

p

: ð5Þ

Considering an under-sampled signal, transformation into a new basis (e.g., Fourier, wavelets etc) leads to an under-

determined system of equations, i.e.,

x ¼ By ð6Þ

where B is an M � N reduced A matrix where M < N. The assumption that a signal is uniquely sparse in the given basis pro-

vides an objective to solving these equations. In general, if a unique sparsest solution of an under-determined system of

equations exists, it is found when the L0 norm is minimized. According to [32], this L0 solution is said to be the exact recon-

struction of the original signal with high probability if M > CK logðNÞ for some constant C, where as C increases, so does the

probability of successful reconstruction. This L0 optimization problem is non-convex with no known exact solution [9,33].

However, a viable alternative exists in minimizing the L1 norm instead. L1 normminimization promotes sparsity and in many

cases will yield the same result as L0 norm minimization [34]. Further, the problem becomes convex, and may be set in a

convenient linear programming form, i.e.

min yj jL1 subject to x ¼ By ð7Þ

Eq. (7) describes a basis pursuit optimization problem and can be easily solved via a gradient-based method, e.g. [35]. This

notable feature led some of the authors to applying L1 minimization in a CS framework for estimating the relatively narrow-

band (evolutionary) power spectra of stationary and non-stationary stochastic processes based on available realizations with

incomplete data [22,26]. However, as minimizing the L1 norm does not guarantee the sparsest solution, reconstruction can

be improved, or accurately met with fewer sample data, when utilizing Lp norm minimization with p < 1. Although such

problems appear to be non-convex, it was shown in [36] that even when finding a local minimum, exact reconstruction

is possible with far fewer data than those required for L1 reconstruction.

In fact, it was shown in [37] that p ¼ 1=2 tends to yield the sparsest solution for 1=2 6 p < 1 and for 0 < p < 1=2 the spar-

sity degree remains relatively unaffected. Hence, in this paper, L1=2 norm minimization is considered to be representative of

the p < 1 cases for reconstruction of sparse signals. The herein utilized scheme for implementing the L1=2 norm is based upon

on a re-weighted least squares algorithm [36,38]. In this regard, the L1 minimization problem in Eq. (7) becomes

min yj jL1=2 subject to x ¼ By: ð8Þ

To minimize Eq. (8), the Lagrangian Lðy; kÞ is introduced as

Lðy; kÞ ¼
X

n

jyij
1
2 þ kTðBy� xÞ: ð9Þ

The partial derivatives of Eq. (9) with respect to y and k are equal to zero when

y ¼ QB0ðBQB0Þ�1
x; ð10Þ

for Q ¼ diagðjyj23Þ. Eq. (10) can be solved iteratively by computing Q from the solution of each previous iteration, i.e.,

yk ¼ Q k�1B
0ðBQ k�1B

0Þ�1
x; ð11Þ

Q k�1 ¼ diag jyk�1j
2
3

� �
: ð12Þ

Note that this algorithm is equivalent to a weighted L2 norm [38]
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min
y

X
wiy

2
i subject to x ¼ By ð13Þ

where wi ¼ jyi;k�1j�3=2. As the solution is sparse, the value of many yi will tend toward zero. To avoid division by zero in wi as

the algorithm converges to a solution, a decreasing parameter � is introduced to regularize the optimization problem [39],

i.e.,

Qk�1 ¼ diag jyk�1j2 þ �j �meanðjyk�1j2Þ
� �3

4

� �
; ð14Þ

�j ¼
�j�1

10
; ð15Þ

where �0 ¼ 1 and for each �j Eq. (11) is repeated until satisfying

jjyk � yk�1jj2
jjyk�1jj2

<

ffiffiffiffi
�j

p

100
ð16Þ

Converging to the true L1=2 solution can largely depend upon the initialization of Q. Fortunately, in the case where multiple

process records are used to estimate the power spectrum (a core assumption of the adaptive basis method presented in the

next section), a satisfactory approximation of y can be realized on which to initialize the L1=2 norm minimization algorithm.

Essentially any standard spectrum estimation method that can process ‘‘gappy” records, such as least-squares (L2 norm), can

be used to produce an average estimation of the power spectrum across the ensemble, yielding suitable initialization coef-

ficients for Q. The proposed initialization of Q for both stationary and non-stationary cases is based on a least squares esti-

mation of y. Note that when utilizing multiple records, this initial estimation may also take advantage of the re-weighting

procedure detailed in Section 4.

Naturally, recorded signals are rarely ever truly sparse; even low levels of measurement noise will produce small coeffi-

cients across most bases. Further, particularly for power spectra that describe environmental processes, even without noise,

they may inhabit the entirety of the detectable frequency domain. In these cases the smallest coefficients may be assumed to

be equal to zero, with the focus placed on detecting the size and location of the dominant spectral peaks. To account for both

noise and negligible coefficients, a tolerance, e, is included. Thus, Eqs. (7) and (8) are re-cast in the form,

min yj jLp subject to By� xj jL2 6 e: ð17Þ

The chosen value of e presents a trade-off between sparsity and accuracy. For the cases where either the signal is not sparse

enough or the missing data are too extensive for Lp (0 < p � 1) minimization to exactly reconstruct the original signal, it is

important to note that there may still be significant advantages over a minimum L2 solution. In spectral estimation, mini-

mizing the L2 norm (similar to zero-padding) is likely to spread the solution over many frequencies; this is because individ-

ually, large coefficients are heavily penalized. Minimizing the Lp (0 < p � 1) norm however is far more likely to yield larger

individual coefficients, having the effect of producing sharp, well-defined peaks at the key frequencies.

3. Stochastic process representation & spectral estimation

To utilize bases in which signals are assumed to be sparse in the context of power spectrum estimation, a mapping is

required between the chosen basis, and a power spectrum model. Appropriate basis functions to be used in the context

of the previous section are outlined here for both stationary and non-stationary stochastic processes.

3.1. Stationary case

Starting with a stationary model of a real-valued stochastic process, its power spectrum may be given as the ensemble

average of the square of the Fourier transform amplitudes of available discrete time realizations [40]; that is,

SX xkð Þ ¼ 2DT

T
E
XT�1

t¼0

Xte
�2pikt=T

�����

�����

2

ð18Þ

where T is the number of data points, t is the data point index in the record, DT is the sampling time increment, and k is the

integer frequency for xk (i.e. xk ¼ 2pk
T0

where T0 is the total length in time of the record). Hence, the Fourier basis functions

are utilized in this case.

3.2. Non-stationary case

A reliable spectral model providing frequency dependent information can be of significant importance in investigating the

response of an engineering system to stochastic input. However, a time-invariant spectral model can only describe a station-

ary process, i.e. one in which the spectral content does not change over time. This assumption of stationarity often produces
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a poor approximation of the true process, as many important processes of interest are non-stationary in nature. For example,

the frequency content of an earthquake induced excitation can change significantly over its duration, whereas wind systems

may contain short infrequent bursts that do not conform to the otherwise stationarity of the rest of the process. Hence, in

many cases, accounting for time-dependent properties of stochastic processes is critical in defining reliable spectral models

[41,42]. For these reasons, evolutionary power spectrum estimation of non-stationary processes will receive particular atten-

tion in the ensuing analysis.

For the case of non-stationary stochastic processes a time/frequency-localized wavelet basis, as opposed to the Fourier

decomposition of the signal is utilized. In this regard, Nason et al. [43] developed the wavelet based representation,

X tð Þ ¼
X

j

X

k

wj;kwj;k tð Þnj;k; ð19Þ

where wj;k tð Þ is the chosen family of wavelets and j and k represent the different scales and translation levels respectively; nj;k
is a stochastic orthonormal increment sequence. This wavelet-based model relies on the theory of locally stationary pro-

cesses (see [44]). Next, by utilizing the generalized harmonic wavelets [45,46], defined in the time domain as,

w m�nð Þ;k tð Þ ¼ e inDx t�kð Þð Þ � e imDx t�kð Þð Þ

i n�mð ÞDx t � kð Þ ; ð20Þ

Eq. (19) becomes

XðtÞ ¼
X

ðm;nÞ

X

k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SX
ðm;nÞ;k n�mð ÞDx

q
wðm;nÞ;k tð Þnðm;nÞ;k

� �
: ð21Þ

Eq. (21) represents a localized process at scale ðm;nÞ and translation ðkÞ defined in the intervals mDx;nDx½ � and kT0
n�m

; kþ1ð ÞT0
n�m

h i
,

with SX
ðm;nÞ;k representing the spectrum SX x; tð Þ at scale ðm;nÞ and translation ðkÞ; see also [47].

Regarding the problem of estimating the EPS of a non-stationary stochastic process based on available/measured realiza-

tions, a wavelet process based compatible estimation approach advocates that the EPS SX x; tð Þ of the process XðtÞ is esti-

mated by [48,47]

SX x; tð Þ ¼ SX
ðm;nÞ;k ¼

E WG
ðm;nÞ;k X½ �

���
���
2

� �

n�mð ÞDx ; mDx 6 x 6 nDx;
kT0

n�m
6 t 6

kþ 1ð ÞT0

n�m
; ð22Þ

where W ðm;nÞ;k is the generalized harmonic wavelet transform (GHWT) defined as

WG
ðm;nÞ;k ¼

n�m

kT0

Z 1

�1
f tð Þwðm;nÞ;k tð Þdt: ð23Þ

Thus, the EPS can be estimated as the ensemble average of the square of the wavelet coefficients, whereas the wavelets of Eq.

(20) serve as the basis functions.

4. Adaptive basis re-weighting

The adaptive basis re-weighting procedure, first proposed in [26], has been shown to improve the stochastic process

power spectrum estimate to a large extent. The rationale relates to exploiting the presence of the expectation operators

in Eqs. (18) and (22) for estimating power spectra. Given multiple process records, the objective is to estimate the power

spectrum based on the mean square of their transform coefficients. This requires the core assumption that the individual

records are produced by the same underlying stochastic process, and thus, are compatible with the same power spectrum.

In this case, we would expect the individual record transforms to exhibit similarities. For instance, if the spectral power is

estimated to be high at a specific frequency, then each individual record is more likely to have higher amplitude Fourier coef-

ficients at that same frequency. When dealing with missing data, we can use this fact to skew the reconstruction optimiza-

tion problem in the direction of the ensemble estimated power spectrum, in a similar way to the L1=2 minimization presented

previously.

The purpose of the re-weighting procedure is to iteratively update a weight matrix W to be used in a least squares opti-

mization, as was the case with Q in Eq. (12). However, rather than baseW solely on the outcome of the least squares result, it

is based on an ensemble mean. Once the iterations are complete, the finalW is multiplied by the basis matrix to influence the

result of the chosen Lp norm minimization. Hence, Eqs. (7) and (8) become:

min yj jLp subject to x ¼ WBy ð24Þ

The contribution of a single process record to the next iteration of the re-weighting matrix Wk is given by

yr;k ¼ ðBWk�1Þ0ðBWk�1ðBWk�1Þ0Þ
�1
x; ð25Þ
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where B is the reduced M � N matrix as in Eq. (6) and yr;k is an N � 1 least squares estimation of the rth signal realization’s

basis coefficients, subject to the ðk� 1Þth re-weighted basis matrix Wk�1. Further, odd and even functions (e.g., sine and

cosine) are paired when forming the W matrix and their combined magnitude is used for both individual weights. This is

a necessary step as the power spectrum models given by Eqs. (18) and (22) do not exhibit phase-dependent properties.

For basis matrices composed of real functions, with odd and even functions of equal frequency adjacent to one another,

the W matrix is constructed in the following way:

Wk ¼ diagðwk;j¼0;1...NÞ; ð26Þ

where

wk;j ¼
P

R

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2r;k;jf þ y2r;k;jfþ1

q� �

R
þ c: ð27Þ

yr;k;jf are the scalar coefficients at positions jf from the vector yr;k, where,

jf ¼ floorðj=2Þ; ð28Þ

where floorð:Þ maps a real number to the largest previous integer. In Eq. (27), R is the total number of process realizations in

the ensemble, and c is a constant: Although in the case where absolute sparsity is inferred, it might be beneficial to allow

weight coefficients to reduce to zero, this assumption is seldom true when dealing with real recorded processes. Therefore,

to prevent weight coefficients approaching zero and forcing functions out of the optimization, a constant, positive bias is

included. In the following numerical examples, this is set equal to the mean weight at each iteration.

The optimization is initialized with an N � N identity matrix (i.e., without weights). The procedure is terminated when

the change in weights between iterations is considered to be very small,

jjWk �Wk�1jj2
jjWk�1jj2

< dW ; ð29Þ

where dw is some small value, several orders of magnitude lower than the mean square of W.

5. Numerical examples

The numerical examples are split into four parts. First, the ability of L1 and L1=2 norm minimization in estimating spectra

are compared for a stationary sea wave process without utilizing the basis re-weighting procedure. This first example

demonstrates the ability of the L1=2 norm minimization in finding sparser solutions. For the remaining parts, the iterative

re-weighting procedure is introduced and implemented in both L1 and L1=2 norm minimization procedures over three sep-

arate examples, considering stationary sea wave, non-stationary wind and two dimensional material property processes. For

each of re-weighting examples, the reconstruction capabilities of L1 and L1=2 norms are assessed utilizing two different sizes

of record ensemble; that is, 20 process records and 200 process records. Throughout, for selected examples, estimated spec-

tra utilizing scaled zero-padding are also provided as a baseline comparison. In this case the missing data are replaced with

zeros, the appropriate transform is performed, and then scaled relative to the number of missing data.

To assess the reconstruction efficacy in the above scenarios, time histories compatible with pre-defined power spectra are

generated. These are produced via the techniques described in [23,42] for stationary and non-stationary processes, respec-

tively. The rationale is that in many cases, ensembles of records from similar wind, sea wave or material properties processes

(as in the examples) share similar second-order statistics, and so a mean estimate provides a useful model for each process as

a whole. Specifically, for a stationary record, a power spectrum compatible realization is given by,

X tð Þ ¼
XN�1

j¼0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4SX xj

� 	
Dx

q
sin xjt þUj

� 	
ð30Þ

where Uj are uniformly distributed random phase angles in the range 0 6 Uj < 2p and N relates to the discretization of the

frequency domain. For non-stationary processes, SXðxjÞ in Eq. (30) is replaced with an evolutionary power spectrum SXðxj; tÞ.
Next, missing data are imposed to the simulated power spectrum compatible realizations. In the following examples,

missing data are considered to occur at random locations drawn from a uniform distribution of the time index i.e.,

x0ðtÞ ¼
xðtÞ; qP m

0; qðtÞ < m



ð31Þ

where x0ðtÞ is the realization with missing data, xðtÞ is the original realization, q is a vector of N0 equally spaced numbers

from 0 to 1 arranged in random order, and m is the fraction of missing data. For each sample, new random missing data

are generated. The number of missing data in each sample is kept constant for consistency. For real data suffering gaps in

this manner, it is possible that different records would contain different numbers of missing data. In this case, the re-

weighting procedure is still applicable. Further, it is proposed that each individual record’s contribution to the re-
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weighting matrix W could be penalized, proportional to the number of missing data. In [22] it was found that power spec-

trum estimation of stationary processes is relatively insensitive to long gaps in time series, but can have a significant neg-

ative impact on non-stationary process spectrum estimation due to the increased coherence between the sampling and basis

matrices when utilizing wavelets. This is particularly apparent if the gaps appear in the same location throughout the ensem-

ble. However, such configurations of missing data are not considered in this work.

Note that as the amount of missing data increases beyond the maximum required for exact reconstruction in L1 or L1=2,

the number of basis coefficients produced by CS will decrease. For all of the examples herein, the number of missing data

imposed renders exact reconstruction of any given record highly unlikely under L1 or L1=2 norm minimization. However,

these schemes are ideal for identifying dominant spectral characteristics as opposed to Lp ðp > 1Þ norm minimization which

penalize high powers in the spectrum (in particular, widely applied zero-padding solutions akin to L2 norm minimization).

When combined across a record ensemble, this information is ideal for ‘‘mean” power spectrum estimation, particularly

when utilizing the basis re-weighting scheme.

Power spectra may be estimated based on complete realizations of Eq. (30) using the methods outlined in Section 3. They

are then compared against those estimated from realizations with simulated missing data. Specifically, a normalized power

spectrum error is calculated for stationary processes:

error ¼
Rxu

0
jSEðxÞ � STðxÞjdxRxu

0
jSTðxÞjdx

; ð32Þ

and for non-stationary processes:

error ¼
Rxu

0

R tu
0 jSEðx; tÞ � STðx; tÞjdxdt
Rxu

0

R tu
0
jSTðx; tÞjdxdt

; ð33Þ

It is important to note that the error is calculated from two spectral estimates (with missing data and without missing data),

and does not utilize the original power spectrum. This is because the objective of this work is not to assess the accuracy of

the underlying spectrum estimation method (in this case Fourier or GHW based methods which have already been studied

extensively in this context [48–50]), but to investigate, specifically, the effect of the missing data upon spectral estimation.

Further, due to the random nature of the generated process records and arrangement of missing data, the calculated error is a

random variable for any given case. Hence, statistics are determined for the error as well, by considering an ensemble of

power spectrum estimates obtained via repetitions of the same experiment.

5.1. Stationary sea wave spectrum without re-weighting

As previously mentioned, the first example is presented without utilizing the basis re-weighting procedure to demon-

strate the un-biased difference between L1 and L1=2 solutions. The fact that L1=2 is shown to out-perform L1 indicates that

it could be a more appropriate choice when estimating spectra from single process records (where the basis re-weighting

procedure may not be applicable). Note that in this example, Q in Eq. (11) is initialized using a least squares estimation

of y,

Q0 ¼ diagðq0Þ; ð34Þ

where

q0 ¼ B0ðBB0Þ�1
x: ð35Þ

In Eq. (35) B is the reduced M � N basis matrix and x is the time-history record after data have been removed. The JONSWAP

sea wave spectrum of Eq. (36) [51] is used to produce stationary process time histories,

SðxÞ ¼ ag2

x5
eð5=4Þ xq=xð Þ4cr ; r ¼ e� x�xq

� 	
=2rxq

� 	2
; ð36Þ

where a ¼ 0:03;xq ¼ 0:05; c ¼ 3:3 and, r ¼ 0:07; x < xq

0:09; x > xq



. Figs. 1 and 2 show the target spectra along with the recon-

structed spectra for L1 norm and L1=2 norm minimization averaged over 20 samples and 200 samples, respectively. For these

examples, spectra were reconstructed after 75% of the data were removed via Eq. (31). While in both figures, the L1 and L1=2
norms succeed in determining spectra that match moderately well with the target, a trend emerges when comparing the

calculated errors for spectral estimates produced from 20 and 200 samples, which are shown as normalized histograms

in Fig. 3. Note that for all four cases (L1 and L1=2 norm with 20 and 200 samples), the results were repeated 500 times to pro-

duce these histograms due to the fact that any single error result is not representative of the full set. In both cases, the L1=2
solution leads to spectral estimates with lower error than the L1 solution. However, it is clear from Fig. 3 that this difference

becomes more prominent as the number of samples increases. It should also be noted that even for the 20 sample case (in

which the histograms intersect), for each sample set, the L1=2 norm solution produced a lower error than the L1 norm

solution.
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5.2. Stationary sea wave spectrum with basis re-weighting

The following example is similar to the previous one, with the exception that when solving the Lp norm minimization

problems, the weighted Fourier basis is used instead of the original orthonormal one. The same weight matrix is used for

both L1 and L1=2 norm problems, calculated again, based on 20 and 200 process records. For the L1=2 normminimization algo-

rithm, Q is this time initialized after taking account of the final weight matrix,

Q0 ¼ diagðq0Þ; ð37Þ

where

q0 ¼ ðWBÞ0ðWBðWBÞ0Þ�1
x: ð38Þ

Figs. 4 and 5 show the target spectra along with the reconstructed spectra for L1 norm and L1=2 norm minimization aver-

aged over 20 samples and 200 samples, respectively. Again, 75% of the data were removed based on Eq. (31). The errors with

reference to the target spectrum estimates are shown as histograms for 500 test runs in Fig. 6 for 20 and 200 time histories.
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Fig. 1. JONSWAP stationary power spectrum estimates of Eq. (36) from 20 samples without re-weighting (75% missing data).
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Fig. 2. JONSWAP Stationary power spectrum estimates of Eq. (36) from 200 samples without re-weighting (75% missing data).
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Fig. 3. Distribution of error over 500 repeated estimations of Eq. (36) without re-weighting for 20 and 200 samples.
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As with the non re-weighted case, the distribution of error changes with number of samples used to estimate the spectrum.

However, when comparing Fig. 6 to Fig. 3, it is clear that the re-weighting procedure has had a significant effect. Firstly, the

mean error for both cases has decreased dramatically, this is also apparent when comparing the plotted spectra in the non

re-weighted case (Figs. 1 & 2) to the re-weighted case (Figs. 4 & 5). Secondly, the L1 norm solution has also improved relative

to the L1=2 solution. In fact, for 20 samples, the L1 norm solution provided a superior spectral estimate in > 70% of trials.

However, in the 200 sample case, despite the slight overlap in the histograms (Fig. 6, right), for each individual trial, the

L1=2 norm solution provided the lowest error. Finally a 200 sample case was run with Poisson white noise added to the

time-domain signal with variance equal to 10% of the r.m.s of the original to demonstrate that the spectral estimates still

converge toward the target, shown in Fig. 7.

5.3. Non-stationary wind spectrum with basis re-weighting

For the non-stationary case, the following time-modulated von Karman gust spectrummodel [52] is used to generate pro-

cess realizations:

0 0.5 1 1.5 2 2.5 3

Frequency (rad/s)

0

20

40

60

80

100

P
o

w
e

r 
s
p

e
c
tr

u
m

Zero-padding (error=1.18)

L1 with reweighting (error=0.2)

L1/2 with reweighting (error=0.18)

Target spectrum

Fig. 4. JONSWAP stationary power spectrum estimates of Eq. (36) from 20 samples with re-weighting (75% missing data).
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Fig. 5. JONSWAP stationary power spectrum estimates of Eq. (36) from 200 samples with re-weighting (75% missing data).
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SXðx; tÞ ¼ jgðtÞj2SX0ðxÞ; ð39Þ

where

gðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a0t

b0e�kt

q
ð40Þ

and

SX0ðxÞ ¼ 4r2
X0L=U

1þ 70:78 x
2p L=U
� 	2h i5=6 ð41Þ

where the time modulation parameters are set as a0 ¼ 0:0021; b0 ¼ 2, and k ¼ 0:033; standard deviation of the stationary

process rX0 ¼ 6, integral length scale L ¼ 80, and mean wind speed U ¼ 40. The results are produced given the same param-

eters as the previous stationary case with basis re-weighting, except with a GHW source basis. A wavelet bandwidth of

(n�m ¼ 8) is used which offers a satisfactory trade-off between time and frequency resolutions. Figs. 8–11 show the esti-

mated spectrum with no missing data, and with 75% missing data (zero-padded, L1 and L1=2 norm cases), respectively, for 20

realizations only. For ease of comparison, Figs. 12 and 13 show all three estimated spectra compared at a single time instant

(t ¼ 1s) for both 20 and 200 realizations respectively.

As with the stationary case, the reconstructed spectra compare well with the target with as few as 20 realizations, with a

small but noticeable increase in accuracy for 200 realizations. Fig. 14 shows error histograms for the non stationary case.

Again, when more samples are used the L1=2 norm solution improves compared to the L1 norm solution (as before, for

200 samples, all of the individual L1=2 trials exhibit a lower error), though for the 20 sample case there is almost no difference.

5.4. Two-dimensional stochastic field spectrum with basis re-weighting

Two-dimensional random fields are typically utilized for modelling material properties (e.g. [53]). While the signal of

interest is a two-dimensional field, it can be decomposed by rows or columns into a one-dimensional vector. The two-

dimensional Fourier decomposition provides a two-dimensional basis matrix for each frequency up to the Nyquist rate.
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Fig. 7. JONSWAP stationary power spectrum estimates of Eq. (36) with added Poisson noise from 200 samples with re-weighting (75% missing data).
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These matrices are also decomposed into one-dimensional vectors to produce a single square basis matrix as in the one-

dimensional case. Thus, the problem is treated as in the one-dimensional case.

Further, to generate realizations, a two-dimensional generalization of Eq. (30) is utilized [54], i.e.,

g x1; x2ð Þ ¼
ffiffiffi
2

p XN1�1

n1

XN2�1

n2

An1n2 cos j1n1x1 þ j2n2x2 þU
ð1Þ
n1n2

� �
þ eAn1n2 cos j1n1x1 þ j2n2x2 þU

ð2Þ
n1n2

� �h i
ð42Þ

where

An1n2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Sg j1n1 ;j2n2

� 	
Dj1Dj2

q
; ð43Þ

eAn1n2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Sg j1n1 ;�j2n2

� 	
Dj1Dj2

q
; ð44Þ

and xj & jj are the two-dimensional space and wave number domains respectively.

Note that records generated via Eq. (42) tend to exhibit a Gaussian distribution [54,23], whereas a wide range of tech-

niques exist for producing realizations compatible with a given power spectrum and a non-Gaussian probability density
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Fig. 9. Evolutionary wind speed power spectrum estimate of Eq. (39) from 20 samples with re-weighting (75% missing data, reconstruction with zero-

padding, error = 1.0).
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function e.g., [55–58]. For instance, following [55], a Gaussian field, denoted by gðx1; x2Þ may be transformed into a non-

Gaussian field, f ðx1; x2Þ by way of the transformation

f ðx1; x2Þ ¼ F�1
f ðFgðgðx1; x2ÞÞÞ; ð45Þ

where Fg is the Gaussian cumulative distribution function and F�1
f is the inverse cumulative distribution for the desired non-

Gaussian target field f ðx1; x2Þ.
Next, following [53], the material modulus of elasticity is modelled as a homogeneous stochastic field with a power spec-

trum and a cumulative distribution function given by

Sðj1;j2Þ ¼
2

p
expð�2ðj2

1 þ j2
2ÞÞ; ð46Þ
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Fig. 11. Evolutionary wind speed power spectrum estimate of Eq. (39) from 20 samples with re-weighting (75% missing data, L1=2 norm reconstruction,

error = 0.23).
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Fig. 13. Evolutionary wind speed power spectrum estimate of Eq. (39) from 200 samples with re-weighting at t ¼ 70 s (75% missing data).
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F f ðf ðx1; x2ÞÞ ¼
f ðx1; x2Þ � al

au � al
; ð47Þ

respectively, where au ¼ 0:99 and al ¼ �0:99. 80% of the data are removed at uniformly distributed random locations and

reconstructed using re-weighted L1 and L1=2 norm minimization for 20 and 200 samples. The target spectrum with no miss-

ing data, with zero-padding, and with reconstruction via L1=2 normminimization are shown in Figs. 15–17, respectively (both

refer to the 200 samples case). As with the previous examples, histograms showing the distribution of error for repeated tri-
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Fig. 15. Two-dimensional non-Gaussian power spectrum estimate of Eq. (46) from 200 samples (no missing data).
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als are shown (Fig. 18) providing greater insight into the reconstruction effectiveness. The results here are similar to those for

the re-weighted stationary case. In particular, L1 norm minimization is superior at lower sample numbers, with L1=2 norm

improving at a higher rate with increasing sample numbers. Again for 200 samples, the L1=2 norm solution appears to be

always superior.

6. Concluding remarks

In this paper, a general Lp norm (0 < p � 1) minimization approach has been proposed for estimating stochastic process

power spectra subject to realizations with missing data. In particular, focusing on the L1 and L1=2 norms, it has been shown

that the approach can be significantly enhanced by an adaptive basis re-weighting scheme, while it can satisfactorily esti-

mate the power spectra of stationary, non-stationary, and multi-dimensional processes, even in cases of 80% missing data.

Also, it has been shown that there are clear advantages to utilizing L1=2 norm over L1 norm minimization in signal recon-

struction for power spectrum estimation. In particular, when dealing with single process records for which the presented

adaptive basis re-weighting procedure cannot be applied, L1=2 norm minimization exhibits superior performance to L1 norm.

In addition, where multiple realizations are available for basis re-weighting, L1=2 norm is shown to provide more accurate

spectrum estimations when large sample sizes are utilized. Nevertheless, differences in the effect of re-weighting have been

observed. Although the improvement in spectrum estimation accuracy was significant for both L1=2 and L1 norm minimiza-

tion when utilizing the re-weighting procedure, L1 norm minimization has been shown to exhibit a greater magnitude of

improvement after re-weighting when compared to L1=2. This is due to the fact that the re-weighting procedure has a

sparsity-enhancing effect, which leaves less room for an L1=2 solution to exhibit greater sparsity than an L1 solution. Never-

theless, despite the re-weighting, the L1=2 solution still succeeds in producing sparser spectral estimates. For a signal that is

not truly sparse, such as those considered in this paper, this additional sparsity can be an advantage or disadvantage depend-

ing on the number of samples available. For large sample sizes, the L1=2 norm minimization has produced superior results

Fig. 17. Two-dimensional non-Gaussian power spectrum estimate of Eq. (46) from 200 samples with re-weighting (80% missing data, L1=2 norm

reconstruction, error = 0.07).
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Fig. 18. Distribution of error over 100 repeated estimations of Eq. (46) with re-weighting for 20 and 200 samples.
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across all of the examples. However, in the stationary and the two-dimensional cases, for small sample sizes the opposite has

been true. Thus, for small sample numbers in particular, when dealing with reconstruction of processes for which limited

information regarding their degree of sparsity is available, estimates from both minimization schemes should be utilized

within a decision-making process.
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