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Influence of molecular weight on ion-transport
properties of polymeric ionic liquids†

Jordan R. Keith, a Santosh Mogurampelly, a Faisal Aldukhi,b Bill K. Wheatlea

and Venkat Ganesan *a

We report the results of atomistic molecular dynamics simulations on polymerized 1-butyl-3-vinylimidazolium-

hexafluorophosphate ionic liquids, studying the influence of the polymer molecular weight on the ion mobilities

and the mechanisms underlying ion transport, including ion-association dynamics, ion hopping, and ion–polymer

coordinations. With an increase in polymer molecular weight, the diffusivity of the hexafluorophosphate (PF6
�)

counterion decreases and plateaus above seven repeat units. The diffusivity is seen to correlate well with

the ion-association structural relaxation time for pure ionic liquids, but becomes more correlated with

ion-association lifetimes for larger molecular weight polymers. By analyzing the diffusivity of ions based

on coordination structure, we unearth a transport mechanism in which the PF6
� moves by ‘‘climbing the

ladder’’ while associated with four polymeric cations from two different polymers.

1 Introduction

Polymeric ionic liquids (polyILs) have been explored as new
materials for versatile solid polymer electrolytes since the
pioneering experiments of Ohno and Ito.1–5 Although experimental
results have shown that polyILs exhibit lower conductivity compared
to their nonpolymeric counterparts,6–10 research has persisted due to
the promise of improved mechanical stability11–14 and reduced
charge polarization15–23 for battery electrolyte applications.8,24–31

Ion motion in conventional salt-doped polymer electrolytes,
such as polyethylene oxide (PEO) and other materials, is strongly
slaved to the polymer segmental relaxation dynamics.32–38 Such
a coupling between the conductivity and the mechanical properties
has proven to be a significant hurdle for the optimization and
design of mechanically strong but highly conducting polymer
electrolytes. In recent experiments of Sokolov, Sangoro and
coworkers,39–41 the coupling between the structural relaxation time
and ionic conductivity was found to be similarly applicable for pure
ILs. However, for polyILs, a decoupling, manifesting as a ‘‘super-
ionic’’ dependence of the conductivity on the structural relaxation
times was observed.42–44 Explicitly, Fan et al. demonstrated that
long polyILs have a higher conductivity than short polyILs and
pure ILs when compared at the same glass-transition-normalized
temperature (T/Tg).

44 Such experimental results have raised interest

in polyILs as potential candidate materials to overcome the
tradeoff between mechanical strength and conductivity that
plagues many polymer electrolytes. In turn, such observations
have also raised fundamental questions on the mechanisms
and time scales underlying ion-transport in polyILs, and the
origin of differences in ion transport phenomena within poly-
ILs and pure ionic liquids.

Motivated by the above issues, in a recent communication,45 we
reported the results of atomistic molecular dynamics simulations
on the mechanisms underlying ion motion and diffusivities in
a specific model system of poly(1-butyl-3-vinylimidazolium-
hexafluorophosphate) (pBVIm+-PF6

�) polyIL electrolytes containing
32 repeat units. There we demonstrated that anion transport in
polyILs occurs through a mechanism involving intra- and inter-
molecular ion hopping through the formation and breaking of
ion associations involving four polymerized cationic monomers
bonded to two different polymer chains. The resulting ion
mobilities were shown to be directly correlated with the average
lifetimes of ion associations. Moreover, such a trend was demon-
strated to contrast with the behavior in pure ILs, wherein ionic
motion is more closely correlated with structural relaxations of
the surrounding medium.

In the present work, we expand upon the results of our
earlier brief communication45 by characterizing the ion trans-
port properties of pBVIm+-PF6

� polyILs of varying number of
repeat units ranging from pureILs to longer chain polyILs
(Fig. 1). Consistent with corresponding experimental results,
our simulations indicate that the ionic diffusivity decreases
with increasing molecular weight and plateaus to an almost
constant value for longer polymers. At the same time, ion
motion is seen to become less correlated with structural
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relaxation times and more correlated with ion-association life-
times. Additionally, we characterize ionic and polymer coordi-
nation and show that the ions move by a motion which
resembles climbing a ladder with four polymeric cations from
two different polymers.

2 Methods
2.1 Interaction potentials

A number of earlier studies have investigated pure ILs using
molecular-dynamics (MD) simulations46–50 and multiscale coarse-
graining (CG).51,52 In this work, we used all-atomMD simulations to
pursue the objectives detailed in the introduction. Explicitly, MD
simulations in this work utilized the following interaction potential:

U ¼
X
r

UbondðrÞ þ
X
y

UangleðyÞ þ
X
f

UdihedralðfÞ

þ
X
f

UimpropersðfÞ þ
X
ij

Unb rij
� �

:
(1)

The bond and angle interactions are described by harmonic
potentials Ubond(r) = kr(r � r0)

2 and Uangle(y) = ky(y � y0)
2 with

spring constants kr and ky, and equilibrium bond length r0 and
angle y0. The energy contribution from dihedral angles is modeled
using the OPLS-style dihedral potential in LAMMPSMD software:53

UdihedralðfÞ ¼ 1

2

X4
n¼1

Kn 1þ ð�1Þnþ1 cosðnfÞ� �
: (2)

The energy contribution of all improper angles in which the
centered atom is part of the imidazolium ring is represented by
Uimproper(f) = 1.1[1 � cos(2f)]. Finally, non-bonded interactions
between particles i and j are modeled with 12-6 Lennard-Jones (LJ)
and Coulombic potentials:

Unb rij
� � ¼ 4eij

sij
r

� �12

� sij
r

� �6
� 	

þ Cqiqj

r
; (3)

with potential-well depth eij, van derWaals radius sij, and charges qi
and qj in fundamental units of charge (e). The LJ interaction
parameters for cross terms were derived using geometric combining
rules, eij ¼ ffiffiffiffiffiffiffi

eiej
p

and sij ¼ ffiffiffiffiffiffiffiffisisj
p

. The energy-conversion constant

C = 5.514 � 10�22 kcal Å e�2 is used to complete the Coulombic
potential.

2.2 Development of the force field parameters and partial
charges

We adapted most of the intra- and inter-molecular force field
parameters from earlier studies.45,54–56 Specifically, the parameter
set originated in Jorgensen’s all-atom optimized potential
for liquid simulations force field (OPLS-AA).54 Bhargava and
Balasubramanian reported improved parameters for 1-butyl-3-
methylimidazolium(BMIm+)-PF6

� to accurately reproduce experi-
mental density and diffusion coefficients.56 Sambasivarao et al.
contributed further refinements to the intramolecular parameters
for BMIm+-PF6

�, particularly for the energy contribution of dihedral
angles.55 We collected and applied these developments in our
earlier work for pBVIm+-PF6

� with n = 32.45 We derived unscaled
partial atomic charges from quantum chemistry calculations using
the AMBER antechamber tool.57,58 The electrostatic distribution
was obtained from electronic structure optimization using
Gaussian09 with a B3LYP hybrid functional using the 6-311G(d,p)
basis set.59

We note that the OPLS-AA force field has been utilized in
past studies to accurately model the physical properties of ILs
and polymers.55,56,60–62 Such efforts have beenmostly successful in
matching experimental structural and thermodynamic properties,
including density and heats of vaporization.55 However, apart from
Bhargava and Balasubramanian, who demonstrated good agree-
ment with experimental diffusion coefficients,56 these studies did
not reproduce accurate transport properties. Polarizable force
fields have been utilized in some studies to produce accurate
transport properties in ILs,63–67 but prove to be computationally

Fig. 1 Chemical composition of molecules corresponding to n = 1, 2, and 3, where Im+ consists of three carbon (and hydrogen) and two nitrogen atoms in a
resonance-stabilized ring. The carbon chains (butyl fragment and polyethylene backbone) are bonded to different nitrogen atoms. Note that n = 1 corresponds to a
pure IL, 1-butyl-3-methylimidazolium(BMIm)-PF6

� (see n = 1 in figure), which was investigated in depth in our earlier study.45 Polymers investigated in the present
study contain n butyl-imidazolium units bonded to alternating carbon atoms of a methyl-capped-polyethylene backbone, as shown for n = 2 and 3.

Paper PCCP

View Article Online

http://dx.doi.org/10.1039/C7CP05489K


29136 | Phys. Chem. Chem. Phys., 2017, 19, 29134--29145 This journal is© the Owner Societies 2017

expensive, even for non-polymeric ILs. Others have circumvented
the computational expense of such methods by scaling partial
atomic charges to study IL systems,47,56,68–74 including the afore-
mentioned work by Bhargava and Balasubramanian. Several
studies demonstrated that uniformly scaling partial atomic
charges by 0.7–0.9 (depending on IL type) was successful in
matching structural and transport properties.56,70,71,73,74 Based
upon the efficiency and accuracy of such methods, we have
utilized the charge scaling approach with a 0.8 scaling factor,
suggested by Bhargava and Balasubramanian.56 Dommert et al.
provides a review of force fields for modeling both structural and
dynamic properties in ILs,61 and we refer the interested reader to
the discussion within on using charge scaling versus polarization
to match a wider range of properties.

2.3 Initialization, equilibration, and simulation procedure

Atomistic MD simulations were performed using the LAMMPS
software package.53 LJ and Coulombic interactions were evaluated
up to a direct-sum cutoff of 10 Å. Beyond this cutoff, we employed
tail corrections for the Lennard-Jones interactions and the particle–
particle particle–mesh (PPPM) solver with a tolerance of 10�5 for
long-range Coulombic interactions.75,76 All simulations in the
present work were conducted using periodic boundary conditions
in the constant pressure and temperature (NPT) ensemble, adjust-
ing the temperature every 0.1 ps and the pressure every 1.0 ps with
a Nosé–Hoover thermostat and Parinello–Rahman barostat.77–80

Forces and positions were evaluated at a regular time step of 2.0 fs.
Hydrogen bonds were constrained to their equilibrium length
using the SHAKE algorithm.81 Heating and cooling was applied
through incremented temperature changes using a Langevin
thermostat,82 with a time step of 1.0 fs for a total of 100 ps
(henceforth referenced as the TC simulation).

Polymers with n = 2, 3, 5, 7, 8, 9, 10, 11, 12, and 16 were
constructed using Gaussview. Identical copies of these molecules
were randomly packed using Packmol in a cubic simulation box
of length 240 Å containing at least 800 imidazolium(Im+)-PF6

�

ion pairs.83 We performed a series of equilibration steps on each
system, which are listed below. Temperature, pressure, and the
length of the simulation are identified for all NPT simulations.

(1) Heat to 1000 K using TC simulation,
(2) NPT simulation at 1000 K and 0.05 atm for 1 ns with

a time step of 0.5 fs; forces evaluated without long-range
Coulombic contribution; hydrogen bonds unconstrained,

(3) NPT simulation at 1000 K and 1 atm for 2 ns with a time
step of 1.0 fs; forces evaluated without long-range Coulombic
contribution; hydrogen bonds unconstrained,

(4) cool to 600 K using TC simulation,
(5) NPT simulation at 600 K and 1 atm for 2 ns with a time

step of 1.0 fs; forces evaluated without long-range Coulombic
contribution; hydrogen bonds unconstrained,

(6) NPT simulation at 600 K and 1 atm for 2 ns with a time
step of 1.0 fs,

(7) NPT simulation at 600 K and 1 atm for 20 ns, and
(8) production NPT simulation at 600 K and 1 atm for 50 ns.
The configuration and velocities at the end of the production

run served as the starting point for the cooling, equilibration,

and production sequence (items 5–8 above) for 575 K, 550 K,
525 K, and 500 K. Pressure, simulation length, and all procedure
modifiers were unchanged. In the ESI,† we present evidence of
equilibration by displaying the time evolution of potential energy
(Fig. S10(a), ESI†), total energy (Fig. S10(b), ESI†) and density
(Fig. S11, ESI†).

2.4 Analysis of diffusion coefficients and ion-pair relaxation
times

For the purpose of analyzing the dynamics of our systems,
all-atom trajectories obtained from MD simulations were
coarse-grained to center-of-mass trajectories containing only
PF6

� and Im+ groups. The entire PF6
� anion is incorporated

into its center-of-mass, while the Im+ cation contains the eight
connected atoms of the imidazolium five-membered ring (three
carbon, three hydrogen, two nitrogen). This choice for Im+ was
inspired by the dominant contribution to the cation’s positive
charge by the imidazolium ring atoms. We calculated the
diffusion coeffcients (D) of PF6

� and Im+ from the respective
mean-squared displacement (MSD) of each center-of-mass by
using the Einstein relation,

D ¼ lim
t!1

1

6t
ðrðtÞ � rð0ÞÞ2� �

; (4)

where r(t) denotes the center-of-mass position of PF6
� or Im+ at

time t. The practical value of the limit is well approximated at a
finite time by the slope of the linear portion of the MSD versus
time plot. We direct the concerned reader to ESI,† Section II.A
(Table S7, ESI†), for proof that the diffusivities reported herein
are extracted from nearly linear MSD curves. The same section
in ESI† addresses other potential concerns regarding the validity
of testing ‘‘short’’ timescales for diffusivities. Fig. S3 (ESI†)
demonstrates that a short trajectory very slightly overestimates
the diffusivity, yet maintains good qualitative agreement with a
trajectory of an order of magnitude longer.

To quantify the different time scales underlying ion motion,
we identify PF6

� and Im+ ions to be associated if their centers of
mass are within the first coordination shell (6.5 Å).84,85 In our
earlier work, we followed the ideas originally proposed by
Chandra86 and further explored by Zhao et al.,84 and used
two distinct population variables to characterize the history of
association between ions: (i) h(t) defined such that it takes a
value unity if an ion association present at time t = 0 remains
intact at time t (albeit, the ions can dissociate and reform in the
intervening time interval); and (ii) H(t) defined such that it
takes a value unity if h(t) is unity for all t from t0 to t0 + t,

HðtÞ ¼
1; ðhðtÞ ¼ 1Þ8 t0 � to t0 þ tð Þ
0; otherwise:

(
(5)

Based on the above defined functions, h(t) and H(t), two
distinct timescales were extracted to characterize the dynamics
of ion-association relaxations. The first is the timescale associated
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with the intermittent time autocorrelation function (ACF) of ion
pairs (C(t)):

CðtÞ ¼ h t0ð Þh t0 þ tð Þh i
hhi : (6)

By definition, the function C(t) captures the relaxation behavior of
all possible types of ion associations including isolated ion pairs,
multiplets and clusters. The characteristic timescale of relaxation of
C(t) is obtained by integrating C(t) over the positive domain. C(t) is
well-aproximated by a stretched exponential function,

CðtÞ ¼ a0 exp � t
a1


 �a2

 �

; (7)

which can be analytically evaluated to obtain the corresponding
relaxation time scale, tC, as:

tC ¼ a0a1G 1þ 1

a2


 �
: (8)

In our earlier work,45 we also characterized the continuous time
ACF S(t), defined as

SðtÞ ¼ h t0ð ÞH t0 þ tð Þh i
hhi : (9)

As with C(t), S(t) can be numerically integrated or analytically
evaluated by fitting S(t) to the stretched exponential function of
eqn (6) to derive the characteristic timescale, tS. We chose to
analytically integrate S(t) to find tS. In the present work, we
analyzed ionic association from a trajectory saved at every 1 ps
when evaluating C(t) and S(t). This time interval was chosen to
optimize the storage resources required and analysis efficiency, and
was verified to qualitatively agree with a trajectory of finer saving
frequency, as small as 0.01 ps, in our previous report.45

In our earlier study,45 by explicit comparison to decay of the
intermediate scattering function S(q,t), we demonstrated that
the time scale extracted from the relaxation of ion associa-
tions, tC, corresponds to the true structural relaxation time for

the system. Furthermore, for both pure ILs and polyILs, tC was
found to follow a nearly universal dependence on the temperature
normalized as T/Tg, where Tg corresponds to the glass transition
temperature. In contrast, the function S(t) represents the probability
that a given ion association remains intact from time t0 to
time t0 + t, and the time scale tS extracted from such a function
was argued to provide a useful quantification of the average
lifetime of the ion associations. Based on such results and
other examples in literature,84,86 henceforth we term tC as the
structural relaxation time and tS as the ion-association lifetime.

While the primary objective of the present work is to probe
the correlations between the ion diffusivities and different time
scales tC and tS, experimentally it has been more common to
probe such dependencies (especially relating to the structural
relaxation times) in terms of the glass-transition temperature
(Tg) of the system. In our earlier work,45 we extracted the Tgs of
a pureIL and a polyIL of 32 units using the temperature
dependence of the densities of the system, and demonstrated
that the simulation results yielded Tgs which were very close to
experimental values. In the present work, we adapted a similar
‘‘equilibrium’’ procedure to extract the Tgs for polyILs of
different lengths. The results, presented in ESI† (Fig. S9),
demonstrate that the simulation values agree well with the predic-
tions of the Flory–Fox equation87 in describing the molecular-weight
dependence of the glass transition temperature:

TgðnÞ ¼ Tg;inf � K

n
; (10)

where Tg,inf represents the (hypothetical) Tg of an infinitely long
polymer and K denotes the constant quantifying the molecular
weight dependence. Based on such results, and acknowledging
the inherent statistical errors associated with the determination of
Tg from simulation densities, we opted to instead use the experi-
mental values of Tg,inf = 436 K reported by Nakamura et al.45,88 and
the monomer Tg of 196 K reported by Shamim et al.89 in

Fig. 2 (a) Diffusivity as a function of the number of repeat units n; and (b) diffusivity of PF6
� as a function of Tg/T for select cases from this study and

ref. 45 (n = 1 and n = 32). Lines are a guide to the eye.
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conjunction with the Flory–Fox equation to determine the Tg
for polyILs of varying length.

3 Results and discussion
3.1 Ion diffusivities

Fig. 2(a) displays the results for PF6
� diffusivity as a function of

the number of repeat units, n, for a range of temperatures. It
can be seen that the diffusivity drops dramatically when n
increases in the range of two to five monomers. However, the
diffusivity changes are seen to become much less significant
when n increases from 7 to 32 monomers. These data are
qualitatively consistent with the findings of Fan and coworkers,
who reported a similar drop in conductivity for polyILs of up to
n = 10, whereupon further increase in the molecular weight of
the polymer had less impact upon the transport properties.44

Since the decoupling of the ion conductivities from the
structural relaxation times (and hence, the mechanical properties)
is a distinguishing characteristic of polyILs, we base much of our
discussion on this phenomena and the underlying mechanisms. A
preliminary demonstration of such a decoupling can be established
by analyzing the ion diffusitivities as a function of Tg/T, where Tg is
the glass transition temperature of the respective material. Both the
work by Fan et al.44 and our previous study45 demonstrated that
pure ILs have a lower diffusivity than polyILs at equivalent Tg/T,
which suggests that the polyILs possess higher conductivities for
equivalent rheological properties.44,45 Fig. 2(b) confirms the
presence of different behaviors for the diffusivity versus Tg/T curves
of pure ILs and polyILs, as reported previously in our work45 and in
that of Fan et al.44 Moreover, consistent with experimental results,
we observe that the ion diffusivities are higher for polyILs com-
pared to pure ILs at the same Tg/T. More interestingly, the results
displayed in Fig. 2(b) also show that, for the range of n probed in
our simulations (n = 2–32), polyILs of different molecular weight do
not display significant differences in their dependence on Tg/T.
However, since Tgs in Fig. 2(b) were extracted based on an inter-
polation of experimental values, we defer further discussion of
the decoupling characteristics and their mechanisms to the sub-
sequent sections.

3.2 Structural relaxation times

We characterized the structural relaxation times, tC, as a first
step towards probing the mechanisms underlying the decou-
pling between the ion mobilities and the mechanical properties
of polyILs. In Fig. 3 we display the results for tC

�1 as a function
of n at different temperatures. The general trend of tC

�1 is seen
to resemble the behavior of the diffusivity, viz., increasing the
temperature is seen to lower the relaxation times, and more-
over, in examining the molecular weight dependence of tC, the
most significant changes are seen to occur in the range between
two to five repeat units. Further increase in molecular weight is
seen to result in a much more gradual increase in tC.

In Fig. 4, we display the timescale tC as a function of
normalized temperatures T/Tg. Consistent with the expecta-
tions for time scales characterizing structural relaxations, we

observe that the tC for both polyIL and pure IL systems
correlate inversely with T/Tg. Such results confirm that, at the
level of structural relaxations, both polyILs and pure ILs exhibit
similar characteristics as reflected in their universal depen-
dence of the relaxation times on temperature relative to Tg.
Such a result also demonstrates that the differences observed in
diffusivity from Fig. 2(b) are not a consequence of distinct
mechanisms underlying structural relaxations in polyILs and
ILs, but rather, a result of different timescales and mechanisms
underlying the mobility of ions in polyILs and ILs.

In Fig. 5(a), we display the ionic diffusivities D for different
polyILs explicitly as a function of the tC

�1. Shown alongside our
results are the experimental results, presented in a similar
depiction by Fan et al.44 It can be seen that there is an excellent
correlation between the experimental observations and our
simulation results. Specifically, the ionic mobilities in ILs are
seen to exhibit an ‘‘ionic’’ behavior wherein D p tC

�1 (such a
result was also demonstrated more exhaustively in simulations

Fig. 3 tC
�1 as a function of n. Data for n = 1 and 32 taken from ref. 45.

Fig. 4 tC as a function of T/Tg. Data for n = 1 and 32 taken from ref. 45.
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by Zhang and Maginn by considering a variety of pure ionic
liquids41). In contrast, the polyILs are seen to exhibit a ‘‘super-
ionic’’ behavior D p tC

�a, in which a o 1. While not readily
apparent from the data points themselves, the exponents
underlying the fit for polyILs were seen to transition from
a C 0.93 for short polyILs (n = 2) to a C 0.75 for longer polyILs
(n = 16, 32), suggesting that there is a gradual transition from
the ‘‘ionic’’ behavior to ‘‘super-ionic’’ behavior with an increase
in the molecular weight.

Overall, the above results confirm that the ionic mobilities
of polyILs are indeed ‘‘decoupled’’ from the structural relaxation
times in such systems. Such a decoupling is seen tomanifest as a
gradual transition from an ‘‘ionic’’ behavior of Dp tC

�1 for n = 1
to a ‘‘super-ionic’’ behavior of D p tC

�a (a o 1), for n 4 1.
However, for n 4 5, the dependence of diffusivity on structural
relaxation times is seen to approach almost universal behavior—a
feature also consistent with the experimental observations
(Fig. 5(b)).44

3.3 Mechanisms underlying ion motion

In the preceding section, we presented results examining the
correlation between diffusivity and structural relaxation times,
and demonstrated a ‘‘decoupling’’ similar to that observed in
experiments. In this section, we seek to identify the mechanisms
underlying such a decoupling by characterizing different aspects
of ion coordination and motion as a function of molecular
weight in polyILs.

A number of prior studies of salt-doped polymer electrolytes,
such as PEO, have concluded that ion diffusion in such systems
occurs primarily through ion hopping along the polymer
backbone.32–34,37,38 In our earlier work,45 we presented results
which suggested the existence of a similar mechanism in
polyILs, but with ion coordination characteristics reflecting
electrostatics and chemical interactions specific to polyILs.
Explicitly, for n = 32, we demonstrated that ion diffusion
manifests from a hopping mechanism, with the most probable
coordination state of PF6

� involving four associated Im+ from

Fig. 5 (a) D as a function of tC
�1, demonstrating the ‘‘super-ionic’’ behavior of polyILs (D p tC

�a with a o 1) compared to ‘‘ionic’’ behavior exhibited by
pure ILs (Dp tC

�1); dotted line with slope = 1 to guide the eye. (b) Fan et al. presentation of molar conductivity (L) versus structural relaxation rate (tS
�1).

Reproduced from ref. 44 with permission from ACS.

Fig. 6 Probability distribution of coordination states for all hopping events.
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two distinct polymers.45 For the present study, we analyzed the
coordination states of PF6

� ions with Im+ as a function of
molecular weight to compare directly to these results, and also
to understand the relationship between these configurations
and the dynamics of ion hopping for varying polymer lengths.

In analyzing coordination states, we employed three keymetrics:
ionic, inter-polymeric, and intra-polymer ionic coordination. Ionic
coordination number (Nc) identifies the number of Im+ within a
6.5 Å cutoff of a given PF6

�. For example, Fig. 7 shows a PF6
� with

five associated Im+, giving Nc = 5. Inter-polymeric coordination
number (Np) refers to the number of polymer chains containing
Im+ within this same cutoff radius. In Fig. 7 PF6

� is associated with
polymers 1, 2, and 3, leading to Np = 3. Finally, intra-polymer ionic
coordination number (Ncp) refers to the number of Im+ within the
same polymer that are coordinated with a given PF6

�. For example,
Fig. 7 shows polymer 1 with three Im+ monomers associated with
the PF6

�, making Ncp(1) = 3.
Fig. 6 displays the results for the probability distribution of

configuration states for Nc, Np, and Ncp associations. In
Fig. 6(a), the peak in the Nc distribution is seen to occur at
Nc = 4, matching the results presented in Mogurampelly et al.
for polyIL of 32 repeat units.45 More interestingly, this result is
seen to be invariant among different polymer lengths, suggest-
ing that the high probability of coordination between an anion
and four cations likely represents an inherent coordination
feature of the anion and cation of the ILs considered in
this work.

Fig. 6(b) displays the distribution of the number of distinct
polymers, Np, involved in the coordination between an anion
and cations. From the peaks in the distributions, it can be
deduced that the coordination state of anions involve a larger
number of polymers for smaller molecular weight (n) polyILs.
In contrast, for larger molecular weight (n) systems, the most
probable coordination state (the peak in the Np distribution)
shifts to Np = 2, and becomes invariant with the molecular

weight of the polyILs for n\ 5. Complementing such results, in
Fig. 6(c), we quantify the distribution of Ncp, representing the
number of ionic associations with the same polymer molecule.
For polyILs of seven or more repeat units, the peak of this
distribution is seen to occur at Ncp = 2.

The discussion presented above relies primarily on the peak
values of the equilibrium distributions and does not provide
any insights into the influence of such coordination states on
the ion mobilities. Moreover, it can be seen from Fig. 6 that
significant contributions also arise from other coordination
states, such as Nc = 3, 5, Np = 1 (particularly for long polyILs),
Ncp = 1, 3 etc. A true understanding of the impact of such states
on ion mobility requires a more detailed characterization of the
diffusivity of ions with varying degrees of coordination. Since
bulk diffussion occurs on a longer timescale than that which is
characteristic of ionic association and dissociation, we could
not effectively analyze the direct influence of discrete associa-
tion states upon the ionic diffusivity. As an alternative, the
coordination states (Nc, Np, and Ncp) for each PF6

� were
averaged over the entire simulation and PF6

� with similar
values were binned. We then computed the diffusivity of each
group of PF6

� using the MSD for the corresponding bin. A more
detailed discussion of this method and can be found in Section
II.B of ESI.†

Fig. 9 presents the diffusivity of ions grouped within ranges
of average Nc, Np, and Ncp values. Overall, diffusivity is seen to
be higher when PF6

� is associated with an optimal average
ionic configuration between three and four Im+. Similarly, for
longer polyILs, ions coordinated with Np C 2 and Ncp C 2 are
seen to possess generally higher diffusivity. Taken together, the
results of Fig. 6 and 9 demonstrate that, for longer polyILs, the
state of Nc = 4, Np = 2, and Ncp = 2 is the most likely to occur,
while also being the most effective for facilitating ion motion.
For smaller polyILs, the peaks in the distribution of Ncp are seen
occur at smaller values, representative of the smaller number
cationic groups available for intramolecular coordination.

As a final step in resolving the mechanisms underlying ion
motion in polyILs, we quantified the different kinds of hopping
motion underlying ion transport. In our earlier studies,45,90

dynamical changes in the coordination states of ions were used
as a means to identify the ion transport mechanisms in pureILs
and polyILs. We continue such a line of investigation in this
work, adopting the same definition of such an event, viz., the
association or dissociation of a pair of PF6

� and Im+ ions over a
time interval of 1 ps.45 Our subsequent study updated the two
categories of hopping events, intra- and intermolecular, based
on the static coordination state of the PF6

� ion in the disso-
ciated frame.90 In an intramolecular hopping event (type 1),
PF6

� ions move from monomer to monomer along the same
polymer. To define this precisely, during the association or
dissociation of a given PF6

�–Im+ pair, if one or more Im+ from
the same polymer as the participating Im+ are associated with
the PF6

� when the pair is dissociated, then the event is type 1.
In contrast, for intermolecular hopping events (type 2), PF6

�

hopping occurs between different polymers. Again, to define this
precisely, given an association or dissociation event involving a

Fig. 7 Schematic representation of coordination state consisting of ionic
coordination number Nc = 5; inter-polymeric coordination number Np = 3;
and intra-polymer ionic coordination number Ncp(1) = 3, Ncp(2) = 1, Ncp(3) =
1. Refer to text for definitions of Nc, Np, and Ncp.
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PF6
�–Im+ pair, if no other Im+ from the same chain are asso-

ciated with the PF6
� when the pair is dissociated, then the event

is type 2.
Fig. 8, borrowed from the ESI† of our previous work,90

illustrates both categories of hopping events.90 These diagrams
do not exhaustively define type 1 or type 2 events, but serve to
illustrate the definitions. In Fig. 8(a), polymer 1 in the left
frame has three Im+ associated with the PF6

� ion, evolving to a
state in the right frame with two associated Im+. As indicated by
the dotted arrow, this is a type 1 dissociation event. The reverse,
indicated by the solid arrow, is a type 1 association event. For
both cases, in the frame where the ion pair in question is
dissociated (right), at least one other Im+ from the same chain is
associated, indicating that the event is type 1. Fig. 8(b) shows
polymer 3 in the left frame with one Im+ associated with the
PF6

� ion, evolving to a state in the right frame where it has no
Im+ associated with the given PF6

�. The dotted line represents a
type 2 dissociation event, while the solid line depicts a type 2
association event. As in the previously example, and by defini-
tion, these are type 2 events because polymer 3 is completely
unassociated with the PF6

� ion when the PF6
� and Im+ pair

undergoing the event are unassociated.
In Fig. 10, we present results depicting the molecular weight

and temperature dependence of the frequency of type 1
(Fig. 10(a)) and type 2 (Fig. 10(b)) events quantified from the
hopping analysis described above. In line with intuitive expec-
tations, the frequency of hopping events is seen to increase
with increasing temperature. More pertinent to the subject of
this article, Fig. 10(a) and (b) demonstrate that with increasing
polymer molecular weight, the frequency of type 1 hopping
events generally increases, whereas, the frequency of type 2
hopping events decrease.

Taken together, the results of Fig. 6, 9 and 10 provide a
molecular picture of ion motion in ILs and polyILs, along with
the explicit differences in the mechanisms underlying the
different systems. Specifically, ion motion in polyILs is seen
to involve a coordination state of four Im+ from two different

Fig. 8 Diagrams depicting an example (a) intramolecular (type 1) and
(b) intermolecular (type 2) hopping event.

Fig. 9 Diffusivity of PF6
� binned by (a) average Nc, (b) average Np, and

(c) average Ncp for polymer systems of five or more monomers.
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polymers, with two Im+ belonging to each participating poly-
mer. For smaller polyILs, more variability is seen in the polymer
coordination numbers, likely influenced by the more limited
possibility for intramolecular coordination in addition to the
lower densities (and higher free volumes in smaller linker
systems). Complementary dynamic analysis demonstrated that
ion motion in ILs and small molecule polyILs involve mostly
intermolecular hopping between distinct polymers. In contrast,
in high molecular weight polyILs, ion motion primarily involves
intramolecular hopping, which preserves the identities of the
associated polymers. The latter is akin to an ion motion which
‘‘climbs the ladder’’ between two polymer molecules via type 1
hopping along two associated polymers.

The above observations provide insights regarding the origin of
decoupling between mobilities and structural relaxations observed
in largeMWpolyILs. Explicitly, the observation that intermolecular
hopping involving multiple polymer chains underlies ion motion

in small molecule polyILs is consistent with the structural relaxa-
tion dynamics of the medium, i.e. of the polymer chains surround-
ing the associated ions, being of importance for such system.41,44

In contrast, for long molecule polyILs, intramolecular hopping
involving identical polymer chains were seen to play a role. For
such motion, it can be envisioned that the structural relaxations of
the surrounding medium are less important in influencing the ion
motion.

For ion transport dominated by intramolecular hopping, the
ion mobilities can be expected to be correlated more strongly to
the average lifetimes of anion–cation associations instead of
the structural relaxation times in such systems. Indeed, in our
earlier work,45 for polyILs of n = 32 it was demonstrated
that average ion-association lifetimes, tS, provides a better
characterization of the timescales underlying ionic mobilities
in polyILs. More explicitly, it was shown that the D p tS

�1 (for
n = 32) over the entire range of temperatures investigated
therein. Below, we present the dependence of the average ion-
association lifetimes on the molecular weights (and tempera-
ture) to explicitly probe the transition of this correlation from
short to long polyILs.

In Fig. 11, we display the results for tS as a function of n.
Broadly, the trends for tS are seen to resemble the behaviors
observed in the context of ionic diffusivity and the structural
relaxation time (tC). Specifically, in increasing the molecular
weight, the most significant changes in tS are seen to occur in
the range between one to five repeat units, and further increase
in molecular weight is seen to result in a much a more gradual
increase in tS. Such results are not surprising, since systems in
which the matrix (either ILs or polyILs) exhibits faster dynamics
are expected to facilitate more dissociation events.

In Fig. 12, we depict a quantitative comparison of the
correlation between the diffusivities and average ion-association
lifetimes, tS. Within the representation of D p tS

�b it is seen that
the diffusivities indeed transition from b 4 1 for short polyILs to
b C 1 for long polyILs. The non-monotonic trend in exponent

Fig. 10 Frequency of (a) type 1 and (b) type 2 hopping events as a function of n.

Fig. 11 tS as a function of n.
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between n = 1 and 3 may be due to a lower rate of back-reactions
(reassociations) in pure IL systems compared with short polyIL
systems. These results confirm the transition to intramolecular
anion hopping as the dominant mode of ion transport in polyIL
membranes, and identify themolecular mechanism underlying the
decoupling of the ionic mobilities from structural relaxations.

4 Conclusions

We used atomistic molecular dynamics simulations to investigate
PF6

� diffusion in poly(1-butyl-3-vinylimidazolium-PF6
�) polyILs

with varying number of repeat units. Ion diffusivity was observed
to decrease with an increase in the molecular weight of the polyILs.
For short polyILs, we observed consistency with previously reported
linear relationships between diffusivity and structural relaxation
time for pure ionic liquids.39–41,45 For longer polyILs, we observed
deviations from such a linear relationship with a behavior
mirroring experimental observations.

We explored the nature of ion hopping, and demonstrated
that the frequency of intramolecular (type 1) hopping events
increases, and the frequency of intermolecular (type 2) hopping
events decreases monotonically as the number of repeat units
increase. This observation supports the traditional perspective
of ion hopping within polymer electrolyte and polyIL systems,
which highlights the importance of ion hopping along a polymer
backbone in diffusion processes. Analysis of coordination
states suggested that the highest mobility ions move via a
‘‘ladder mechanism,’’ involving two polymers, each with one,
two, or three Im+ ions associating with a given PF6

�. In support
of such a mechanism, the ion diffusivity was seen to transition
to an inverse correlation with the average lifetime of ion pairs
as the number of repeat units increases.45
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