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Abstract—One major bottleneck in the design of large scale
distributed machine learning algorithms is the communication
cost. In this paper, we propose and analyze a distributed learning
scheme for reducing the amount of communication in distributed
learning problems under the feature partition scenario. The
motivating observation of our scheme is that, in the existing
schemes for the feature partition scenario, large amount of data
exchange is needed for calculating gradients. In our proposed
scheme, instead of calculating the exact gradient at each iteration,
we only calculate the exact gradient sporadically. We provide
precise conditions to determine when to perform the exact update,
and characterize the convergence rate and bounds for total
iterations and communication iterations. We further test our
algorithm on real data sets and show that the proposed scheme
can substantially reduce the amount of data transferred between
distributed nodes.

Index Terms—Distributed learning, Feature partitioned data,
Communication efficiency, Inexact update

I. INTRODUCTION

The design of distributed optimization algorithms for ma-
chine learning tasks has recently attracted significant research
interests [1], [2], [3], [4], [S], [6], [7], 8], [9], [10], [11],
[12], [13]. In the distributed optimization problems, the whole
dataset is divided into small parts with each part stored in
one machine. Depending on how the dataset is partitioned,
there are two basic scenarios (and mixtures of these two basic
scenarios): sample partition [14], in which each machine has
data samples related to all features, and feature partition, in
which each machine has data related to only a subset of
features [4], [15].

There have been a large number of recent interesting works
on the sample partition scenario[1], [2], [3], [4], [16]. Com-
pared with the sample partition scenario, the feature partition
scenario is relatively less well understood. The feature parti-
tion scenario arises naturally in applications where different
features are collected at different machines. Furthermore, for
high dimensional data, each machine only deals with a small
subset of features and hence this approach reduces the memory
requirements and per-iteration computational cost. However,
one major challenge associated with the feature partition sce-
nario is that, unlike in the sample partition scenario where each
machine can compute important quantities such as gradient (or
an approximate of it) using only local data, each machine in

the feature partition scenario may not be able to compute these
quantities using only local data anymore. Among limited num-
ber of works on the feature partition scenario, in [14], [17], the
authors propose to use randomized (block) coordinate descent
to solve distributed learning problems for the feature partition
scenario. As pointed out in [14] (will also be discussed in
detail in the sequel), the communication cost associated with
computing gradients, which are needed to calculate the next
update, is very high.

In this paper, we aim to design communication efficient dis-
tributed learning algorithms for the feature partition scenario
by addressing the high communication cost issue associated
with this scenario. Our key observation is that, in most of
the existing works on the feature partition scenario, the main
communication cost comes from the high volume of data
exchange needed for the computation of gradients. Based on
this observation, our main idea is that, instead of computing
the gradient at each iteration, we only calculate the exact
gradient sporadically (precise conditions as when to calculate
the exact update will be given in the sequel). In the iterations
when exact gradients are not computed, we will use the most
recently calculated gradient for updating. As a result, instead
of using the exact gradients at each iteration, we will use an
approximation of the gradient as a proxy in computing the
next update. The main design challenge is how to select the
time instants at which exact gradients are computed so that
the total amount of communication is reduced, while at the
same time the approximation error caused by the sporadicly
calculated gradients are well controlled and the algorithm
can still converge. Based on this idea, we design a general
communication efficient distributed learning algorithm for the
feature partition scenario. Under mild technical assumptions,
we further analyze the iteration complexity until convergence
and provide an upper-bound on the number of exact updates
(i.e., the number of iterations where we have high communica-
tion costs) required. We further conduct tests of our algorithms
on both synthesized data and real data. From these tests, we
observe that the proposed scheme can substantially reduce the
communication overhead even when the technical assumptions
used in the theoretical analysis are not met or difficult to verify
(e.g., for the case with real data).

The remainder of this paper is organized as follows. In



Section II, we describe the problem setup, the challenges with
existing approach and our proposed inexact update algorithm.
In Section III, we provide several analytical results. In Section
IV, we provide our numerical simulation results. In Section V,
we offer concluding remarks.

II. ALGORITHM

Consider a dataset consisting of n samples (x;,y;),j =
1,---,n, in which x; € R? and y; € R. Define X :=
[x1,%X2, ., %,]T € R and y := (y1, 2, ,yn)?. From
this dataset, one would like to infer the value of parameters
B € R? that specify the relationship between X and y. In the
widely used empirical risk minimization (ERM) framework,
one infers the value of 3 via solving the following optimiza-
tion problem:

min
BeR4

e(B) == L(B) + R(B), )]

in which £(3) is the loss function that measures how well the
parameters 3 fit the data, and R(3) is the penalty function
that measures model complexity. Different forms of £ and
‘R lead to different popular machine learning algorithms. For
example, if £(8) = 1|ly — X]|?, namely the residual sum
of squares (RSS), then setting R(3) = A||3||1 leads to Lasso
[18] and R(B) = )||B|? leads to ridge regression [19]. As
another example, if £(3) = Z?:1 log (1 +e %% B) and
y; € {—1,1} with penalty functions R(3) = \||B|1 or
R(B) = || 8|, we have logistic regression with penalty [20],
[21]. If £(8) = § max {0,1 — y;x] B} and R(B) = A[|B]1,
we have [1-SVM [22].

The optimization problem (1) has been extensively inves-
tigated in the centralized setting where all data is stored in
one machine, e.g. in [23], [24] and references therein. In this
paper, we consider a distributed setup, in which this dataset
is stored in m machines, each of which stores only part of
the dataset. We focus on the challenging feature partition
scenario where the whole dataset is partitioned by features.
Let (XM, XPI ... X[™] be a column-wise partition of the
dataset. Machine i stores X[/ € R"*4: and hence " | d; =

T T T
d. Let [g17 R ... gM™T ¢ R? be the parameter
vector of the corresponding partition with ,B[i] € R%. Let
xbUil e R4 and XU =[xl x[B2 .0 x0T where
1 <j<nand 1 <i < m. Figure 1 illustrates the scenario
considered along with notation mentioned above.

To facilitate the analysis, we make the following assump-
tions that are typically made in existing literatures, for example
see [14], [25], [26].

Assumption 1. L is strongly convex and R is convex.
Remark 1. Assumption 1 implies that

> L(v)+(VL(V),u-—
R(u) >

v+ u—v|? @
R(V> + <S(V)7 u-— V>a (3)

where s(v) € OR(v) and ug > 0 with OR(v) being the
subgradient of R at v.
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Fig. 1. Feature partitioned data matrix X for m machines with 7" | d; = d.

Assumption 2. The loss function L is differentiable and there
exists a positive semidefinite matrix M such that

L(B+h) < £(8) + (VL(B), h) + %hTMh. @

Remark 2. Let the largest eigenvalue of M be upper bounded
by L. Then (4) implies

LB+ 1) < £(B)+ (VEB). W) + S Inl% )

(4) and (5) are equivalent since (5) can be written into form
of (4) by taking M = LI. This assumption coupled with
Assumption 1 implies that the derivative of the loss function
is Lipschitz continuous [27, Theorem 2.1.5]:

IVL(B+h) = VL(B)| < L|h]. (6)
Remark 3. Combining (2) and (4), we have up < L.

Assumption 3. The penalty function is separable for each
machine

R(B) = ZRi(ﬁ[“% (7

where R; is a R% — R function.

Under these assumptions, in [14], the authors propose a
distributed coordinate descent algorithm to solve problem
(1). For reader’s convinence, we list the algorithm proposed
in [14] as Algorithm 1 below with modified notations. In this
algorithm, we use 3,, to denote the parameter at kth iteration,
B¢ to denote the [th element in vector B, VL(3,,); to denote
the [th element of the gradient and M;; to denote the [/th
element of the diagonal of M.

This algorithm depends on the /th element of the gradient
V L(8;,). However, it should be noted that the gradient at each
iteration cannot be computed locally by each machine. For
example, if the loss function is the residual sum of squares,



then the gradient at each machine actually involves data at all
other machines. In particular, in this case, the loss function is

m

Z Xl ﬁm

, its local gradient vector is

Z X[ﬂﬂ[ﬂ) ) 9)

i=1

1

L) =3 lly

- X 2:,
Ly - X8

®)

For machine *

In (9), the gradient vector for machine ¢* is related to not only
its local dataset X*"], but also datasets at all other machines. If
at each iteration, we update B3}, then the communication cost is
huge since we need to transfer almost the whole dataset at each
iteration to compute VESB ) In particular, each machine
needs to send X[? and ﬁ[l so that each machine can com ute
VL(B™). Another alternative is to update pprp. Bl

in [14]. At each iteration, machine ¢ updates X[’] ﬁ[l mstead
of B, Even if we update S Xb 181", the amount of
data transmitted at each iteration by each machine is n since
X[i]ﬁ[i] is a vector of length n. Hence, the communication
cost is too high if we calculate the exact gradient vector at
each iteration. Motivated by this observation, we focus on
designing distributed coordinate gradient descent algorithms
with low communication overhead.

Algorithm 1 Distributed Coordinate Descent of [14]
1: Input: Step-size parameter v > 0, and 7 that specifies the
number of coordinates to optimize at each iteration

2. k=0
3: while a stopping condition is not satisfied do
4: for each machine ¢ in parallel do
5: Pick a random set of coordinates S*i of X[ with
cardinality |S;| = 7
for each feature index [ in S’z do
: Bl = B, + argming [VL(B,,)16 + Murg? 4
Ri(B), + 0)]
8: end for
end for

9:
10: k=k+1
11: end while

To reduce the communication costs associated with the dis-
tributed coordinate descent algorithms, we design Algorithm
2. In Algorithm 2, we try to reduce the communication cost
by only calculating the exact gradient sporadicly (we will
discuss when to calculate the exact update in the sequel).
In the iterations when exact gradients are not computed, we
will use the most recently calculated gradient to compute the
next update. As the result, instead of using the exact gradients
VL(B,,) at each iteration, we will use an approximation of
the gradient VL(3;) + ey, where e is the approximation
error vector, to compute the next update. Our main idea is to
carefully select the time instants at which exact gradient are
computed so that the approximation error vectors caused by

the sporadicly calculated gradients are well controlled and the
algorithm still converges.

Algorithm 2 Distributed Coordinate Descent Algorithm with
Inexact Update

1: input an initial point 3, and a nonnegative sequence {¢y }.
2: k=0.

3: while a stopping condition is not satisfied do
4

if k==0or ||3, — Bi_1|| > €, then > need
communication, amount of m
5: compute exact value of VL(8;,) > need
communication

for each machine ¢ in parallel do

hiil* = argmmh[ tera: (VL( m) hlil) +
Lnf)2 + R (,BM + h 1). > update using exact gradient
Bk+1 ﬁk + hl
: end for
10: k=k+1
11: else
12: Bizea = Br—1 > VL(B)_,) is known, no
communication
13: while stopping condition is not satisfied and ||3;, —
16fi;ced|| < €k do
14: for each machine ¢ in parallel do
15: hlil* = argmmhh cRds <V,C(,3fmed) ()4
LIn)12 + Ri(B}; il pliy, > update using inexact
gradient
16: ﬁng = —|— hli*
17: end for
18: k=k+1
19: end while
20: end if

21: end while

Now, we provide more details about Algorithm 2. Lines 3-
21 are the main body of the algorithm and can be split into
two parts. Lines 4-10 form the exact update part and Lines 11-
20 form the inexact update part. The inputs of the algorithm
are the initial starting point 3, and a nonnegative sequence
{e} that will be used as thresholds to determine whether we
should perform exact update or inexact update at iteration k.

Line 4 specifies the conditions when we will enter the exact
update part. In particular, for the first iteration, i.e. &k = 0,
we perform exact update. For iterations k£ > 1, we perform
exact updates if the distance between the current parameter
vector and the previous parameter vector is large (exceeds the
threshold €;). The main intuition is that a large distance be-
tween the current parameter vector and the previous parameter
vector implies that the objective function is changing fast in
the neighborhood of the current parameter vector, and hence
we should calculate the exact gradient. Notice in Line 4 of Al-
gorithm 2, we need to compute ||3), —3;_1] to judge whether
it exceeds the threshold ¢, at iteration k. To compute this, each
machine ¢ can compute and transmit a scalar || ,Bk ﬁk "

- 5k—1H2 = Zi:l |ﬁk 71||2~ The

and we have |3,



amount of communication for each machine is 1 for the step.
Furthermore, we should note that the algorithm requires to
memorize the B,_, € R? or B/ | € R% for each machine
1 to accomplish this step. Line 5 updates the exact gradient
vector which requires communication whose amount of data
transferred is n from the example in (8) and (9). Line 6-10
perform the classic exact update. For an exact iteration

B

Y argmin(VL(), B - B} + 218~ s+ R(B)
BeR4

_ Ll 1 Loy ?

= aming B)+5 Hﬁ - (/gkl 7 (ﬁm))

—~
o
=

prorig (ﬁk1 - iVE(ﬁkﬂ) )

where (a) is based on Z;’;l(Vﬁ(ﬁm),ﬁ[i] _ /35]_1>
(VL(B),B8 — Bj_,) and Assumption 3, and in (b) we use
the definition of proximity operator

. 1
proxy(v) = argmin f(w) + §||w —v|?

As illustrated in Line 11, for k > 1, if |8, — Br_1l| < €k,
then we enter the inexact update part. The main idea is
that a small distance between the current parameter vector
and the previous parameter vector implies that the value of
the objective function does not change dramatically in the
neighborhood of the current parameter vector, and hence we
can use previously calculated gradient to compute the next
update. In Line 12, we take the By;,.q = B;_; to utilize
the condition in Line 11 that 3, is very close to 3,_;.
Combining the condition for the while loop in Line 13 and
the fact that this is the first step to enter the while loop,
we know that the (kK — 1)th iteration is an exact iteration,
which means VL(By;,.q4) is already computed in the exact
update part. It should be noticed that VL(By;,.4) should be
stored in machines. To accomplish this, each machine ¢ can
store VE(,BEZ]_l) € R%. In Lines 13-18, we continuously use
VL(Bfizeq) as the approximation gradient vector instead of
computing the exact one until it can no longer be used. Lines
14-17 perform update as in Lines 6-10. The only difference
here is that the approximated gradient vector VL(B};eq) is
used. In these inexact iterations, we have

1
By = prorigp (ﬁk—1 - LVL(IBfiwed)>
1
= prorig (ﬁk—l - ZVE(ﬁk_l) + ekl) )

in which ex_1 = 1 (VLB 1) — VL(Bfipea))- SO we
actually perform a proximal gradient method at each step, the
only difference is that we introduce error in inexact iterations.

We will discuss in detail how to select the sequence {e}
in Section III. Informally, to guarantee the convergence of the
algorithm, we choose {e;} to be summable. Furthermore, we
should select the sequence {||ex||} to be diminishing as well.

This selection ensures that, as we get closer to the optimal
solution, the error introduced by the inexact update also gets
smaller. Thus, this selection will prevent injecting a large error
into the gradient vector when we get to the close neighborhood
of the optimal solution, as a large gradient error will lead to
a large deviation in the result that would make it difficult for
the algorithm to converge.

III. PERFORMANCE ANALYSIS

In this section, we analyze the convergence rate and the
communication cost of Algorithm 2. First, we give an explicit
value sequence of {e;} and provide two propositions about
the convergence rate and an upper bound on the number of
iterations at which exact update is carried out. In the following,
we analyze the basic version of our algorithm, namely at each
step we do not additionally use conditions in Proposition 1 to
check whether the current inexact update is good enough or
not.

Proposition 1. Let D be an upper bound of ||By — 3 ||. If we
set e = B0 (1 — BBV D, where 0 < o < pz, then for
Algorithm 2 we have

k
18, — 87| < (1 _ “E‘“) D.

i (10)
Proposition 1 provides a sequence of explicit values for
{er} that can achieve an exponential convergence rate even
with inexact gradient updates, although the convergence speed
is slower than that of the algorithm with exact updates. The
convergence rate also depends on the estimated upper bound
D and we want D to be as close to |3, — 3"| as possible.

Proposition 2. Let N be the number of iterations until conver-
gence for Algorithm 2. The number of exact update iterations
(i.e., the iterations when large communication overhead is
needed) is at most

log (1 _ Mﬂzuo)
log (1 — 4£)

Proposition 2 provides an upperbound on the number of
iterations where exact updates are carried out. If inexact
updates are not introduced, the total number of iterations k

. . 1 - —1 —3* .
to achieve |8, — 37| < € is %@)ﬂ“. If inexact

updates are introduced, the corresponding number of itera-

tions is —og<=loel _ Notice that if D is a tight bound,
log(lfiﬁL L

then Proposition 2 indicates that the communication iterations
are approximately equal. However, Proposition 3 analyzes
the worst case performance of the proposed algorithm. In
practice, we find that by introducing inexact updates is more
communication efficient on average, which is illustrated in the
next section.

It is worth to discuss how to select D in practice when
the upper bound of |3, — 8| is unknown. We notice that
1B, — B"|| converges to 0 as k — oo without inexactness.
If we cannot find a upper bound D, then a lower bound of
1By — B%| is also fine with this method. Since we can use



exact iterations for first i rounds to make ||3; — 3%|| < D, we
can treat 3; as the initial point in Algorithm 2.

IV. NUMERICAL EXAMPLES

In this section, we provide numerical examples to illustrate
our results using synthesized data and real data for Lasso,
where £(3) = 3|ly—Xp|” and R(8) = A[|B||1 with y € R™,
X € R"*? and 3 € R4

We compare our algorithm with the case in which the exact
update is calculated at every iteration, which is equivalent to
set €, = 0 for all £ in Algorithm 2.

For synthesized data simulation, we use the error sequence
{ex} stated in Proposition 1. The data matrix X is generated
randomly with fixed known maximal and minimal eigenvalues
of XTX. The vector y is generated by linear regression. For
Lasso, (4) holds for their loss functions with M = XTX,
s0 L = 22 pnax(XTX) and gz = 22min(XTX). We set
L =20000 and gz = 2, and we generate X with correspond-
ing fixed Ay (XTX) and A, (X7 X). For synthesized data,
we set the number of samples n = 2000 and the number of
features d from 10 to 400 with increments being 10.

For simulations with real datasets, since the eigenvalues of
XTX are unknown and hard to compute for real datasets, the
error sequence in Proposition 1 can no longer be used. For
practical concerns, we simply set ez = (1 — a)” D, where T
is the number of inexact iterations so far. Here we set L to
be an easily computable value £ = [|X[|2 > [|XTX]|p >
Amax(XTX), where || - || denotes the Frobenius norm of a
matrix. We run simulations for different values of o to show
the performance of this error sequence in practice.

We run simulations in pseudo-distributed environment. In
our simulations, we care about the inexact communication
iterations, which do not depend on the number of machines
and the ways to partition the features of the dataset. Noticing
that no matter how many machines we have, the inexact com-
munication iterations are the same; therefore we run Algorithm
2 in one machine to simulate the case in a distributed cluster
of machines.

A. Synthesized data

Synthesized Data n = 2000

Synthesized Data n = 2000

600

.
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Fig. 3. Values of the objective function versus the number of iterations for
Lasso d = 400.

In our simulation, we compare Algorithm 2 with that of
Algorithm 2 without inexactness (Algorithm 2 without Lines
11 - 18). Comparing Figure 2 and Figure 3, we find that
the values of the objective function after minimization by
two methods are very close. However, the proposed scheme
reduces nearly half of the total communications.

B. Real data

Next, we test our algorithm on real dataset: Communities
and Crime Unnormalized Data Set [28]. The dataset contains
statistics related to crime and social economics from 1990 US
Census, 1990 US LEMAS survey and 1995 FBI UCR. The
features contain statistics such as community population, per
capita income, police operating budget and violent crime rate
etc.

In this example, we study the murder rate (per 100K people)
and try to build a sparse linear regression model between the
murder rate and all other numeric variable in the dataset. Here
we have n = 2215 and d = 103 (we omit the data features
with missing data).

Let f(3) denote the value of objective function at ter-
mination. The results computed by the algorithm without
inexactness (with {ez = 0}) is listed in Table 1. The results
with inexactness are summarized in Table II
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TABLE 1
BASIC ALGORITHM FOR CRIME DATA
Iterations f(3)
15300 681.4654
TABLE II
ALGORITHM WITH INEXACT ITERATIONS FOR CRIME DATA
D o Total iterations | Inexact iterations f(B)
1 101 15299 95 681.4653
1 [10 2 15287 992 681.4674
1 103 13735 9965 681.6371

200
d

Fig. 2. Number of exact communication iterations for Lasso.

Table II shows that our scheme does not work well for
a = 107! and works well for a = 1073, Although this paper



does not provide theoretical results for the cases where i is
unknown or p,o = 0, Table II shows that our scheme works
for these case in practice. It would be interesting to extend to
these two cases in the theoretical analysis.

V. CONCLUSION

In this paper, we have proposed a general communication
efficient scheme for the distributed learning problem of feature
partitioned data. We have proposed an explicit algorithm using
inexact updates. We have shown analytical results of the
proposed algorithm which reveal its desirable properties under
mild assumptions. We have also shown that the worst case
performance of the proposed algorithm is comparable to that
of the existing algorithm with exact updates. We have verified
the efficiency of our algorithm using both synthesized data and
real datasets.
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