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Abstract

We describe a strategy of integrating quantum mechanical (QM), hybrid quantum

mechanical/molecular mechanical (QM/MM) and MM simulations to analyze physical

properties of solid/water interface. The protocol involves using a correlated ab initio

(CCSD(T)) method to first calibrate Density Functional Theory (DFT) as the QM

approach, which is then used in QM/MM simulations to compute relevant free energy

quantities at the solid/water interface using a mean-field approximation of Yang et

al. that decouples QM and MM thermal fluctuations; gas-phase QM/MM and pe-

riodic DFT calculations are used to determine the proper QM size in the QM/MM
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simulations. Finally, QM/MM free energy results are compared with those from MM

simulations to directly calibrate the force field model for the solid/water interface. The

protocol is illustrated by examining the orientations of an alkyl amine ligand at the

gold/water interface, since the ligand conformation is expected to impact the chemical

properties (e.g., charge) of the solid surface. DFT/MM and MM simulations using

the INTERFACE force field lead to consistent results, suggesting that the effective

gold/ligand interaction can be adequately described by a van der Waals model, while

electrostatic and induction effects are largely quenched by solvation. The observed

differences among periodic DFT, QM/MM and MM simulations, nevertheless, sug-

gest that explicitly including electronic polarization and potentially charge transfer

in the MM model can be important to the quantitative accuracy. The strategy of

integrating multiple computational methods to cross-validate each other for complex

interfaces is applicable to many problems that involve both inorganic/metallic and

organic/biomolecular components, such as functionalized nanoparticles.

2
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1 Introduction

Nanoparticles are playing increasingly important roles in many technological applications

such as imaging, drug delivery, energy conversion and catalysis. To ensure that nanotech-

nology is sustainable, it is important to understand how nanoparticles interact with envi-

ronment and biological systems as well as the physicochemical principles that dictate such

interactions.1,2 Since nanoparticles are often decorated with ligands for function and stability

considerations, a necessary task is to determine the properties of these surface ligands, which

likely control how nanoparticles interact with other (bio)molecules. For example, it has been

well established that the charge state of nanoparticle ligands has a major impact on the

binding affinity of nanoparticles to lipid membranes;3 in vivo studies also showed that the

toxicity of nanoparticles to Daphnia magna depends critically on the charge of nanoparticles,

and that cationic ligands appear to lead to a higher level of toxicity.4

Experimentally, the charge of nanoparticles is often inferred from the measurement of

ζ-potential, which is not straightforward to interpret at the microscopic level. Therefore,

several research groups developed computational approaches for the determination of pKa

of surface ligands and thus the charge state of nanoparticles.5,6 For these computational

approaches to be predictive, it is essential to properly describe the conformational distribu-

tion of ligands at the nanoparticle/water interface, since the environment (e.g., the degree

of hydration) for the titratable groups is expected to be a critical factor that determines the

pKa and apparent charge of ligands;6 conformational flexibility of the surface ligands may

also influence the interfacial solvent fluctuations, which in turn determines the hydropho-

bic/hydrophilic nature of the interface.7 To sample the conformational distribution of surface

ligands at ambient condition, molecular simulations using classical force fields are required;

an important component of the investigation, therefore, is to validate the force field model

for the description of ligand conformational properties at the nanoparticle/water interface.

For this purpose, experimental data at the relevant spatial resolution is scarcely available,

thus it is valuable to establish an effective calibration protocol using computations. This is

3
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not a trivial matter as no single computational method is sufficient for a quantitative analysis

of solid/liquid interfaces. In this work, using amine ligands at the gold/water interface as an

example, we show that combining results from full quantum mechanical (QM) calculations,

hybrid quantum mechanical/molecular mechanical (QM/MM) and pure MM simulations

provides a comprehensive analysis of the reliability and consistency of computational models

for ligands at an interface; while our work is motivated by the ultimate goal of analyzing

properties of nanoparticles, we chose the simpler model system that involves a slab model

for the solid, which is sufficient for comparing different computational methodologies. We

encourage this type of analysis as a critical validation step for the study of other solid/liquid

interfaces.

In the following, we first summarize the computational methodologies used in this work;

in particular, we discuss the use of a minimum free energy QM/MM approach to bridge the

comparison between pure MM simulation and full QM based calculations. We then present

results for the conformational properties of amine ligands at the gold/water interface using

multiple computational methods and analyze the level of consistency among the results.

Finally, we draw a few conclusions.

2 Computational Models and Methods

The specific model system under study here is an alkyl amine on the (111) surface of a gold

surface immersed in water; the alkyl amine is covalently attached to the gold surface through

a gold-thiol bond. The amine ligand is chosen here because it is often used to functionalize

nanoparticles and its titration behavior on the surface of a nanoparticle has been analyzed in

our recent work.6 As discussed in detail below, two orientations of the alkyl amine (see Fig.

1) have been identified, which are referred to as the “parallel” and “vertical” orientations in

the subsequent discussions. The relative stability of the two orientations is the quantity of

primary interest in this work, since the relative population is expected to have an impact

4
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on the pKa of the amine group, which will be analyzed in separate work. For comparison,

MM simulations have also been conducted for the same alkyl amine ligand (without the thiol

group) covalently attached to the (111) surface of hydrogen-terminated diamond.

(a) (b)

Figure 1: Illustration for the (a) parallel and (b) vertical orientations of an alkyl amine
covalently attached to the (111) surface of gold through a gold-thiol bond. Both protonated
and deprotonated states of the amine have been studied. Atoms treated as QM in the solution
QM/MM simulations are highlighted as larger spheres (color representations: yellow - Au,
orange - S, green - C, blue - N, white - H); for clarity, water molecules and salt ions are not
shown.

It’s worth emphasizing why it is important to examine multiple computational methods

for the validation and calibration of force field models for solid/liquid interfaces. Since

most empirical force fields use highly simplified functional forms, they are effective models

developed for condensed phase simulations; therefore, it is usually not appropriate to directly

compare results of popular (bio)molecular force fields (e.g., CHARMM8,9 and AMBER10

for biomolecules and INTERFACE,11 which has been developed in a similar framework

as CHARMM) to QM calculations for gas phase systems. For condensed phase systems

or interfaces, however, full QM calculations are computationally prohibitive for achieving

statistical convergence. Our strategy, therefore, is to compare relevant free energy quantities

from MM and QM(DFT)/MM simulations; the free energy from MM is computed using

umbrella sampling, while DFT/MM free energy is computed using a mean-field approach

introduced by Yang and co-workers for biomolecular applications12 (see discussion below).

5
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To further calibrate the DFT/MM methodology, we conduct full QM (DFT and CCSD(T))

calculations for cluster models in the gas phase and DFT calculations for a periodic slab

model; the cluster model calibrates DFT against ab initio QM methods, and comparison of

the cluster and slab models tests the validity of treating a small region (∼ 50 atoms) as QM

in QM/MM calculations for the gold/water interface.

Below we first summarize the details for the MM simulations, then the full QM calcu-

lations for the cluster and slab models; finally, we discuss QM/MM calculations in the gas

phase and solution.

2.1 MM simulations

MM simulations for the gold/water interface have been conducted using the INTERFACE

force field;11 the specific version of the force field adopted here is non-polarizable and treats

each gold atom as a charge-neutral Lennard-Jones particle. Despite simplicity, the model has

been shown to provide an adequate description of the structural features of bulk gold and

several interfaces.13 Whether explicit electronic polarization, which has been shown to be

important to the binding of charged molecules at metal/water interface14 but not explicitly

included here, has a major impact on the relative stability of the two ligand orientations

is one of the questions we seek to answer in this study. The water molecules are treated

with the TIP3P model,15 and the ligand is described with parameters of similar amino acid

sidechains in the CHARMM force field for proteins;8,9 both protonated and deprotonated

states of the amine have been studied. For comparison, the same alkyl amine ligand (without

the thiol linkage) is studied on a hydrogen terminated (111) surface of diamond immersed

in water. The diamond is described by atom type CT1 (aliphatic sp3 C for CH) in the

CHARMM36 protein force field.

Two types of simulations are carried out for each interface. First, unrestrained MD

simulations are conducted with multiple ligands on the surface; two ligand densities, which

represent high (∼10 molecules/nm2) and moderate (∼2-3 molecules/nm2) density cases, are

6
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studied for both gold and diamond surfaces; in a recent experimental study,4 for example,

the ligand density was measured16 to be ∼ 4-5 molecule/nm2. Each system consists of a

five-layer diamond/gold slab with a surface area of 3.0×3.0 nm2. The slab, whose structure

is held fixed, is then immersed in a cubic water box with a length of 5 nm, which also contains

0.15 M of KCl (the impact of salt is, however, minor, as shown in Fig. S1 in Supporting

Information). Electrostatic interactions are treated with Particle-Mesh-Ewald17 with a

grid ∼ 1 Å and a real-space cutoff of 1.2 nm. Van der Waals interactions are treated with

the switch scheme18 for distance between 1.0 and 1.2 nm. Simulations are conducted with

an NVT ensemble at 300 K using Langevin dynamics and a damping coefficient of 1.0 ps−1.

All bonds involving hydrogen are constrained using RATTLE.19 The system is equilibrated

for 2 ns, which is followed by a production run of 30 ns with a time-step of 2 fs.

To further explore the intrinsic conformational preference of the ligand, umbrella sampling

simulations are conducted for a single alkyl amine at the interface; the potential of mean force

(PMF) is computed along the reaction coordinate dN,surface, which is the distance between

the ligand nitrogen and the surface. For each system, 40 windows are used for umbrella

sampling, for which the centers of the umbrella potential are evenly distributed from 2.45

to 10.25 Å for dN,surface. The force constant is 15.0 kcal/(mol · Å2) for all windows. PMF is

computed from the umbrella sampling data using WHAM20 with 200 bins; the convergence

tolerance is set to be 10−6 kcal/mol.

2.2 Full QM calculations

2.2.1 Cluster calculations

To help calibrate the QM method in QM/MM simulations, we study several cluster models.

As shown in Fig. 2, two small gold clusters are used to probe their interactions with the

amine ligand through covalent and non-covalent interactions; the small size of these models

makes it possible to compare various DFT methods with CCSD(T) calculations. We mainly

test two popular functionals, PBE21,22 and B3LYP,23–26 with or without Grimme’s D3 (GD3)

7
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empirical dispersion,27 although several other functionals have also been tested (see Table

1 below); previous benchmark studies28,29 that focused on smaller Au-ligand systems found

that PBE-GD3 and TPSSh are among the best functionals compared to CCSD(T) calcu-

lations. The basis set is cc-pVTZ for non-metallic atoms (C, N, H and S)30 and cc-pVTZ

basis set with effective core potential for gold;31 the g function was excluded on Au to reduce

computational cost, and test calculations indicate that the impact on the binding energies

of interest is modest and smaller than 1 kcal/mol. Smaller basis sets (Lanl2DZ32 for Au and

6-31G(d)33,34 for other elements) are also tested (results summarized in the Supporting

Information) since they are used for QM/MM calculations. The structures are first opti-

mized using PBE without the D3 dispersion correction, then a series of single point energy

computations with different Au-ligand distances (labeled as d in Fig. 2) are performed with

the ligand/cluster internal structure held fixed1; the same set of structures is used for energy

calculations at different levels of QM methods. All CCSD(T) and DFT calculations are

performed using the Gaussian09 package.35

2.2.2 Periodic DFT calculations

To further test the effect of the QM region size on the ligand orientation, we conduct periodic

DFT calculations for a single alkyl amine on a (111) gold surface. Spin-polarized periodic

DFT geometry optimization calculations are performed using the DMol3 package developed

by Delley,36,37 and carried out with the PBE functional.21,22 All geometry optimizations are

converged to at least 1×10−3 eV/Å, and a DNP numerical atom-centered basis set is used to

expand the single electron orbitals of the effective core pseudopotentials with a cutoff radius

of 4.5 Å. A Monkhorst-Pack (MP) k-point grid38 of 2 × 2 × 1 is used to sample the Brillouin

zone (and a thermal smear of 0.02 hartree is used).

The substrate is a 2×2 cell doubled Au (111) surface that contains 144 total Au atoms in

1Structures for the deprotonated amine interacting with the gold cluster (Fig. 2c) are obtained by simply
removing one proton from the structures for the protonated amine (Fig. 2d); this is because optimization
for the deprotonated amine leads to N-H bond activation by the gold cluster.

8
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(a) (b)

(c) (d)

Figure 2: Illustration of model systems for calibrating bonding interaction [(a) and (b)]
and adsorption [(c) and (d)] of alkyl amines to gold. The dash lines represent the reaction
coordinate d defined in potential energy scans (see Fig. 7). (Color representations: yellow -
Au, orange - S, gray - C, blue - N, white - H).

9
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4 atomic layers. The surface and adsorbates are let to fully relax, and in all cases, the parallel

configuration is preferred. Therefore, to obtain energy differences between the parallel and

vertical configurations, the relaxed ligand is fixed to either configuration using gas-phase

QM/MM optimized distances (see below).

2.3 QM/MM simulations

For the gold slab with a single amine ligand, QM/MM simulations are conducted for com-

parison.

2.3.1 Gas phase QM/MM energy optimizations

First, to determine the appropriate QM region in QM/MM simulations, we conduct gas-

phase QM/MM calculations with different layers of gold atoms treated as QM (see Fig. 3);

the numbers of gold atoms are chosen such that the systems are closed-shell. The structures

are fully optimized (including the MM region); the QM atoms are described with the PBE-

GD3 functional (Lanl2DZ basis for Au and 6-31G(d) for the rest), and the MM gold atoms

are treated with the INTERFACE force field. The property of interest is the relative energy

of the parallel and vertical ligand orientations.

2.3.2 Solution phase QM/MM-PMF free energy calculations

To directly compare MM simulations for the relative stability of the parallel and vertical

ligand orientations, we use a mean-field type of DFT/MM simulation pioneered by Yang

and co-workers for biological applications.12 In this approach, the key quantity is the PMF

for the QM atoms,

A(rQM) = −β−1ln[

∫

exp(−βE(rQM , rMM))drMM ], (1)

10
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(a) (b) (c) (d)

Figure 3: Gas phase QM/MM calculations to investigate how the number of QM gold atoms
influences the relative energy of the parallel and vertical ligand orientations at the surface;
the results help determine the appropriate QM region in QM/MM simulations. For clarity,
only the QM region is shown; the MM gold atoms are treated with the INTERFACE force
field. (a), (b), (c) and (d) correspond to “single-layer”, “double-layer”, “triple-layer” and
“quadruple-layer” models, respectively. Both protonated and deprotonated states of the
amine are studied; the deprotonated cases are shown. (Color representations: yellow - Au,
orange - S, green - C, blue - N, white - H)

where E(rQM , rMM) is the QM/MM potential energy. Geometry optimization is then con-

ducted on the QM-PMF surface using its gradient,

∂A(rQM)

∂rQM

=

〈

∂E(rQM , rMM)

∂rQM

〉

rMM

, (2)

where 〈· · · 〉rMM
indicates the ensemble average over the MM degrees of freedom. To compute

such ensemble average, the QM geometry is held fixed, while MM atoms are sampled using

molecular dynamics (MD) at the desired temperature. During the MD simulations, the

QM/MM potential energy is approximately decomposed in the following fashion ,

E(rQM , rMM) ≈ EQM(rQM) + EvdW
QM−MM(rQM , rMM) + Eelec

QM−MM(rQM , rMM) + EMM(rMM)

(3)

where EvdW,elec
QM−MM is the van der Waals/electrostatic contribution to the interaction between

QM and MM atoms, and EQM is the internal energy of QM atoms assumed to be independent

of the MM configuration. In this work, EQM is computed using a mean-field approximation,

and Eelec
QM−MM is approximated with the classical Coulombic interaction between MM partial

11
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charges and ESP charges for the QM atoms; different choices of ESP charges39,40 have

been tested and discussed briefly in the Supporting Information (Fig. S4, Table S5).

EvdW
QM−MM(rQM , rMM) and EMM(rMM) are evaluated with the standard MM force field. Our

recent analysis41 using simple solution reactions suggested that the decomposition in Eq. 3

leads to a satisfactory approximation to the true QM/MM potential function and its gradient,

although the lack of fully consistent electronic polarization in the mean-field approximation

leads to errors on the order of 1 kcal/(mol·Å) in the PMF gradient. To further enhance the

convergence of geometry optimization on the QM-PMF surface, an iterative scheme using

fixed MM ensembles and reference QM structure is adopted; for details, see the original work

of Yang and co-workers.12

The QM/MM-PMF calculations are conducted using an implementation into the simu-

lation package CHARMM42 that takes advantage of the efficient geometry optimization for

the QM region using Gaussian09. The system contains 580 gold atoms (31 treated as QM), a

single alkyl amine ligand (treated as QM) covalently attached to the gold surface through a

thiol-gold bond, and 5,944 water molecules in the form of a droplet of 35 Å radius. A solvent

boundary potential43 in the form of a quartic potential is applied to the water molecules near

the water/vacuum interface. Same as the gas phase QM/MM calculations, the QM region

(see discussion in Sect.3.3) is treated with the PBE-GD3 functional and the 6-31G(d) basis

for the main group elements; gold is described with the Lanl2DZ pseudo-potential and the

associated basis set.32 The MM region is described with the same force field parameters as

in the MM simulations discussed above; i.e., INTERFACE for gold and TIP3P for water.

Once the geometries for the parallel and vertical orientations are optimized using the

QM/MM-PMF, the relative free energy of the two orientations is computed using free energy

perturbation (FEP).44 In the FEP calculations, 23 windows are used to linearly interpolate

the coordinates and ESP charges of the QM atoms between the optimized parallel and

vertical structures, and the MM degrees of freedom are canonically sampled in each window

(20 ps equilibration + 100 ps production). The classical free energy results are augmented
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with contributions from the internal energy for the QM region (EQM in Eq. 3), which is

estimated by subtracting the interaction between QM ESP charges and MM charges from

the QM/MM electrostatic energy.41

3 Results and Discussions

3.1 MM simulations

3.1.1 Multiple ligand simulations

The preferred ligand orientation is observed to depend on both the surface and the ligand

density; the impact of protonation state of the amine is relatively minor (see discussions

below), and we focus on the deprotonated case in this subsection. At the high ligand density

(∼10 molecules/nm2), the ligands are expected to prefer the vertical orientation due to steric

repulsions. Indeed, at the diamond surface, the amine nitrogen-surface distance (dN,surface)

distribution (Fig. 4) features two sharp peaks at large distances of ∼6.7 and ∼7.5 Å, respec-

tively, which correspond to vertical orientations at the surface; the peak at larger dN,surface is

due to ligands in the very center of the surface, since they experience a higher degree of steric

repulsion from neighboring ligands and therefore adopt a more upright orientation compared

to those near the peripheral ligands (also see discussions below in Sect.3.1.2). On the gold

surface, the distribution is also bimodal but shifted toward notably smaller distances and is

much broader; the distribution reaches as small distances as ∼4 Å, which corresponds to an

almost parallel orientation.

At the moderate ligand density of 2-3 molecules/nm2, the ligands on the diamond surface

remain largely vertical, as reflected by the dN,surface distribution (also see Fig. 5a-b for a

snapshot); the multi-modal feature remains, although the peaks are shifted towards smaller

distances by ∼5 Å compared to the high density case. This trend is consistent with the

expectation that, at the lower ligand density, the surface ligands are able to sample broader

13
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(a)

Figure 4: The distribution of ligand nitrogen - surface distances (dN,surface) from MD simu-
lations of functionalized (111) diamond/gold surfaces immersed in water. For clarity, only
results for the deprotonated amine case is shown. Note that since the alkyl amine on the di-
amond surface does not have the thiol linker, to facilitate a fair comparison between the two
surfaces, the dN,surface value for the gold case is measured relative to the plane formed by the
sulfur atoms of the ligands; in all subsequent presentations for the single-ligand simulations
(Fig. 6 and Table 4), dN,surface is defined relative to the gold surface.
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ranges of orientations as driven by conformational entropy,45 leading to the shift of dN,surface

distribution towards smaller values. At the gold surface, the shift in the distribution is even

more dramatic; the distribution becomes unimodal and peaks around a distance slightly

larger than 4 Å. As shown by the snapshot in Fig. 5c-d, many surface ligands strongly

prefer a parallel orientation to remain close to the gold surface. In a recent experimental

study,4 the ligand density for the prepared gold nanoparticle was measured to be ∼4-5

molecule/nm2; at such a low density, results from current simulation suggest that a majority

of the ligands would adopt the parallel orientation at the gold/water interface, in stark

contrast to a functionalized nanodiamond surface. This difference in orientation is expected

to have a substantial impact on the chemical properties of these ligands, such as pKa and

reactivity. Therefore, we conduct further analysis on the intrinsic orientational preference of

a single alkyl amine ligand on the gold surface with additional quantitative calculations as

discussed below.

(a) (b) (c) (d)

Figure 5: Snapshots from MD simulations (top and side views) for functionalized (a-b) (111)
diamond surface and (c-d) (111) gold surface immersed in water with a moderate ligand
density of 2-3 mol/nm2; water and hydrogen termination for the diamond surface are not
shown for clarity; the amines are protonated. The snapshots show clear difference in ligand
orientations at different surfaces (Color representations: yellow - Au, green - C, blue - N,
white - H).
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Figure 6: Potential of mean force for a single alkyl amine ligand (both protonated and
deprotonated states are studied) at the (a) diamond/water and (b) gold/water interface.
The (111) surface is studied in both cases, and the distance from the amine nitrogen atom
to the surface (dN,surface is chosen as the reaction coordinate).

3.1.2 Classical Potential of Mean Force (PMF) for a single ligand at the surface

The PMF results further corroborate the qualitative findings from the unbiased multiple-

ligand MD simulations discussed above. At the diamond surface, regardless of the amine

protonation state, the PMF (Fig. 6a) has a well at a large amine N-surface distance of 6.7

Å, which corresponds to a vertical orientation that maintains a fair amount of rotational

entropy.45 The position of the well also corresponds to the locations of the major peak in

dN,surface distribution (Fig. 4) at moderate ligand density and of the secondary peak at high

ligand density; this confirms that the primary peak in the dN,surface distribution observed at

high ligand density reflects the steric repulsion among surface ligands that limits those in the

center to adopt very upright orientations. The PMFs for the protonated and deprotonated

amines are largely identical except at short dN,surface values; the protonated PMF goes up

more quickly than the deprotonated case, likely due to the larger desolvation penalty for a

protonate ligand as it approaches the surface.

At the gold/water interface, the PMFs (Fig. 6b) are qualitatively different from those

at the diamond/water interface. Regardless of the amine protonation state, the PMF has a

well at a short dN,surface value and increases rapidly at large dN,surface values. This trend is
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consistent with the observation from multiple-ligand MM simulations that the amine ligand

prefers a parallel orientation at the gold surface, presumably driven by favorable ligand/gold

interactions. Compared to the case of a protonated amine, the PMF for the deprotonated

case is shifted to shorter dN,surface values (e.g., the well is shifted from ∼4 Å to ∼3 Å); again,

this likely reflects the larger desolvation penalty for a protonate ligand as it approaches the

surface (also see discussions below in Sect.3.3).

In short, the PMF results for a single ligand at the diamond/water and gold/water

interfaces further confirm that the amine ligand has distinct orientational preferences at

the two surfaces. The preference to the parallel orientation at the gold surface reflects

the stronger ligand/gold interactions, which in principle may have contributions from both

electrostatic/induction (especially for a protonated amine14) and dispersion interactions.

Since the gold/ligand interaction is described entirely with Lennard-Jones potentials in the

INTERFACE force field used here, it is important to validate the MM results with QM and

QM/MM simulations, which we turn to next.

3.2 QM and QM/MM Gas Phase Calculation

In this section, we conduct various QM(/MM) calculations for gas-phase systems to establish

the proper QM level and QM region in subsequent QM/MM simulations in the condensed

phase.

3.2.1 QM Cluster Models

To identify the proper QM level to use for QM/MM calculations, we first compare various

DFT calculations to CCSD(T) results for the small cluster models shown in Fig. 2, which

probe both covalent and non-covalent gold-ligand interactions, although the non-covalent in-

teractions are of primary interest in this study. Since CCSD(T) is most reliable for systems

whose electronic wavefunction is dominated by a single reference, we evaluate the T1 diag-

nostics for all cases studied.46,47 As summarized in Table S1 in Supporting Information,
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the values are generally not much higher than 0.02, especially for the non-covalent cases; for

the covalent bonding situation described in Fig. 2a, the T1 diagnostics approaches 0.03 for

large Au-ligand distances, which might suggest less reliable predictions at the CCSD(T) lev-

els for the dissociation curve at large d values in Fig. 7a. For the binding energies of interest,

which are summarized in Table 1, the CCSD(T) results are expected to be reliable references.

Another point worth noting is that the CCSD(T) results depend sensitively on the size and

quality of the basis set; with the Hay-Wadt pseudo-potential and the corresponding basis

set (Lanl2TZ48) for gold, as shown in Fig. S2 and Table S2 in Supporting Information,

the energetics are substantially different, likely because the Hay-Wadt pseudo-potential and

basis were not parameterized for correlated calculations.

Table 1: Vertical binding energy (Ebd, in kcal/mol) calculated with CCSD(T) and errors for
various DFT functionals (in parentheses) for the systems shown in Fig. 2a

Method (a) (b) (c) (d)
CCSD(T) -69.7 -87.8 -3.4 -20.4
PBE (-2.5/2.2) (1.9/-4.3) (1.3/-0.2) (1.9/4.9)
PBE-GD3 (-11.3/-7.4) (-0.3/-6.6) (-2.0/-3.9) (-2.0/0.7)
B3LYP (11.8/17.9) (8.1/16.4) (3.8/3.3) (4.7/8.4)
B3LYP-GD3 (7.1/13.3) (4.3/12.6) (-1.8/-3.4) (-1.9/0.8)
M06 (3.8/9.9) (2.1/9.2) (-0.1/-0.4) (2.1/5.6)
M06-GD3 (3.3/9.4) (1.5/8.6) (-1.0/-1.2) (1.3/4.7)
PBE0 (4.3/10.2) (1.8/9.7) (2.6/1.7) (2.1/5.0)
PBE0-GD3 (1.5/7.4) (-0.6/7.3) (-0.9/-2.3) (-1.8/0.5)
B2PLYP (21.6/26.9) (13.0/15.6) (5.0/5.2) (6.0/10.0)
B2PLYP-GD3 (18.9/24.2) (10.7/13.3) (1.8/1.4) (2.3/5.7)
CAM-B3LYP (8.8/1.9) (0.2/-4.5) (3.2/-0.2) (3.1/4.9)
CAM-B3LYP-GD3 (5.6/-0.7) (-2.5/-5.9) (-0.7/-3.9) (-1.4/0.7)
TPSSh (4.6/9.7) (2.5/9.5) (3.1/1.5) (2.7/5.2)

a Basis set for CCSD(T): cc-pVTZ-pp for Au, with the g functions removed, cc-pVTZ for the main group

elements. Basis set for DFT: for values before the slash, the same basis set as CCSD(T) calculations; for

values after the slash, Lanl2DZ for Au, 6-31G(d) for the main group elements.

From the potential energy scans shown in Fig. 7, which use the same basis set for

CCSD(T) and DFT calculations, it is seen that B3LYP substantially underestimates both

covalent and non-covalent interactions; PBE calculations, by contrast, trace the CCSD(T)

results rather faithfully for all cases, with errors on the order of a few kcal/mol. The empiri-
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Figure 7: Potential energy scans using different methods for (a-b) covalent and (c-d) non-
covalent interactions between the amine ligand and gold clusters shown in Figure 2. The
variable for the horizontal axis, d, is indicated in Figure 2 with dash lines. Basis set: cc-
pVTZ-pp for Au with the g functions removed, cc-pVTZ for the main group elements.
Restricted and unrestricted references lead to identical results for all distances scanned here.
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cal dispersion27 contribution is relatively small, typically with a stabilization of 2-4 kcal/mol,

although larger contribution is also observed in certain cases. Since non-covalent interac-

tions are substantially weaker, the empirical dispersion correction makes a larger relative

contribution in those cases. For the non-covalent interactions shown in Fig. 7c-d, PBE and

PBE-GD3 results underestimate and overestimate the binding energy by a similar amount

as compared to CCSD(T).

In Table 1, comparison is made with additional density functionals, including M06,49 a

double-hybrid functional (B2PLYP50), a range-separation functional (CAM-B3LYP51) and

a meta-GGA functional (TPSSh52,53); some of them were found to be reliable for gold-ligand

interactions in previous benchmark calculations for smaller systems.28,29 Results here suggest

that PBE and PBE-GD3 are the most reliable for the systems of interest here. Moreover,

with these two functionals, using a substantially smaller basis set (Lanl2dz for Au and 6-

31G(d) for main group elements) does not lead to much larger errors. Therefore, in the

subsequent QM/MM calculations, which are computationally more demanding due to the

need of sampling (for the condensed phase), we use the PBE-GD3 approach with the smaller

basis set.

3.2.2 Gas phase QM/MM energy calculations

To identify the proper QM size in QM/MM simulations, gas phase QM/MM calculations for

the single amine ligand at the (111) surface of a gold slab are conducted with different layers

of gold atoms treated as QM (PBE-GD3); the quantity of interest is the relative energy of

the optimized parallel and vertical ligand orientations.

As shown in Table 2, both QM and MM regions contribute to the additional stabilization

of the parallel orientation over the vertical one, although the MM contribution (which is

entirely van der Waals in nature since the MM gold atoms do not bear any partial charge in

INTERFACE11) is relatively small and of a few kcal/mol; as expected, the MM contribution

does not differ significantly with different amine protonation states, and the contribution
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Table 2: Additional stabilization (in kcal/mol) of the parallel orientation over the vertical
orientation with different QM regions (see Figure 3) in gas-phase QM/MM and periodic
DFT calculationsa

∆EQM ∆EMM ∆Etot

QM/MM
single-layer 34.7/9.5 6.6/4.3 41.3/13.8
double-layer 12.9/2.9 7.3/5.8 20.2/8.7
triple-layer 24.1/13.0 4.6/3.9 28.7/17.0
quadruple-layer 27.5/18.4 1.8/1.7 29.3/20.1
Periodic DFTb — — 47.7/41.6

a Numbers before and after the slash are for the protonated and deprotonated amine cases, respectively. b

Computed using ligand orientations optimized by gas-phase QM/MM with the quadruple-layer QM model;

the gold slab is fully optimized at the periodic DFT level. Thus the periodic DFT results gives an upper

bound to the stability of the parallel orientation over the vertical one.

becomes rather small as the QM region extends to include four layers of gold atoms. The

QM contribution, by contrast, is substantially larger in magnitude. The QM contribution for

the protonated ligand is generally larger by ∼10 kcal/mol (except for the case of the single

layer model) than the deprotonated ligand; this is to be expected considering the highly

polarizable nature of gold. In terms of the QM size dependence, rather large differences are

observed as the QM region gradually increases from the single-layer to the triple-layer. The

difference between the triple-layer and quadruple-layer models, however, is more modest,

especially for the total (QM/MM) stabilization energy. Considering the balance between

accuracy and computational efficiency, we adopt the triple-layer QM region in the subsequent

condensed phase QM/MM free energy simulations.

Table 3: Amount of charge transfer from the ligand to the gold slab according to Hirshfeld
population analysisa for gas phase QM/MM and periodic DFT calculations.

Method Deprotonated, vertical Deprotonated, parallel Protonated, vertical Protonated, parallel
DFT/MM -0.075 0.016 0.119 0.333
Periodic DFT -0.088 0.057 0.275 0.563

a A full list of Hirschfeld charges is included in Table S3-S4 in Supporting Information.

Since bulk gold and most gold nanoparticles are metallic in nature, one question of interest

is whether treating a relatively small (∼30) number of atoms as QM describes the electronic

structure properly. To answer this question, we compare gas-phase DFT/MM and periodic
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 8: Hirschfeld charges for the ligand atoms in gas phase QM/MM (a-d) and periodic
DFT (e-h) calculations for the (a-b,e-f) protonated and (c-d,g-h) deprotonated alkyl amine
in different orientations. For clarity, the gold surface is not shown.
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DFT results (see next subsection) for the relative stability of the two ligand orientations at

the gold surface and also the corresponding charge distributions; in particular, a quantity of

interest is the amount of charge transfer from the ligand to the gold slab, especially when

the ligand adopts the parallel orientation. Results from the gas-phase QM/MM calculations

are summarized in Fig. 8a-d and Table 3; to facilitate comparison with the periodic DFT

calculations (see next subsection), we use the Hirshfeld population analysis54–56 in both sets

of calculations. As shown in Fig. 8a-d, partial charges on the ligand do not depend much on

the orientation; in total, the amount of charge transferred to the QM region is very modest

(≤0.1), except for the protonated amine in the parallel orientation, for which the amount of

charge transfer to the gold slab is 0.333e.

3.2.3 Periodic DFT calculations

In the periodic DFT calculations, the preference to the parallel orientation is very strong;

regardless of the initial orientation and amine protonation state, geometry optimization leads

to the parallel orientation. Since it is less straightforward to conduct minimization in the

presence of constraint in DMol3, to estimate the stabilization of the parallel orientation over

the vertical one, we take the ligand structure and its orientation relative to the gold surface

from gas-phase QM/MM minimizations and compute periodic DFT energy calculations. As

shown in Table 2, the calculations predict a significantly larger stabilization (∼40 kcal/mol)

to the parallel orientation. This is somewhat expected since the structure of the gold slab is

taken from periodic DFT optimization with a parallel ligand, thus such calculation gives an

upper bound to the stabilization of the parallel orientation. Similar to gas-phase QM/MM

results, the stabilization is less for the deprotonated ligand by ∼6 kcal/mol.

The Hirschfeld charges on the ligands in different protonation states and orientations

from the periodic DFT calculations are shown in Fig. 8e-h; they look generally similar

to those from the gas-phase QM/MM calculations (Fig. 8a-d). Summing up the ligand

charges leads to an estimate of the amount of charge transfer from the ligand to the gold
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slab. As shown in Table 3, the amount of charge transfer in the periodic DFT calculations

is generally larger in magnitude than the prediction of gas-phase QM/MM simulations; for

example, for the protonated amine in the parallel orientation, the amount of charge transfer

is 0.563e and 0.333e with periodic DFT and gas-phase QM/MM calculations, respectively.

Nevertheless, the general trends (i.e., the amount of charge transfer as a function of ligand

protonation state and orientation) are similar in the two types of calculations. Considering

that solvation will further stabilize charges on the ligand and therefore reduce the amount

of charge transfer to the gold slab, we conclude that the QM region in the current QM/MM

calculations is expected to provide a realistic description for the charge distribution at the

gold/water interface.

3.3 QM/MM Solution Simulations

The QM/MM-PMF minimizations lead to a local minimum for both the vertical and parallel

orientations; we emphasize that due to the statistical errors in the QM/MM-PMF gradient,41

a loose gradient threshold (RMS force ≤0.001667 hartree/bohr) is used in the geometry

optimization. As shown in Table 4, The optimized dN,surface values are closer to those from

gas-phase QM/MM minimizations than those from umbrella sampling using the MM model.

In particular, while all three calculations predict a similar dN,surface (∼3 Å) for the parallel

orientation of the deprotonated ligand, only MM simulation finds that the optimal dN,surface

value for the protonated ligand in the parallel orientation is shifted up by ∼1 Å; we note,

however, that the MM PMF also features a shallow local minima around dN,surface ∼ 3.5 Å

(Fig. 6b), which is ∼ 1 kcal/mol higher in free energy.

In terms of relative stability of the two ligand orientations, all three types of simulations

lead to the same trend that the parallel orientation is strongly preferred (Table 4). The

QM/MM-PMF and MM simulations find similar magnitudes of stabilization for the proto-

nated ligand (∼ 4−5 kcal/mol); for the deprotonated ligand, MM simulation gives a weaker

preference (∼7 kcal/mol) than QM/MM-PMF calculations (∼13 kcal/mol) to the parallel
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Table 4: Optimized vertical distance from amine nitrogen to the gold surface (dN,surface, in
Å) and stability (in kcal/mol) for the two ligand orientations in different simulations

Deprotonated Protonated
vertical parallel vertical parallel

dN,surface (Å)
Gas Phase QM/MMa 7.0 3.0 6.9 3.0
QM/MM-PMF 6.7 3.0 6.6 3.1
MM Umbrella Sampling 6.6 2.9 6.4 4.1/3.5b

Stability (kcal/mol)
Gas Phase QM/MMa 17.0 0.0 28.7 0.0
QM/MM-PMF 12.6 0.0 5.0 0.0
MM Umbrella Sampling 6.9 0.0 3.8 0.0

a The results for gas phase QM/MM are based on the triple-layer QM model (see Table 2), which is also

the QM region in the condensed phase QM/MM-PMF simulations. b The MM PMF features a shallow

local minimum at ∼3.5 Å (see Fig. 6b).
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Figure 9: Radial distribution functions of the water oxygen and hydrogen around the amine
nitrogen (gNO(r), gNH(r)) from the last iteration of QM/MM-PMF optimization, which con-
tains 100 ps of sampling; the dashed lines indicate the integrated radial distribution functions,
which give the number of water oxygen/hydrogen within a given distance from the amine
nitrogen (NNO(r), NNH(r)). For comparison, results from MM simulations are shown in Fig.
S3 in Supporting Information.
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orientation. The lower degree of stabilization for the protonated ligand in the parallel ori-

entation likely reflects the higher degree of desolvation penalty as the protonated amine

isomerizes from the vertical to the parallel orientation. This is illustrated by the radial dis-

tribution functions of water oxygen and hydrogen around the amine nitrogen (gNO, gNH) for

the ligand in different protonation states and orientations (Fig. 9). Within ∼6 Å of the

amine nitrogen, regardless of the protonation state, the vertical orientation features about

eight more water than the parallel orientation; the impact of such difference on the amine

solvation is expected to be larger in the protonated state due to its higher charge. Indeed,

using a linear response model,57 which estimates the relative solvation free energy of the

two protonation states by computing the differential solute-solvent interaction energies, the

protonated ligand has a higher solvation free energy than the deprotonated state by 112.6

and 106.0 kcal/mol in the vertical and parallel orientations, respectively. In other words,

solvation is expected to decrease the stability of the parallel orientation by an additional

∼6 kcal/mol when the ligand is protonated; this is consistent with the results from both

QM/MM-PMF and MM simulations shown in Table 4.

The effect of solvation is further highlighted by the comparison of gas-phase QM/MM

and solution phase results. In contrast to the solution phase, the protonated ligand has

a substantially larger preference (28.7 vs. 17.0 kcal/mol) to the parallel orientation. In

the absence of solvation, the protonated ligand interacts much more favorably with the

gold surface through electrostatic and induction effects than the deprotonated ligand. The

dramatic reversal of the trend in solution simulations underscores the importance of including

solvation effects for processes that occur at metal/water interface, especially when charged

species are involved.

Overall, the agreement between MM and QM/MM-PMF simulations for the gold/water

interface is not quantitative but encouraging. This is rather remarkable considering that the

MM model used here (INTERFACE) treats the gold atoms as neutral and non-polarizable

Lennard-Jones particles. This observation seems to suggest that the effective ligand-gold
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interaction in the condensed phase is largely dictated by dispersion type of interactions,

while electrostatic and induction effects, albeit being dominant in vacuum as reflected by

the gas-phase results (e.g, the modest impact of empirical dispersion shown in Fig. 7 and

significant dependence on the ligand protonation state shown in Table 2), are considerably

quenched by the solvent.

3.4 Experimental Observables

Finally, we briefly discuss whether the different ligand orientations at the gold surface can

be distinguished experimentally. Since the amine group features different environments in

the parallel and vertical orientations, especially in terms of interactions with the gold surface

and the level of solvation, we expect that spectroscopic techniques such as infrared58 and

Nuclear Magnetic Resonance (NMR)59,60 are able to distinguish the two orientations. To

motivate future experimental studies, we compute the NMR chemical shifts for the amine

group when the ligand adopts different orientations at the gold surface; to ensure that all gold

atoms close to the amine in the parallel orientation are treated at the QM level, a slightly

larger QM region than the triple-layer QM/MM model is used for the NMR chemical shift

calculations (see Fig. S5 in Supporting Information). As shown in Table 5, regardless

of the protonation state, the closer proximity to the gold surface in the parallel orientation

indeed leads to significant perturbations in the chemical shifts of the amine group and the

carbon covalently bond to it. The nitrogen chemical shift is perturbed by more than 20

ppm, while those for the amine protons are also perturbed significantly, especially for the

proton pointing toward the surface. For the carbon chemical shift, large difference (8-10

ppm) is observed between the two orientations for the protonated amine; by comparison,

previous DFT calculations and 13C solid state NMR studies60 found an effect of 15-30 ppm

for a carboxylate group when citrate binds to a gold nanoparticle. The basic trend and

magnitude of perturbation remain largely similar with and without an implicit solvent model,

suggesting that direct interaction with the nearby gold atoms dominates perturbations in
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the chemical shifts. Therefore, we encourage future NMR studies to further characterize the

binding modes of alkyl amines at the surface of gold nanoparticles in water.

Table 5: NMR chemical shifts (in ppm) for the amine group from cluster PBE calculations
with and without an implicit solvent (PCM) contributiona

Deprotonated Protonated
Gas phase vertical parallel vertical parallel
N 47.0 71.9 57.8 77.9
C 51.6 55.6 55.2 46.7
H 0.5 2.7 4.6 10.5
H 0.6 1.1 4.4 3.4
H - - 5.2 3.9

Deprotonated Protonated
PCMb vertical parallel vertical parallel
N 41.7 72.9 56.4 74.2
C 51.0 52.5 53.3 45.4
H 0.7 6.2 4.8 9.2
H 0.8 3.1 4.7 3.7
H - - 5.3 3.3

a The Gauge-Independent Atomic Orbital (GIAO) method61–65 is used to calculate the NMR chemical

shifts for the amine group and the carbon covalently bound to it; for a snapshot of the cluster model used

in the calculations, see Fig. S5 in Supporting Information. Basis set: Lanl2DZ32 for Au and

aug-cc-pVTZ66,67 for the main group elements. The references are TMS/NH3 (in the gas phase) for

C,H/N. b The integral equation formalism variant of the polarizable continuum model (IEFPCM)68–70 is

applied with the UFF set of atomic radii.71
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4 Concluding Remarks

To understand the chemical properties of ligands at nanoparticle surfaces, such as their

titration state, reactivity and binding with other molecules, it is crucial to determine the

conformational properties of the ligands. While great progress is being made to integrate

computations with multiple experimental approaches to determine the properties of surface

ligands of nanoparticles,59,60 most computations are limited to static DFT calculations, which

do not sample the conformational heterogeneity of the ligands, nearby solvent and other

species in solution (e.g., counter ions and other small solutes). Therefore, it is valuable

to supplement DFT calculations with molecular dynamics (MD) simulations for a better

characterization of nanoparticle/solution interfaces. Since MD simulations are most efficient

with force field models, it is important to carefully calibrate force field models with QM

based calculations and whenever possible, experimental data. The general challenge in this

context is to establish calibration strategies that integrate QM calculations in the realistic

condensed phase situations that force field models are developed for.

In this study, using a simple example of an alkyl amine ligand grafted to the surface

of gold (111) surface, we illustrate the integration of multiple computational methods to

analyze physical properties of solid/water interface; the findings are expected to apply to

nanoparticle/water interface as well. The protocol involves using a correlated ab initio

(CCSD(T)) method to first calibrate DFT as the QM approach, which is then used in

QM/MM simulations to compute relevant free energy quantities at the gold/water interface;

gas-phase QM/MM and periodic DFT calculations are used to determine the proper QM

size in the QM/MM simulations. Finally, QM/MM free energy results are compared with

those from MM simulations to explicitly calibrate the force field model for the gold/water

interface; involving QM/MM calculations is crucial because it is generally not appropriate

to compare empirical force field results with high-level QM calculations in the gas phase,

and the key ingredient that makes the protocol feasible is the adaptation of the minimum

free energy path approach of Yang and co-workers,12 which decouples the sampling of the
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QM(DFT) atoms and MM atoms.

The specific free energy quantity of interest here is the relative stability of two ligand ori-

entations at the gold/water interface, referred to as parallel and vertical orientations. While

the vertical orientation is preferred at the diamond/water interface, MM simulations suggest

that the parallel orientation is favored at the gold/water interface, even at a moderate ligand

density close to that for functionalized gold nanoparticles prepared in recent experimental

studies; such a difference is expected to impact the pKa and thus charge properties of the lig-

ands and, in turn, the interaction between the gold nanoparticle with other (bio)molecules in

solution. We have shown through NMR chemical shift calculations that the two orientations

in principle can be distinguished based on N/C/H chemical shifts; we hope our calculations

motivate future experimental studies, along the lines of Refs. 59,60.

Our calculations find that the widely used PBE functional in materials studies is one of the

most reliable functionals for the gold-ligand interaction of interest; the impact of empirical

dispersion (GD3) is found to be modest, presumably because the ligand is relatively small

in size. PBE-GD3/MM simulations generally support the finding of the MM simulations,

in terms of the geometry and stability of the two orientations for both protonation states

of the amine ligand. The general agreement is encouraging since the the INTERFACE

model used here treats the gold atoms as non-polarizable Lennard-Jones particles. Thus

the results support the use of a van der Waals model to effectively describe gold/ligand

interactions in the condensed phase as contributions from electrostatic and induction are

significantly quenched by solvation. Indeed, while the parallel orientation is much favored

by the protonated amine in gas phase QM/MM and periodic DFT calculations, it is the

deprotonated ligand that exhibits a higher degree of preference toward the parallel orientation

in solution; although the MM model does not capture the dramatic difference between the

two protonation states in the gas-phase, the solution phase results are consistent with the

QM/MM simulations. These observations highlight the importance of treating solvation

for charged systems at the metal/water interface, and the need of using condensed phase
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simulations to calibrate empirical force field models.

At the quantitative level, the discrepancy between the MM and QM/MM results (Ta-

ble 4) suggests potential improvement of the force field model, such as explicitly including

electronic polarization, which has been incorporated in a recent gold force field72 and also

being developed for INTERFACE (Heinz, private communication). Both QM/MM and pe-

riodic DFT calculations in the gas phase reveal a non-trivial amount of charge transfer from

the ligand to the gold slab (with a Hirschfeld population scheme), similar to observations

from recent DFT analysis of citrate-gold surface interactions.60 Since solvation is expected

to stabilize ligand charge, whether it is essential to explicitly treat charge transfer effects

in force fields73 for gold remains to be analyzed systematically in the future. In addition,

while QM/MM calculations with about 30 gold atoms treated at the QM level qualitatively

agree with periodic DFT calculations in the gas-phase, there are also quantitative differences

in terms of energetics and charge distributions (see Tables 2 and 3). Future efforts to bet-

ter couple QM with polarizable MM74–76 will further improve the quantitative accuracy of

QM/MM simulations for materials/solution interfaces.

Finally, we note that the technical issues discussed here are not limited to nanoparti-

cle/solution interfaces, but relevant to many other problems that involve both inorganic/metallic

and organic/biomolecular components, such as heterogeneous catalysis,77 biomineraliza-

tion78 and electrochemistry.79 Therefore, we expect that our strategy of integrating mul-

tiple computational approaches to cross-validate each other is applicable to a broad range

of complex interfacial systems.
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