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Abstract—Hybrid analog/digital precoding architectures are
a low-complexity alternative for fully-digital precoding in
millimeter-wave (mmWave) MIMO wireless systems. This is
motivated by the reduction in the number of radio frequency and
mixed signal hardware components. Hybrid precoding involves
a combination of analog and digital processing that enable both
beamforming and spatial multiplexing gains in mmWave systems.
This paper develops hybrid analog/digital precoding and combin-
ing designs for mmWave multiuser systems, based on the mean-
squared error (MSE) criteria. In the first design with the analog
combiners being determined at the users, the proposed hybrid
minimum mean-squared error precoder (MMSE) is realized
by minimizing the sum-MSE of the data streams intended for
the users. In the second design, both the hybrid precoder and
combiners are jointly designed in an iterative manner to minimize
a weighted sum-MSE cost function. By leveraging the sparse
structure of mmWave channels, the MMSE precoding/combining
design problems are then formulated as sparse reconstruction
problems. An orthogonal matching pursuit-based algorithm is
then developed to determine the MMSE precoder and combiners.
Simulation results show the performance advantages of the
proposed precoding/combining designs in various system settings.

Index Terms—Millimeter wave, multiple-input multiple-output
(MIMO), antenna arrays, beamforming, precoding, sparse recon-
struction, minimum mean squared-error (MMSE).

I. INTRODUCTION

Millimeter-wave (mmWave) communications has emerged
as one of the most promising candidates for future cellu-
lar systems due to the large and underexploited mmWave
band [1]–[5]. MmWave systems need large antenna arrays to
provide array gain and achieve reasonable link margin [6].
Interestingly, packing a large number of antenna elements in
a sizable space in mmWave systems is possible due to the
band’s short wavelength. The large antenna arrays also enable
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MIMO communication strategies, e.g., multiuser MIMO [7],
[8].

Multiuser precoding involves assigning the weight vectors
for different mobile-stations (MS) before transmitting through
the multiple antennas of the base-station (BS). Proper selec-
tion of weight vectors enables spatial separation among the
users and thus supports multiplexing multiple data streams.
In conventional MIMO system at lower frequencies, precod-
ing is performed at baseband by a digital signal process-
ing unit. Such a design requires a dedicated RF chain for
each antenna element [6]. Unfortunately, the high cost and
power consumption of current mmWave mixed-signal hard-
ware technologies make fully digital transceiver architectures
impractical [9]. Therefore, mmWave systems need suitable
MIMO architectures and signal processing algorithms [10].
Recent work in precoding/combining designs for mmWave
systems has advocated the use of hybrid analog/digital pre-
coders/combiners [6]–[8], [11]–[13]. In this hybrid structure,
the analog precoder/combiner allows the beamforming gain,
while the digital precoder/combiner provides the multiplexing
gain. Analog beamforming/combining can be implemented
with phase-shifters [2], [6], [14], switches [9], or even a lens
[15], [16]. With phase-shifters, the relative phases of the RF
signals are changed to steer the transmit/receive beams in the
desired directions [17]. The phase changes might be digitally
controlled and thus have only quantized values [8].

Hybrid precoding/combining for single-user mmWave sys-
tems has been investigated in [6], [12], [18], [19]. These papers
exploit the limited scattering nature of the mmWave channel to
develop low-complexity hybrid precoding algorithms. It was
shown that hybrid precoding/combining with RF beamsteering
codebook is capable of achieving a near-optimal performance
to the fully digital design [6]. An algorithmic solution, based
on the orthogonal matching pursuit (OMP) algorithm [20], was
proposed in [6] to reconstruct such hybrid precoder/combiner.
Further improvements to the algorithm in terms of complexity
were addressed in [18], [19]. Additional performance gain
in hybrid precoding/combining can be obtained by freely
optimizing the RF precoder and combiner without restrict-
ing them to pre-defined codebooks [21]. Such an approach,
though, comes with higher computational complexity due to
the treatment of nonconvex constraints on the RF precoder and
combiner.

Hybrid precoding/combining was also studied for multiuser
mmWave systems [7], [8], [22], [23]. In [7], [8], a two-stage
hybrid precoding design was proposed. In the first stage, the
MS and the BS jointly select a “best” combination of RF
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combiner and RF beamformer to maximize the channel gain
to that particular MS. The baseband digital precoder is then
derived as a zero-forcing (ZF) precoder by inverting the effec-
tive channel. In [22], an iterative hybrid precoding/combining
algorithm exploiting channel reciprocity was proposed for
multiuser systems with single-stream transmission for each
user. The work in [23] established the required number of RF
chains and phase-shifters such that hybrid precoding achieves
the same performance as that of the digital precoding. The
study in [23], however, is limited to the case of single-antenna
users.

In this paper, we examine a multiuser mmWave system sim-
ilar to that in [7], [8], albeit under a more general setting where
each user is equipped with multiple RF chains. Such a general
setting was investigated in recent papers [24]–[26]. The work
[24] proposed a three-step hybrid precoding/combining design:
finding the “best” RF combiner at each MS, finding the
RF precoder by co-phasing the effective channel to each
MS, and imposing a baseband block-diagonalization (BD)
precoder. In [25], hybrid precoding was designed to minimize
its performance gap to the fully digital precoding. The work
in [26] showed that hybrid precoding structure can realize any
digital precoder exactly if the number of RF chains is twice
the total number of data streams. For cases with fewer number
of RF chains, a heuristic hybrid precoding design that obtains
a close performance to that of digital precoding design was
proposed in [26]. Note that the near-exact or exact perfor-
mance obtained by hybrid precoding designs in [24], [26],
[27] may require infinite resolution phase shifters, which is
challenging to realize in practice. Hybrid precoding/combining
was studied in [28] for interference channel with multiple pairs
of transmitters and receivers. By first deriving optimal MMSE
transmit and receive filters, [28] then tried to approximate
the hybrid precoders and combiners, respectively, with pre-
defined RF codebooks. We note that recent work in [23],
[29]–[31] has proposed hybrid precoding/combining designs
for wideband mmWave systems. Nevertheless, hybrid pre-
coding/combining in narrowband mmWave systems has still
attracted a majority of research attention [6]–[8], [12], [18],
[19], [21], [22], [24]–[28]. In this paper, we focus our study on
narrowband mmWave systems, where minimum mean-squared
error (MMSE)-based hybrid precoding/combining designs are
being proposed.

In a early version of this paper [32], we proposed a hybrid
MMSE precoding design for multiuser mmWave systems
where each MS is equipped with a single RF chain. In this pa-
per, we propose two new hybrid MMSE precoding/combining
designs for multiuser mmWave systems in a more general
setting where each MS can be equipped with multiple RF
chains. The proposed designs assume finite RF beamforming
codebooks at both the BS and MSs and the sparse structure
of mmWave channels. The main contributions of paper can be
summarized as follows:
• Proposing a hybrid MMSE precoding algorithm for mul-

tiuser mmWave system without prior knowledge of a
fully digital precoder as in [6], [28]. In this algorithm,
the RF combiners are determined separately at the MSs,
whereas the digital baseband and analog RF precoders are

jointly optimized to minimize the sum-MSE of the data
streams intended for the MSs. We show that this sum-
MSE minimization problem resembles the problem of
sparse signal recovery with multiple measurement vectors
[33]. We thus develop an algorithmic hybrid MMSE
precoding solution, which is based on the concept of
OMP [20]. The key difference in our proposed algorithm
to the OMP-based algorithm in [6] is that the baseband
precoder is derived as a closed-form MMSE solution
instead of a least-square solution. In addition, a joint
design of the RF precoder for all users with an MMSE
baseband precoder potentially offers better sum-rate than
the two-stage hybrid ZF precoder in [8].

• Proposing a hybrid weighted MMSE (WMMSE) precod-
ing/combining algorithm where the hybrid precoder and
hybrid combiners are jointly optimized. In this algorithm,
the hybrid precoder and hybrid combiners are updated in
an iterative manner to minimize a weighted sum-MSE
cost function. Due to equivalence between the weighted
sum-MSE and sum-rate functions [34], the proposed
algorithm can attain a locally maximum system sum-rate
as well. The iterative nature of this algorithms also enable
the hybrid combiners at the MSs to match better with
the hybrid precoder at the BS and vice versa, compared
to the proposed hybrid MMSE precoder. Therefore, it
provides much better performance than the first proposed
algorithm, albeit with higher complexity.

Simulation results show significant sum-rate performance ad-
vantages of the proposed hybrid precoding/combining designs
over previous designs in various system settings. In addition,
the two proposed designs show a similar performance growth
as obtained by fully digital precoding/combining designs,
either with the signal-to-noise ratio (SNR) or with the number
of users in the system.

The rest of the paper is organized as follows. In Section
II, the channel and multiuser system models are described. In
Section III, a two-stage hybrid BD is presented as a gener-
alization of two-stage hybrid ZF precoding [8] to the system
with multiple-RF-chain MSs. The two-stage hybrid designs
serve as a benchmark for comparison to the proposed MMSE-
based precoding/combining designed presented in Section IV
and Section V, respectively. Simulation results are presented
in Section VII before concluding the paper in Section VIII.

Notation: (X)>, (X)∗, and X† denote transpose, conjugate
transpose (Hermitian operator), and pseudo-inverse of a matrix
X; ‖x‖0 and ‖x‖ denote norm-0 and Euclidean norm of
a vector x, whereas ‖X‖F denotes the Frobenius norm of
X; Tr{X}, |X| denote the trace and determinant of X;
diag(A) is a vector formed by the diagonal elements of A
whereas diag(a1, . . . , aL) is an L × L diagonal matrix with
the diagonal elements (a1, . . . , aL); blkdiag(A1, . . . ,AK) is
a block diagonal matrix formed by matrices (A1, . . . ,AK); IL
denotes an L×L identity matrix; E[·] denotes the expectation;
N (m,R) is a complex Gaussian random vector with mean m
and covariance R.
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II. SYSTEM MODEL

A. MmWave Channel Model

One of the main characteristics of the mmWave channel
is the limited number of scatterers in its propagation path.
Measurement results [3], [35], [36] have shown that there are
fewer dominant scatterers are mmWave due to the significance
of blockage and the reduced effects of diffraction. Due to
the short wavelength in mmWave, a transmitted signal does
not reflect well with surrounding environment. As the signal
disperses due to roughness of the reflecting surface, it loses
power. In this paper, we adopt the extended Saleh-Valenzuela
geometric model for the considered mmWave channel [6],
[37], [38]. Let Nt and Nr be the numbers of transmit antennas
at the BS and receive antennas at a MS, respectively. The
channel Hi ∈ CNr×Nt from the BS to MS-i can be modeled
as

Hi =

√
NrNt

Li

Li∑
l=1

αi,lar(φ
r
i,l, θ

r
i,l)a

∗
t (φt

i,l, θ
t
i,l) (1)

where Li is the number of propagation paths, αi,l is the
complex gain of the lth path, including the path loss with
αi,l ∼ N (0, σ2
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]
. Since mmWave channels

are expected to have limited scattering [36], a small number
of propagation paths Li is assumed, relatively to the number
of transmit antennas Nt.

The array response vectors ar(φ
r
i,l, θ

r
i,l) and at(φ

t
i,l, θ

t
i,l)

only depend on the transmit and receive antenna array struc-
tures. Two commonly-used antenna array structures are the
uniform linear array (ULA) and the uniform planar array
(UPA). While the following algorithms and results presented
in this work are applicable to any antenna arrays, we use UPAs
in the simulations of Section VII.

B. Multiuser MIMO Signal Model

Consider a downlink MIMO multiuser system shown in Fig.
1 in which a BS is communicating with K independent remote
MSs. In this system, the BS is equipped with NRF

t RF chains,
whereas each MS is equipped NRF

r RF chains. Hence, each
MS can support up to NRF

r data streams. We assume that
KNRF

r ≤ NRF
t so that the BS is capable of multiplexing

KNRF
r concurrent data streams of the K MSs.

In this paper, we consider a narrowband block-fading chan-
nel model as in [6], [8], [15]. At first, the BS applies a
NRF

t × KNRF
r baseband precoder FB = [FB1

, . . . ,FBK ],
where FBi ∈ CNRF

t ×N
RF
r is the baseband precoding matrix

applied to the information symbol vector intended for MS-i,
si ∈ CNRF

r . Following the baseband precoding and RF pro-
cessing steps through the NRF

t RF chains, the BS then applies
an Nt × NRF

t RF precoding matrix FR on its transmitted
signal. Given Fi = FRFBi as the combined BS precoding

matrix for MS-i, the transmitted signal at the BS can be
modeled as

x =
K∑
i=1

Fisi = Fs (2)

where F = [F1, . . . ,FK ] ∈ CNt×KNRF
r and s =

[s>1 , . . . , s
>
K ]>. It is assumed that the information symbols

are independent for each MS and have unit power, i.e.,
E[sis

∗
i ] = IRRF

r
, and E[sis

∗
j ] = 0 for j 6= i. To meet the

total power budget of P at the BS, the precoding matrix Fi’s
are constrained by

∑K
i=1 Tr{FiF∗i } ≤ P .

Given Hi ∈ CNr×Nt as the downlink channel from the BS
to MS-i, the received signal at MS-i can be modeled as

yi = Hix + zi = HiFisi + Hi

K∑
j 6=i

Fjsj + zi (3)

where the noise zi is assumed to be N (0, σ2INr
).

Let W∗
Ri
∈ CNRF

r ×Nr and W∗
Bi
∈ CNRF

r ×N
RF
r be the

RF combiner and baseband equalizer, respectively, at MS-i.
Denote W∗

i = W∗
Bi

W∗
Ri

as the combined receive filter to
process the received signal yi, which results in the estimated
signal vector at MS-i

ŝi = W∗
iHiFisi + W∗

iHi

K∑
j 6=i

Fjsj + W∗
i zi. (4)

We assume that FR and WRi ’s are implemented using
analog phase shifters. Thus, their entries are of constant
modulus. We normalize these entries to satisfy

∣∣[FR

]
m,t

∣∣ =
1√
Nt

and
∣∣[WRi

]
n,r

∣∣ = 1√
Nr
,∀i. Due to the constraints on

RF hardware, the analog beamforming/combining vectors can
only take on certain quantized angles of the phase-shifters.
Therefore, these vectors should be selected from finite-size
codebooks. Inspired by the good performance of single user
precoding algorithms [6] and multiuser precoding algorithms
[7], [8] which relied on RF beamsteering vectors, we will
adopt the the beamsteering codebooks for the analog beam-
forming/combining vectors. In this case, the analog beam-
forming/combining vectors have the same form of the array
response vector and thus can be parameterized by quantized
azimuth and elevation angles [6].

Let F represent the analog beamforming codebook, with
cardinality |F| = 2NφNθ , where Nφ and Nθ are the numbers
of azimuth and elevation quantizing bits, respectively. Then,
F consists of vectors in the form at

(
2πkφ

2Nφ
, 2πkθ

2Nθ

)
, for the

variables kφ taking on values 0, 1, . . . , 2Nφ − 1 and the
variables kθ taking on values 0, 1, . . . , 2Nθ − 1. The analog
combining codebook Wi can be similarly defined for MS-i.

Denote Ri = W∗
Bi

W∗
Ri

(
Hi

∑K
j 6=i FRFBjF

∗
Bj

F∗RH∗i +

σ2INr

)
WRiWBi as the covariance matrix of the total in-

teruser interference plus noise at MS-i. Under Gaussian sig-
naling, the achievable rate for the transmission to MS-i is

Ri = log
∣∣INRF

r
+ R−1

i W∗
BiW

∗
RiHiFRFBi

×F∗BiF
∗
RH∗iWRiWBi

∣∣. (5)

In this paper, we are interested in jointly designing the
baseband precoder, RF precoder, RF combiner and baseband
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Fig. 1. Diagram of a mmWave multiuser system with hybrid analog/digital precoding and combining.

equalizer to maximize the system sum-rate. This optimization
can be stated as

maximize
FR,FB1

,...,FBK
WB1 ,...,WBK

K∑
i=1

log
∣∣INRF

r
+ R−1

i W∗
Bi

W∗
Ri

HiFRFBi

×F∗BiF
∗
RH∗iWRiWBi

∣∣ (6)

subject to FR ∈ F , WRi ∈ Wi,∀i
K∑
i=1

Tr
{
FRFBiF

∗
BiF

∗
R

}
≤ P.

In general, the optimization in (6) is a nonconvex prob-
lem due to the presence of the variables {FR,FBi} and
{WRi ,WBi} in the interference plus noise term Ri and the
multiplication of the variables. In addition, the nonconvex
constraints on FR and WRi ’s make the optimization problem
even more challenging to solve. Thus, obtaining a globally
optimal solution of problem (6) is not only complicated, but
also intractable for practical implementation. Instead, by tak-
ing advantage of the sparse-scattering property in the mmWave
propagation environment, we then develop low-complexity,
yet efficient hybrid analog/digital precoding and combining
algorithms for sum-rate maximization problem (6).

III. TWO-STAGE HYBRID BLOCK-DIAGONALIZATION
PRECODING/COMBINING

In recent papers [7], [8], hybrid multiuser ZF precoding
has been developed for multiuser mmWave systems, where
each MS is equipped with one RF chain. In this section, we
generalize the two-stage multiuser hybrid precoding design
algorithm proposed in [7], [8] to the system with multiple-
RF-chain MSs. In the first stage of the algorithm, RRF

r “best”
RF single-user RF precoding/combining vector pairs for each
MS-i are selected to maximize the signal power for user-i

while overlooking the inter-user interference, i.e.,

(f
(1)
Ri
,w

(1)
Ri

) = arg max
wRi
∈Wi

fRi∈F

∣∣w∗RiHifRi
∣∣ (7)

...
(f

(RRF
r )

Ri
,w

(RRF
r )

Ri
) = arg max

wRi
∈Wi\

{
w

(1)
Ri
,...,w

(RRF
r −1)

Ri

}
fRi∈F\

{
f
(1)
Ri
,...,f

(RRF
r −1)

Ri

}
∣∣w∗RiHifRi

∣∣.

MS-i then sets WRi = [w
(1)
Ri
, . . . ,w

(RRF
r )

Ri
] as its RF com-

biner, whereas the BS forms its RF precoding matrix as FR =

[FR1
, . . . ,FRK ] with FRi = [f

(1)
Ri
, . . . , f

(RRF
r )

Ri
]. Effectively,

H̄i , W∗
Ri

HiFR can be regarded as the downlink channel
to MS-i. In the second stage of the algorithm, a baseband BD
precoder [39] can be derived, based on the effective downlink
channels to all the users.

Remark 1: While being simple to implement, ZF or BD
precoding performs poorly at low signal-to-noise ratio (SNR)
regime, since the multiuser interference suppression comes
with the expense of noise enhancement. In addition, the
performance of ZF or precoding does not grow linearly in
fully loaded systems where the number of users is the same
as the number of transmit antennas [40], [41]. In the two-stage
algorithm proposed in [8], a ZF baseband precoder is designed
to serve K users by using only K RF chains. Similarly, KNRF

r

RF chains will be used in this two-stage hybrid BD precoder
even if NRF

t > KNRF
r . Thus, the drawbacks of the baseband

ZF and BD precoders may become the limiting factor to the
system sum-rate performance with increasing number of users
K.

IV. HYBRID MMSE PRECODING DESIGN WITH
PRE-DETERMINED RF COMBINERS

In this section, we are interested in proposing a multiuser
hybrid precoding design when the RF combiner at each MS is
pre-determined. Unlike the approach mentioned in Section III,
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where the RF beamformer/combiner is obtained independently
for each BS-MS link, the proposed approach allows a joint
design of RF and baseband precoders for all the MSs.

In the first stage, each MS-i independently decides its RF
combining matrix WRi to maximize its downlink channel
gains while ignoring the inter-user interferences. Specifically,
the RRF

r RF combining vectors at MS-i are selected as follows:

w
(1)
Ri

= arg max
wRi
∈Wi

∥∥w∗RiHi

∥∥
...

w
(RRF

r )
Ri

= arg max
wRi
∈Wi\

{
w

(1)
Ri
,...,w

(RRF
r −1)

Ri

}∥∥w∗RiHi

∥∥. (8)

MS-i then sets WRi = [w
(1)
Ri
, . . . ,w

(RRF
r )

Ri
] as its RF combiner.

Denote H̃i , W∗
Ri

Hi ∈ CNRF
r ×Nt as the effective channel

from the BS to MS-i and z̃i , W∗
Ri

zi as the colored noise at

MS-i. Also denote R̃i = W∗
Bi

(
H̃i

∑K
j 6=i FRFBjF

∗
Bj

F∗RH̃∗i+

σ2W∗
Ri

WRi

)
WBi .

In the second stage, the optimal hybrid precoder and the
baseband equalizer by solving problem (6) with known RF
combiners WRi . Even so, the sum-rate maximization is still
a nonconvex problem/ In this section, iwe first examine a
suboptimal and non-iterative fully-digital MMSE precoder and
its spatially sparse approximation. We subsequently propose
our hybrid MMSE precoding design counterpart.

A. A Fully Digital MMSE Multiuser Precoding Design

To address the drawbacks of BD precoding as mentioned
in Remark 1, several MMSE-based multiuser precoding tech-
niques have been proposed, including a joint iterative method
[42] and non-iterative methods [41], [43]. The aim of MMSE
precoding is to generate the transmit precoder which results
in the received signal vector ŝ = [ŝ1, . . . , ŝK ]> as close
as possible to the original signal vector s. With a fully
digital MMSE precoder, an Nt ×NRF

r precoder FMMSE
i is

employed in place of FRFBi . Let T = [T1, . . . ,TK ] be an
unnormalized MMSE precoder at the BS and γ be the power
gain factor to meet the power constraint at the BS. Next, we
define U∗i and Vi as the unitary matrices employed at MS-i
and the BS in order to decompose the block channel HiTi into
parallel subchannels. Finally, the fully digital MMSE precoder
FMMSE
i for MS-i is constructed as

√
1/γTiVi, whereas the

baseband equalizer WBi at MS-i is given by
√
γUi.

Substitute FMMSE
i =

√
1/γTiVi and WBi =

√
γUi into

the received signal model in (4), the estimated symbol vector
at MS-i is given by

ŝi = U∗i H̃iTiVisi+U∗i H̃i

K∑
j 6=i

TjVjsj+
√
γU∗i z̃i. (9)

The estimated signal vectors for all MSs given (9) can be
stacked into one vector:

ŝ = U∗H̃TVs +
√
γU∗z̃ (10)

where H̃ = [H̃>1 , . . . , H̃
>
K ]>, T = [T1, . . . ,TK ], V =

blkdiag(V1, . . . ,VK), U = blkdiag(U1, . . . ,UK), and z̃ =

[z̃>1 , . . . , z̃
>
K ]>. An MSE-based optimization for designing the

precoder and combiner is to minimize the MSE cost function
E
[∥∥U∗iVisi − ŝi

∥∥2
]
. This cost function can be expanded as

K∑
i=1

E
[∥∥U∗iVisi − ŝi

∥∥2
]

=
∥∥U∗V −U∗H̃TV

∥∥2

F
+ γσ2

K∑
i=1

Tr{U∗iUi}

=
∥∥IKNRF

r
− H̃T

∥∥2

F
+ γKNRF

r σ2. (11)

Thus, the MSE minimization problem can be stated as

minimize
Tiγ

∥∥IKNRF
r
− H̃T

∥∥2

F
+ γKNRF

r σ2 (12)

subject to Tr
{
TT∗

}
≤ γP.

The optimization in (12) is a convex quadratic problem.
Its optimal solution, obtained via standard optimization tech-
niques, can be stated in closed-form as follows [44], [45]:

T =

(
H̃∗H̃ +

KRRF
r σ2

P
INt

)−1

H̃∗ (13)

whereas the optimal scaling factor γ is given by∑K
i=1 Tr

{
TiT

∗
i

}
/P . Finally, Ui and Vi are obtained

through the singular-value decomposition of H̃iTi, i.e.,
H̃iTi = UiDiV

∗
i where Di is a diagonal matrix.

B. Spatially Sparse MMSE Precoding

Given a fully digital MMSE precoder FMMSE =
[FMMSE

1 , . . . ,FMMSE
K ], a hybrid RF and baseband precoder

can be reconstructed such that FMMSE ≈ FRFB with FR ∈
F . Based on the sparse approximation framework, an OMP
algorithm was proposed in [6] for jointly designing hybrid
analog/digital precoder (FR,FB).

For ease of referencing, the pseudo-code of the OMP
algorithm [6] is presented in Algorithm 1. The algorithm finds
a solution to the sparsity constrained matrix reconstruction
problem

minimize
X̃B

∥∥B−CAX̃B

∥∥
F

(14)

subject to
∥∥diag

(
X̃BX̃∗B

)∥∥
0

= NRF∥∥AX̃B

∥∥2

F
= P (if applicable).

Depending on the parameters A, B and C, Algorithm 1 can
be used for sparsely approximating a digital precoder or a
digital combiner. Herein, A = [a1, . . . ,aL] contains pre-
defined RF beamforming vectors as its columns, and NRF

is the number of RF chains at the transmitter or receiver
whichever applicable. For a given RF precoder/combiner XR,
the baseband precoder/combiner XB obtained in step 9 of
Algorithm 1 is the solution to the unconstrained least-square
minimization

∥∥B −CXRXB

∥∥
F

. For spatially reconstructing
FMMSE into FRFB, the inputs to be passed into Algorithm 1
include: AF formed by stacking column-wise all the RF beam-
forming vectors in F , the digital MMSE precoder FMMSE

and P as the transmit power at the BS. We then obtain
(FR,FB) = Sparse TX RX(AF ,FMMSE, INt

, T, P ). Due
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Algorithm 1: Spatially Sparse Precoding/Combining Design
via OMP

1 Function: Sparse TX RX(A,B,C, NRF, P );
2 Inputs: A, B, C, NRF, and P (if applicable);
3 Outputs: XR, XB;
4 Xres = B;
5 XR = Empty;
6 for r ≤ NRF do
7 Φ = A∗C∗Xres;
8 k = arg max

l
[ΦΦ∗]l,l;

9 XR =
[
XR |A(k)

]
;

10 XB =
(
X∗RC∗CXR

)−1
X∗RC∗B;

11 Xres = B−CXRXB
‖B−CXRXB‖F

;

12 Normalize XB =
√
P XB
‖XRXB‖F

, if the power constraint is
active.

to the sparse reconstruction of the hybrid precoder from a
given MMSE precoder FMMSE, this precoding design will be
referred to as the “Two-stage Sparse MMSE Precoding”.

C. Proposed Hybrid MMSE Precoder

In this section, we propose a new hybrid MMSE precoding
structure with the objective of jointly minimizing the sum-
MSE of all data streams. Instead of approximating a hybrid
precoder to a known fully digital precoder FMMSE using
Algorithm 1, the proposed hybrid precoder can bypass the step
of deriving FMMSE. Denote TBi as an unnormalized baseband
precoder for MS-i that is used for inter-user interference
mitigation. Replacing Ti = FRTBi to the problem (12), we
arrive at a new optimization

minimize
FR,TB,γ

∥∥IKNRF
r
− H̃FRTB

∥∥2

F
+KNRF

r γσ2 (15)

subject to FR ∈ F
Tr
{
F∗RFRTBT∗B

}
≤ γP.

Herein, FR ∈ F is added to constrain the RF beamformers in
the codebook F .

We note that problem (15) is nonconvex due to the mul-
tiplication of the variables FR and TB and the nonconvex
constraint on FR. However, for a known RF precoder, problem
(15) becomes the convex problem (12) its optimal solution can
be derived in closed-form [46]:

TB =

(
F∗RH̃∗H̃FR +

KNRF
r σ2

P
F∗RFR

)†
F∗RH̃∗. (16)

whereas the optimal scaling factor is γ = ‖FRTB‖2F /P . Let
the SVD of the effective channel H̃iFRTBi be UiDiV

∗
i . The

optimal baseband precoder FBi is then given by
√

1/γTBiVi,
whereas the baseband combiner is set as WBi = Ui.

In order to find the RF precoder FR, we take a similar
approach as in [6] by restricting its search within a set of pre-
determined basis vectors in F . Our proposed hybrid precoder
is obtained from solving the optimization

minimize
T̃B,γ

∥∥IKNRF
r
− H̃AF T̃B

∥∥2

F
+KNRF

r γσ2 (17)

subject to
∥∥diag{T̃BT̃∗B}

∥∥
0

= NRF
t

Tr
{
A∗FAF T̃BT̃∗B

}
≤ γP

Algorithm 2: Proposed Hybrid MMSE Precoding via OMP

1 Inputs: H̃, AF , NRF
t , P ;

2 Outputs: FR, FB, WB;
3 Vres = I;
4 FR = Empty;
5 for r ≤ NRF

t do
6 Φ = AH

F H̃∗Tres;
7 k = arg maxl [ΦΦ∗]l,l;
8 FR = [FR|A(k)

F ];

9 TB =
(
F∗RH̃∗H̃FR +

KNRF
r σ2

P
F∗RFR

)†
F∗RH̃∗;

10 Tres =
I
KNRF

r
−H̃FRTB

‖I
KNRF

r
−H̃FRTB‖F

;

11 γ =
‖FRTB‖2F

P
;

12 for i ≤ K do
13 Perform the SVD: H̃iFRTBi = UiDiV

∗
i ;

14 Set WBi = Ui;
15 FBi = 1√

γ
TBiVi;

where the constraint FR ∈ F is embedded into
the objective function. Thanks to the sparsity constraint∥∥diag{T̃BT̃∗B}

∥∥
0

= NRF
t , no more than NRF

t rows of T̃B

are non-zero. These NRF
t non-zero rows are selected to form

the baseband precoder FB subject to a power scaling step,
whereas the corresponding NRF

t columns of AF are selected
to form the RF precoder FR. Since problem (17) resembles
optimization problems usually encountered in sparse signal
recovery, extensive literature on this topic can be readily used
to solve it. Here, we present an algorithmic solution based on
the concept of OMP [20], [47]. The pseudo-code for the hybrid
MMSE precoder solution is given in Algorithm 2. Our choice
of an OMP-based algorithm is to provide a direct comparison
the the OMP-based spatially precoding/combining solution in
Algorithm 1. We note that step 9 of Algorithm 2 utilizes the
solution (16) of the MSE minimization problem (17) as the
baseband precoder. This is the key difference to step 9 in
Algorithm 1.

V. HYBRID WMMSE PRECODING/COMBINING DESIGN

In this section, we seek to design hybrid mmWave precoders
(FR,FBi) and hybrid mmWave combiners (WRi ,FBi) to
maximize the total spectral efficiency. To this end, we first
revisit an iterative algorithm that is capable of achieving
a locally optimal digital precoder/combiner to the sum-rate
maximization problem. We then propose an iterative algo-
rithm to obtain the hybrid mmWave precoding/combining
(FR,FBi ,WRi ,FBi) counterpart.

A. A Locally Optimal Digital Precoding/Combining Design

When abstracting the receiver operation and dropping the
constraints on FR and WRi , a suboptimal solution to the sum-
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rate maximization problem (6) can be found based on the MSE
criterion [34]:

minimize
Wi,Ωi,Fi

K∑
i=1

[
Tr
{
ΩiE

D
i

}
− log |Ωi|

]
(18)

subject to
K∑
i=1

Tr {FiF∗i } ≤ P.

Herein, the MSE covariance matrix is defined as

ED
i = E

[
(si −W∗

i yi) (si −W∗
i yi)

∗ ]
. (19)

and Ωi is the weight matrix associated with ED
i . Problem

(18) is usually referred to as the minimization of weighted
mean squared error (WMMSE) problem in literature [34],
[48]. Although Problem (18) is still not a jointly convex
problem, it is convex over each set of variables Wi, Ωi and
Fi. A three-step iterative algorithm, namely WMMSE, was
then proposed in [34] to sequentially update Wi, Ωi and Fi
until convergence to a locally optimal solution. We denote such
solution as (Fopt

i ,Wopt
i ). Since the WMMSE algorithm can

only converge to a locally optimal solution, its performance
depends on its starting points. To address this issue, multiple
random initializations can be used and the best performing
solution is then chosen [48].

B. Spatially Sparse WMMSE Precoding/Combining

Given the fully digital WMMSE precoders and combin-
ers (Fopt

i ,Wopt
i ), Algorithm 1 can be recalled to find the

sparse hybrid precoder (FR,FBi) and hybrid combiners
(WRi ,WBi), respectively. For the precoder, we want to
jointly approximate Fopt , [Fopt

1 , . . . ,Fopt
K ] ≈ FRFB by

(FR,FB) = Sparse TX RX(AF ,Fopt, INt
, T, P ). For the

combiner at each MS, finding a sparse hybrid combining
structure is more involved. A hybrid combiner (WRi ,WBi)
that minimizes the MSE of the transmitted and received signals
at MS-i can be found by

minimize
WRi

,WBi

E
[∥∥si −W∗

BiW
∗
Riyi

∥∥2
]

(20)

subject to WRi ∈ Wi.

This problem is shown to equivalent to [6], [28]:
minimize
WRi

,WBi

∥∥∥E[yiy
∗
i ]

1
2

(
Wopt

i −WRiWBi

)∥∥∥
F

(21)

subject to WRi ∈ Wi

where E[yiy
∗
i ] = HiFoptF

∗
optH

∗
i + σ2INr .

Algorithm 1 can be readily applied to find the
sparse combiner at MS-i as (WRi ,WBi) =
Sparse TX RX

(
AWi ,E[yiy

∗
i ]

1
2 Wopt

i ,E[yiy
∗
i ]

1
2 , NRF

r

)
,

where AWi contains the RF receive beamsteering codebook
vectors in Wi. Hereafter, the hybrid precoder/combiner
obtained from the sparse reconstruction of the WMMSE
precoder/combiner is referred to as “Two-stage Sparse
WMMSE Precoding/Combining”.

C. Proposed Hybrid WMMSE Precoder/Combiner

Based on the algorithmic approach to obtain the digital
WMMSE precoder/combiner [34] and the proposed hybrid
MMSE precoder in Section IV-C, we seek to design a hybrid

WMMSE precoding/combining counterpart. We note that a
prior digital WMMSE precoder/combiner is not needed. In-
stead, all the variables (FR,FBi ,WRi ,FBi) are jointly de-
signed aiming to minimize a weighted sum-MSE cost function
as given in (18), i.e.,

minimize
WRi

,WBi
,Ωi

FR,FBi

K∑
i=1

[
Tr
{
ΩiE

HB
i

}
− log |Ωi|

]
(22)

subject to F ∈ F , WRi ∈ Wi,∀i
K∑
i=1

Tr
{
F∗RFRFBiF

∗
Bi

}
≤ P

where the MSE covariance matrix is given by

EHB
i

=E
[(

si −W∗
BiW

∗
Riyi

) (
si −W∗

BiW
∗
Riyi

)∗]
=
(
INRF

r
−W∗

BiW
∗
RiHiFRFBi

)(
INRF

r
−W∗

BiW
∗
RiHiFRFBi

)∗
+

K∑
j 6=i

W∗
BiW

∗
RiHiFRFBjF

∗
BjF

∗
RH∗iWRiWBi

+σ2W∗
BiW

∗
RiWRiWBi . (23)

Similar to the three-step iterative algorithm in devising
the digital WMMSE precoder/combiner, the proposed hybrid
WMMSE precoder/combiner is also obtained through three-
step iterative updates. At time-n, the iterative procedure is as
follows:

1) Update the hybrid combiners: Fixing the hybrid pre-
coder and the weight matrices at time-(n − 1) at (F̌R, F̌Bi)

and Ω̌i, the hybrid combiner (W
(n)
Ri
,W

(n)
Bi

) is given as the
solution of the optimization

minimize
WRi

,WBi

E
[∥∥si −W∗

BiW
∗
Riyi

∥∥2
]

(24)

subject to WRi ∈ Wi.

Following similar derivation steps to [6], it can be shown
that problem (24) is equivalent to

minimize
WRi

,WBi

∥∥∥E[y̌iy̌
∗
i ]

1
2

(
W

(n)
i −WRiWBi

)∥∥∥
F

(25)

subject to WRi ∈ Wi

where E[y̌iy̌
∗
i ] =

∑K
j=1 HiF̌RF̌Bj F̌

∗
Bj

F̌∗RH∗i + σ2INr
, and

W
(n)
i = E[y̌iy̌

∗
i ]
−1HiF̌RF̌Bi . Algorithm 1 is then applied to

find the sparse combiner at MS-i in which

(W
(n)
Ri
,W

(n)
Bi

)

= Sparse TX RX
(
AWi ,E[y̌iy̌

∗
i ]

1
2 W

(n)
i ,E[y̌iy̌

∗
i ]

1
2 , NRF

r

)
.

(26)

2) Update the weighted matrix: While fixing the hybrid
precoders at (F̌R, F̌Bi) and hybrid combiners at (W̌Ri ,W̌Bi),
the weight matrix at time-n is updated as

Ω
(n)
i =

(
INr
− W̌∗

BiW̌
∗
RiHiF̌RF̌Bi

)−1
. (27)
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Algorithm 3: Hybrid WMMSE Precoding via OMP

1 Inputs: Ȟ, At, NRF
t , P , Ω̌;

2 Outputs: F̌R, F̌Bi ;
3 Vres = I;
4 FR = Empty;
5 for r ≤ NRF

t do
6 Φ = AH

t Ȟ∗Tres;
7 k = arg maxl [ΦΦ∗]l,l;
8 FR = [FR|A(k)

t ];
9 ŤB as given in (29);

10 Tres =
Ω̌1/2

(
I
KNRF

r
−ȞF̌RŤB

)∥∥Ω̌1/2
(

I
KNRF

r
−ȞF̌RŤB

)∥∥
F

;

11 γ =
‖F̌RŤB‖2F

P
;

12 FBi =
√

1/γŤBi ;

3) Update the hybrid precoder: Finally, we keep the hybrid
combiners fixed at (W̌Ri ,W̌Bi), the weighted matrices fixed
at Ω̌i and update the hybrid precoder (F

(n)
Ri
,F

(n)
Bi

). Let us
denote Ȟi = W∗

Bi
W∗

Ri
Hi as the effective channel and

ži = W∗
Bi

W∗
Ri

zi as the effective colored noise at MS-i.
Then, the hybrid precoder to minimize the weighted sum-MSE∑K
i=1 Tr

{
Ω̌iE

HB
i

}
can be obtained in a similar fashion as in

Section IV-C.
Denote ŤBi as an unnormalized baseband precoder and γ as

the power scaling factor to meet the power constraint. Under
the assumption that all combiners are rescaled by

√
γ, the

weighted sum-MSE can be reorganized into:

K∑
i=1

Tr
{
Ω̌iE

HB
i

}
=

K∑
i=1

E
[∥∥Ω̌ 1

2

i

(
si −

√
γW∗

BiW
∗
Riyi

)∥∥2

F

]
=
∥∥Ω̌ 1

2
(
IKNRF

r
−ȞiF̌RŤB

)∥∥2

F

+γσ2
K∑
i=1

∥∥Ω̌ 1
2

i W∗
BiW

∗
Ri

∥∥2

F
(28)

where Ȟ = [Ȟ>1 , . . . , Ȟ
>
K ]>, ŤB = [ŤB1

, . . . , ŤBK ], and
Ω̌ = blkdiag(Ω̌1, . . . , Ω̌K). Given an RF precoder FR, the
baseband precoder TB is then obtained by minimizing the
weighted MSE-cost function subject to the power constraint
Tr
{
F̌∗RF̌RŤBŤ∗B

}
≤ γP . Similar to solving problem (17)

such an optimal baseband precoder can be derived in closed-
form solution:

ŤB =
(
F̌∗RȞ∗Ω̌ȞF̌R + λF̌∗RF̌R

)†
F̌∗RȞ∗Ω̌ (29)

where λ =
σ2∑K

i=1

∥∥Ω
1
2
i W∗

Bi
W∗

Ri

∥∥2

F

P , and γ =
‖F̌RŤB‖2F

P . Since
the RF precoder is selected from NRF

t columns of AF , a
modified version of Algorithm 2, presented in Algorithm 3,
can be applied to construct FR and FB. The overall algorithm
to obtain the proposed hybrid WMMSE precoding/combining
design is presented in Algorithm 4.

Remark 2: The iterative nature of Algorithm 4 allows
the hybrid combiners at the MSs to match better with the
hybrid precoder at the BS and vice versa, compared to the
hybrid MMSE precoder obtained from Algorithm 2. Similar

Algorithm 4: Proposed Hybrid WMMSE Precod-
ing/Combining Design

1 Inputs: H, At, Ar,i, NRF
t , NRF

r , P ;
2 Outputs: FR, FBi , WRi , and WBi ;
3 Initialize: FR and FBi such that

∑K
i=1 ‖FRFBi‖2F = P ;

4 repeat
5 Set F̌R ← FR, F̌Bi ← FBi ;
6 Update WRi and WBi as in (26), and set W̌Ri ←WRi ,

W̌Bi ←WBi ;
7 Update Ωi as in (27), and set Ω̌i ← Ωi;
8 Update FR and FBi as in Algorithm 3;
9 until convergence or reaching the maximum number of

iterations;

to the digital WMMSE precoder/combiner [34], the perfor-
mance of the proposed hybrid WMMSE precoder/combiner
also depends on its starting points. Thus, multiple random
initializations should be used and the best performing solution
is then chosen. However, convergence of Algorithm 4 is not
guaranteed. This is because steps 1 and 3 of the algorithm only
yield approximate solutions to the sum-MSE minimization
problem. Hence, a maximum number of iterations should be
set in the algorithm as a stopping criterion.

Remark 3: As an alternative to Algorithm 4, we propose
a modified version of the algorithm by setting a small limit
on the number of updates on the RF beamformer FR and
RF combiners FBi ’s. This adjustment step allows the BS and
the MSs to steer the signal beams in strongest transmission
paths. After freezing the RF beamformers and combiners, the
WMMSE algorithm can be called to optimize the baseband
precoder and combiners. The modified algorithm comes with
the benefits of guaranteed convergence by the WMMSE algo-
rithm [34], [48] and lower complexity due to the fewer number
of approximation steps via the OMP algorithm.

VI. COMPLEXITY ANALYSIS OF THE PROPOSED
ALGORITHM

In this section, we analyze the complexity in imple-
menting the proposed hybrid BD, WMMSE and WMMSE
precoding/combining algorithms. We also present the com-
parison with the complexity in implementing fully digital
precoding/combining algorithms. To simplify the complex-
ity analysis, let us denote N = max

{
Nt, Nr

}
, NRF =

max
{
NRF

t , NRF
r

}
, and L = max

{
|F|, |Wi|

}
as the length

of the RF codebooks. In Table I, we enumerate the com-
plexity in undertaking major computational steps (by com-
puting the listed variables) and the total complexity of each
algorithm. For ease of presentation, we make an assumption
L ≤ N , which is true for AoA/AoD codebooks where
the number of transmission paths is much smaller than the
number of antennas. For example, the complexity of the OMP-
based procedure in Algorithms 1 and 2 is simplified from
O(LNN2

RF) +O(L3NRF) +O(N3N2
RF) to O(N3N2

RF).
In two-stage hybrid BD/ZF precoding/combining, the pri-

mary factor in the algorithm’s complexity is in the selection
of RF beamformers and combiners (7). This process, which
involves an exhaustive search for the codebooks at both the
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TABLE I
COMPLEXITY OF THE PROPOSED ALGORITHMIC SOLUTIONS

Algorithm Operation Complexity Number of Total Complexity
Operations

Hybrid ZF/BD Select RF beamformers O(L2N2) K O(KL2N2)
and combiners (7)
Compute baseband precoder O(N3

RF) K O(KN3
RF)

and equalizers
O(KL2N2) +O(KN3

RF)

MMSE-based Select RF combiners (8) O(LN2) K O(KLN2)
Fully Digital Compute digital precoder (13) O(N3) 1 O(N3)

O(KN3)
Two-stage Sparse Compute precoder with OMP O(N3NRF) 1 O(N3NRF)

O(KN3) +O(N3NRF)
Proposed Hybrid Compute precoder with Alg. 2 O(N3NRF) 1 O(N3NRF)

O(KN3) +O(N3NRF)

WMMSE-based
Fully Digital Compute combiner Wi O(N3) K O(KN3)

Compute weight matrix Ωi O(N3) K O(KN3)
Compute precoder Fi O(N3) K O(KN3)

O(KN3)
Two-stage Sparse Compute precoder with OMP O(N3NRF) 1 O(N3NRF)

Compute combiner with OMP O(N3NRF) K O(KN3NRF)
O(KN3NRF)

Proposed Hybrid Compute precoder with OMP O(N3NRF) 1 O(N3NRF)
Compute weight matrix Ωi O(N3) K O(KN3)
Compute precoder with OMP O(N3NRF) K O(KN3NRF)

O(KN3NRF)

OMP Calculate Φ O(LNNRF) NRF O(LNN2
RF)

Find k O(L3) NRF O(L3NRF)
Calculate XB O(N3) NRF O(N3NRF)
Calculate Xres O(N3) NRF O(N3NRF)

O(N3NRF)

BS and the MSs, yields the complexity order of O(KL2N2).
For all other hybrid precoding/combining designs, the primary
factor in their complexity comes from the OMP-based pro-
cedure. With MMSE-based algorithms, the selection of RF
combiners at the MSs has the complexity of O(KLN2).
The two-stage sparse MMSE precoding and the proposed
hybrid MMSE precoding designs then include the OMP-
based algorithms, which yield the same total complexity order
O(KN3) +O(N3NRF).

With WMMSE-based algorithms, while the complexity of
the fully digital design is O(KN3), the complexity of the two-
stage sparse hybrid WMMSE precoder/combiner is increased
to O(KN3NRF). With the proposed hybrid WMMSE precod-
ing/combining design, the complexity at each iteration is also
O(KN3NRF). However, the complexity of the whole hybrid
WMMSE algorithm is magnified by the number of required
iterations until convergence. In the modified WMMSE algo-
rithm, after a small number of updates on the RF beamformers
and combiners, the WMMSE algorithm then proceeds with the
optimization of the baseband precoder/combiner only. This
modified algorithm can significantly reduce the complexity
due to the OMP-based algorithm. The WMMSE algorithm for
optimizing the baseband precoder/combiner in a “simplified”
K users NRF

t ×NRF
r then yields the complexity O(KN3

RF)�
O(KN3). It is noted that the complexity analysis of iterative
WMMSE-based algorithms presented in Table I is applicable
to per-iteration basis. Certainly, the number of iterations has
the impact on the overall complexity of the algorithm. Thus, to

keep the complexity of the proposed algorithms manageable,
we limit the number of iterations to 100 in the simulations.

VII. SIMULATION RESULTS

In this section, we present numerical results to illustrate the
performance advantages of the proposed hybrid MMSE-based
precoding/combing designs. We compare our hybrid designs
to two fully digital precoding/combining designs (the MMSE
precoder and the WMMSE precoder/combiner) and two-stage
sparse designs obtained by approximating these digital ones.
Also presented are the performances of the two-stage hybrid
ZF/BD precoding. With WMMSE-based algorithms (for both
digital and hybrid designs), 10 randomized initializations are
generated and the best performing solution is chosen. In some
of the figures, we also plot the multiuser capacity limit attained
by dirty paper coding (DPC) [49]. To provide a fair compar-
ison with other fully digital and hybrid precoding/combining
design, the number of data streams transmitted to a MS using
DPC must be also set at NRF

r . This constraint sets a limit
on the rank of transmit covariance for each user and requires
an alteration to the DPC optimization problem. We refer the
interested readers to [50] for algorithmic solutions to optimize
DPC with rank constraints.

We consider a MIMO system where the BS is equipped
with 8 × 8 UPA (M = 64) and each MS is equipped with
4 × 4 UPA (N = 16). There are K = 8 MSs, unless stated
otherwise. The channel to each user contains 3 clusters with
6 rays per cluster (Li = 18,∀i). The azimuth and evaluation
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Fig. 2. Achievable system sum-rate versus SNR with AoA/AoD codebooks,
NRF

r = 1. This figure shows that the proposed hybrid (W)MMSE-based
precoding/combining designs provides large gain over the two-stage hybrid
precoding/combining designs.

angles of arrival and departure of the rays within a cluster are
assumed to be randomly Laplacian distributed with an angle
spread of 5◦, unless stated otherwise. The AoA/AoD azimuths
of the cluster means are assumed to be uniformly distributed
in [0; 2π], while their AoA/AoD elevations are uniformly
distributed in [−π2 ; π2 ]. For simplicity of exposition, all channel
path gains αi,l’s are assumed to be Gaussian distribution with
the same variance σ2

α, unless stated otherwise. The noise
variance σ2 is set at 1. The SNR in the plots is defined as
SNR =

Pσ2
α

K . In all simulations, the digital WMMSE pre-
coder/combiner establishes the upper-bound benchmark for the
hybrid WMMSE-based precoders. the digital MMSE precoder
establishes the upper-bound benchmark for the hybrid MMSE-
based precoders. It is also observed that the proposed hybrid
WMMSE precoding/combining design always outperforms the
hybrid MMSE precoding one. This superior performance is
due to the better matching between the hybrid precoder and
combiners in the WMMSE-based design.

In the first set of simulation results being presented in Figs.
2, 3, 4, 5 and 6, we consider a scenario where each MS is
equipped with one RF chain. The number of RF chains at
the BS and the number of MSs are set as NRF

t = K = 8,
except for the simulation results in Fig. 3. In Figs. 2 and 3,
AoD/AoA beamforming codebooks are assumed for hybrid
precoding/combining designs. Specifically, the BS sets AF =
[At,1, . . . ,At,K ], whereas MS-i sets AWi

= Ar,i. In Figs.
4, 5 and 6, we utilize quantized RF beamforming/combining
codebooks. Specifically, we use uniform quantization of the
azimuth angle and uniform quantization of the elevation angle
at the BS and each MS. The interested readers are referred to
Equation (26) in [6] for the formulation of the RF beamform-
ing/combining codebooks.

Fig. 2 illustrates the achievable system sum-rate with differ-
ent digital and hybrid precoding/combining designs versus the
SNR. As observed from the figure, DPC achieves the highest
performance. The fully digital WMMSE precoder/combiner
achieves a near-capacity performance, which serves as the

benchmark as a linear precoding technique for compari-
son with hybrid precoding/combining designs. The proposed
hybrid (W)MMSE-based precoding/combining designs sig-
nificantly outperform two-stage hybrid precoding/combining
ones, especially at high SNR. This is because the two-stage
hybrid MMSE combiner and WMMSE precoder/combiner are
obtained by one-shot approximations as in Algorithm 1. While
Algorithm 1 does generate near-optimal solutions in single-
user systems, it does not necessarily perform well in multiuser
systems in the presence of inter-user interference. Fig. 2
shows that the modified hybrid WMMSE precoding/combining
design can obtain a slightly inferior performance to the hybrid
design in Algorithm 4. In the modified WMMSE design, we
set the number of RF beamformer/combiner updates at 3. It is
worth mentioning that a better performing design (WMMSE
> MMSE > BD) comes at the cost of higher computational
complexity with the joint optimization of RF and baseband
precoder/combiner.

In Fig. 3, we compare the system sum-rates versus the
number of users K (and the number of RF chains NRF

r

with NRF
t = K). The SNR is set at −25 dB. As displayed

in the figure, the proposed hybrid (W)MMSE-based precod-
ing/combining designs significantly outperform the two-stage
hybrid MMSE-based ones, especially with high K, where
the latter’s performance tends to saturate. While performing
comparably to the proposed hybrid MMSE precoding with low
K, the performance of the two-stage hybrid ZF precoding also
tends to saturate at high K. This poor performance is due to
the baseband ZF precoder which is devised for an equivalent
NRF

t transmit antennas and K users system. In a system
where the number of transmit antennas equals to the number
of users (NNF

t = K as in this case), the performance of ZF
precoding does not scale with the number of users [40]. In
contrast, the performances of proposed hybrid MMSE-based
precoding/combining designs scale almost linearly with the
number of users in the system. The reasons for the superior
performance of the proposed hybrid designs compared to the
two-stage hybrid ZF precoder are two-fold. First, MMSE pre-
coding usually outperforms ZF precoding [40], [44]. Second,
the proposed hybrid designs allow a joint decision of the RF
precoder, instead of independently selecting each columns of
the RF precoder as in the two-stage hybrid ZF precoder.

Fig. 4 compares the sum-rate performances of different
hybrid precoding designs versus SNR with quantized RF
beamforming/combining codebooks. Herein, we use 3-bit uni-
form quantization of the azimuth angle and 3-bit uniform
quantization of the elevation angle at the BS and each MS.
Fig. 4 shows a significant performance advantage of the
proposed hybrid MMSE-based designs. The differences in
the achievable sum-rates between hybrid designs are even
more noticeable than the results in Fig. 2. At high SNR, the
two-stage hybrid precoding designs tend to saturate. On the
contrary, the performances of the proposed hybrid (W)MMSE-
based designs grow linearly with SNR.

Fig. 5 illustrates the sum-rate performances of hybrid pre-
coding designs when the number of quantized bits is varied.
The SNR is set at −20 dB. Herein, we assume uniform quan-
tization of each azimuth/evaluation angle at the the BS and
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Fig. 3. Achievable system sum-rate versus number of user K with NRF
t = K

and NRF
r = 1. This figure demonstrates a linear growth in the performances

of the proposed hybrid (W)MMSE-based designs. The figure also indicates
that performance of the two-stage hybrid ZF precoding degrades at very high
K.
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Fig. 4. Achievable system sum-rate versus SNR with quantized RF code-
books, NRF

r = 1. The figure indicates the linear growth in the performances
of the proposed hybrid (W)MMSE-based precoding/combining designs. The
figure also indicates the saturated performances of two-stage hybrid precoding
designs at high SNR.

each MS with the same number of quantized bits. Fig. 5 shows
the saturated performances of all hybrid precoding/combining
designs when the number of quantized bits approaches 6. In
other words, there are little benefit to use larger quantized
codebooks. The figure also shows the significant performance
advantage of the proposed WMMSE precoding/combining
designs.

Fig. 6 illustrates the system sum-rate versus the angle spread
with quantized RF beamforming/combining codebooks. The
SNR is set at −20 dB. When the angle spread increases,
the levels of scattering become richer, the performances of
all designs degrade. Fig. 6 shows a significant performance
advantage of the proposed hybrid MMSE-based designs.

In the second set of simulations with the results presented
in Figs. 7, 8 and 9, we consider the setting where each
MS is equipped with two RF chains and there are K = 4
MSs. With two RF chains at the MS, the two-stage hybrid
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Fig. 5. Achievable system sum-rate versus number of quantized bits per
azimuth/elevation angle. The figure indicates the saturated performances of
all hybrid precoding/combining designs when the number of quantized bits
approaches 6. The figure also shows the significant performance advantage of
the proposed WMMSE precoding/combining designs.
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Fig. 6. Achievable system sum-rate versus angle spread with quantized RF
codebooks, NRF

r = 1. It shows a significant performance advantage of the
proposed hybrid MMSE-based designs over the two-stage hybrid designs at
all levels of scattering.

BD precoding design is utilized to support 2 data streams
for each MS. Fig. 7 illustrates the achievable system sum-
rates with different digital and hybrid precoding/combining
designs when the SNR is varied. In this figure, we observe the
same tendency as in Fig. 2 with NRF

r = 1. In particular, the
proposed hybrid WMMSE-based precoding/combining design
noticeably outperforms all other hybrid precoding designs.

In Figs. 8 and 9, the system sum-rates are displayed at
SNR = −20 dB when varying the numbers of BS an-
tennas and MS antennas. The figure shows a considerable
performance gain by the proposed hybrid WMMSE precod-
ing/combining over the spatially sparse precoding obtained
from Algorithm 1. In fact, the proposed hybrid WMMSE
scheme can maintain a constant performance gap with the fully
digital WMMSE scheme, whose performance closely matches
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Fig. 7. Achievable system sum-rate versus SNR with AoA/AoD codebooks,
NRF

r = 2. This figure shows that the proposed hybrid (W)MMSE-based
precoding/combining designs provides large gain over the two-stage hybrid
precoding/combining designs.

with the capacity limits by DPC. Interestingly, at high Nt or
Nr, the two-stage hybrid BD precoding starts to surpass the
fully digital and hybrid MMSE precoding designs. The reason
for this performance is two-fold. First, it is possible to form
very narrow beams by RF antenna arrays with high number
of transmit and receive antennas. Second, the MMSE-based
precoder assumes an independent selection of RF combiners
at each MS to maximize its effective downlink channel gain
without knowing which direction the BS is beaming its signal.
Thus, this RF combiner selection may not be optimal. The
MMSE-based precoder is then designed to align its transmit
beam to a suboptimal RF combiner. In contrast, the two-stage
BD/ZF precoding enables a joint selection of RF beamfomer
and combiner between the BS and the MSs at first. With a
high number of transmit and receive antennas (Nt = 100 and
Nr = 16), this strategy allows the BS and the MS to form very
narrow beams in strongest transmission paths. Thus, the effect
of baseband precoding then becomes less prevailing when the
RF beams get narrower. Nevertheless, the proposed hybrid
WMMSE precoding/combining yields the highest performance
out of all hybrid designs.

VIII. CONCLUSION

This paper has proposed two new hybrid MMSE precod-
ing/combining designs for multiuser mmWave systems. The
paper also generalized the two-stage hybrid design to the
case of multiple RF chains at the MSs by using a baseband
BD precoder. Unlike the two-stage hybrid ZF/BD and the
spatially sparse MMSE/WMMSE precoding design, the pro-
posed approach aimed to minimize the sum-MSE in receiving
the data streams at the users. By leveraging the sparsity
of the mmWave channel, we developed MMSE-based mul-
tiuser precoding/combining solutions. Simulation results have
shown significant performance advantages of the proposed
hybrid precoding/combining designs over two-stage hybrid
ZF/BD, MMSE, and WMMSE precoding/combining designs.
In addition, the proposed hybrid WMMSE precoder/combiner
has been shown to outperform the proposed hybrid MMSE
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Fig. 8. Achievable system sum-rate versus number of transmit antenna Nt

with AoD/AoA codebooks and NRF
r = 2.
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Fig. 9. Achievable system sum-rate versus number of receive antenna Nr with
AoD/AoA codebooks and NRF

r = 2. Both Figs. 8 and 9 demonstrate that
superior performance of the proposed hybrid WMMSE precoding/combining
design, compared to other hybrid designs.

precoder, since the former enables iterative refinements in
its precoding and combining designs. Possible extension to
the current work might include designing iterative hybrid
precoders/combiners that: i.) further narrow the performance
gap to the fully digital one and ii.) come with provable
convergence analysis.
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