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1. Introduction

The study of exceptional orthogonal polynomials arose as the result of extending exactly solvable and
quasi-exactly solvable potentials in quantum mechanics beyond the Lie-algebraic setting [5,15,16,26,27]. The
Laguerre and Jacobi exceptional polynomial systems of codimension one were first introduced in 2009 as an
extension of Bochner’s classification theorem for the classical orthogonal polynomials [8]. At that time, the
approach to exceptional orthogonal polynomial systems was as state-preserving solutions to second-order
Sturm-Liouville-type problems. Quesne initially identified the relationship between the exceptional orthogo-
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nal polynomials and the Darboux transforms [26]. This connection with the Darboux transform has allowed
for exceptional polynomial systems of higher codimension to be obtained. Ultimately, a new Bochner-like
classification theorem for the exceptional systems has been proven [9,10,12,6,25].

Of interest to mathematicians are the various properties of the exceptional orthogonal systems as they
relate to classical orthogonal systems, as well as the asymptotic and interlacing properties of the zeros,
recursion formulas, and the spectrum of the exceptional systems [1,4,12,11,14,17-19,22,21,23].

Here we use the Darboux transform and its relation to the exceptional Laguerre (Types I, II, and I1T) and
Jacobi (Types I and II) polynomial systems to obtain the corresponding exceptional polynomials via the
Gram—Schmidt method. In the case of classical orthogonal polynomials it is a well-established perspective
to view the polynomials as the result of applying Gram—Schmidt to the flag sequence {1,x,x2, .. .}, as is
outlined in [3, Chapter 1.3]. Some of the authors [24] used these ideas to derive two representations for the
Type I X;-Laguerre polynomials in terms of their moments through using determinants. An adaptation
and generalization of this method leads us to our main result, which relies solely on the moment functions
and modified weights of the exceptional orthogonal polynomial systems. Our results are universal in the
sense that they can be applied to X; orthogonal polynomial systems (independent of being “Laguerre” or
“Jacobi” specific). As we are restricting ourselves to the X; systems, we refer to both the Type I and II
Jacobi systems as “Jacobi” as in the codimension one case, they are equivalent. Due to structural reasons,
there are no X;-Hermite polynomials [7].

Other representations of exceptional orthogonal polynomial systems involve Wronskian, and sometimes
pseudo-Wronskian, determinants of classical orthogonal polynomials, see e.g. [4,7].

The idea of this paper hinges on the following simple observations regarding the essential characteristics
of exceptional orthogonal polynomials. First of all, the exclusion of eigenfunctions with certain degrees
is caused by particular rational-function coefficients in the differential expression. When we apply the
differential expression to eigenfunctions we must (at least) cancel any denominators introduced by these
rational-function coefficients. This idea leads to what we call the exceptional condition, one of the central
players in the theory. In this paper we primarily consider X; polynomials, so that this denominator consists
of a linear polynomial. We call the root of this polynomial the exceptional root, and denote it by £. Our
work is suspended on the ansatz that writing the Taylor expansion of the exceptional polynomials around
¢ inherits beneficial properties, see [24, Section 5]. There it was also noticed that adjusting moments by
replacing the integrand z! by (z — &)! drastically simplifies matters.

We first gather some preliminary information about the Darboux transform and its relations to ex-
ceptional orthogonal polynomials (Section 2). For subsequent comparison, we introduce the Jacobi and
the Type III Laguerre case in more detail. In Section 3, we focus on a universal expression for the ex-
ceptional condition as it was obtained recently in [6]. We write their condition in terms of the basic
functions of the theory, and relate the condition to our examples. The flag sequence, which after the
Gram—Schmidt algorithm returns the exceptional orthogonal polynomials, is the topic of Section 4. We
state the determinantal representation in Theorem 5 of Section 5.1. Like in [24], we relate the degree
n exceptional polynomial in terms of a determinant of an (n + 1) x (n 4+ 1)-matrix. The first row of
the matrix comes from the exceptional condition, while the second through last row contains certain
adjusted moments. We then, in Section 6, present a recursion formula to compute these adjusted mo-
ments. We observe a curious fact: the moment representations for the Type I and II Laguerre polynomials
only differ in the exceptional condition. The computation of the initial adjusted moments is deferred to
the Appendix A. In Section 7, we include some preliminary observations on the flags and recursive mo-
ment formulas for X,, orthogonal polynomials when m > 1, mainly so as to indicate some difficulties
we expect to encounter when extending determinantal representations to the higher co-dimension setting.
For example, flags have been explored for m = 1 see [11], whereas the Darboux transform is used when
m > 1.
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Table 1
Other notation.
n(z) Polynomial function that occurs in the natural operator
s(z) Linear function that occurs in the natural operator
I3 The exceptional root; that is the root of b(z) or, equivalently, the root of ¢(x) or that of n(x) after the a-shift
En Span of the first n exceptional orthogonal polynomials
Fn Set of polynomials of degree < n satisfying the exceptional condition
Vg Flag elements vy (z) = (z — £)*
Cn,i Coefficients of the Taylor expansion ¥, (z) = Y1  cn,i(z — €)? of the exceptional polynomial around the exceptional
root
Lo Adjusted moments iy, = [;(z — O™W (z)da

1.1. Notation

Most of our notation leans on the standards used in the field of exceptional polynomials. The general
trend is that the classical objects are denoted by letters without “~”. For example, T* represents the
classical Laguerre differential expression/operator; L% (z), the classical Laguerre polynomial of degree n;
and W(®H) (x), the classical Jacobi weight. Their exceptional counterparts are denoted by the respective
letters but with the “””. Here a subscript is used to refer to the codimension and superscripts I through ITT
specify with which type of exceptional Laguerre we are dealing, e.g. ﬁia stands for the Type I X,,,-Laguerre
differential operator. When we talk more generally about a weight, differential expression or a general
polynomial (and not specifically about either Laguerre or Jacobi) we do not include the parameters «
and/or 8. For example we use W, T or p, for the classical objects, and ﬁ/\, T or Pn, when we consider the
exceptional counterparts. For the reader’s convenience we include the other notation in Table 1.

2. Preliminaries

We first recall how the Darboux transform may be used to generate exceptional orthogonal polynomial
systems. For further reading on the relationship of the Darboux transform and exceptional orthogonal
polynomial systems, see [6,9,10,12], upon which the following exposition is based.

Suppose T[y| is a second-order differential operator with rational coefficients; that is

Tly] = p(x)y"(z) + q(@)y'(z) + r(2)y(z). (2.1)

Define the following quasi-rational functions
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R(z) = r(x)W(x) (2.4)

By multiplying the eigenvalue equation T'[y] = Ay by W (z), the Sturm-Liouville type equation
(Py') + Ry = \Wy

is formed. Thus, we refer to W (z) as the weight function associated with T'.
For T and a quasi-rational function ¢(x), ¢(x) is called a quasi-rational eigenfunction if

T[¢] = ¢ AreC. (2.5)
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In order to create the operator associated with the exceptional orthogonal polynomials, we first use the
following decomposition proposition to rewrite T" as a composition of two first-order operators.

Proposition 2.1. [6, Proposition 3.5] For a second-order differential operator T[y] having rational coefficients,
let ¢(x) be a quasi-rational eigenfunction of T with eigenvalue X\, and let b(x) be an arbitrary, non-zero
rational function. Define rational functions

w = % , (2.6)
b= % : (2.7)
= —w— % + % (2.8)
and first-order operators A and B by
Alyl =b(y' —wy) and B=Dby — dy). (2.9)

With A and B as above, T has a rational factorization of the form T = BA + .

Using the factorization of T and the definitions of A and B given in Proposition 2.1, we will define a
new operator, called the partner operator, to be T := AB + A. The rational Darboux transformation maps
T to T. Operator T will also be a second-order differential operator with rational coefficients; that is

Tly) = p(2)y" (x) + qlz)y () + F(a)y(z). (2.10)

Note that the coefficient of the second-order term is the same for both the original and partner operators.
Additionally, another Sturm—Liouville type equation is induced.

Proposition 2.2. [6, Proposition 3.6] Suppose that T and T are second-order differential operators with
rational coefficients which are related via a rational Darboux transformation. Then T and T have the same
second-order coefficients, while first- and zero-order coefficients q,q,r,7 € Q, and the quasi-rational weights
W(z) and W(m) are related by

~ 2pb’
(=q+p - ==, (2.11)
F=—p(@ + 0% - qw (2.12)
B b 2 B!
:r+q'+wp’f€(q—|—p’)+ 2(1)) 73—1—210’ p, and (2.13)
oW _ Pl (2.14)

=
We are interested in the Darboux transform applied to classical Bochner systems; in particular, the

systems of Laguerre and Jacobi. When T is defined to be one of these classical systems and ¢ is carefully
chosen, the partner operator will be an exceptional polynomial system operator.

2.1. General X,, expression

The moment representations will be approached in the general case (without reliance on the specifics of
the Laguerre or Jacobi setting) and will rely solely on the information provided via the Darboux transform
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and Bochner systems. Therefore, the differential expression for an X, orthogonal polynomial system will
be defined by T\[ﬂ], with the weight function given by equation (2.14). Recall that £ is the exceptional
root. (That is, £ is the root of the denominator function b(x) of the weight W(x)) Later, when we restrict
ourselves to m = 1, b(x) will be of degree two and have one repeated root.

Since we assume that T is a classical Bochner operator and ¢ has been carefully chosen to produce an
X, orthogonal polynomial operator, the differential equation Z[;Tj] = Xg/j will be satisfied by a sequence of
polynomials ¥ = {yn}, ey, 4, Where ¥y, is of degree n and A is a finite set of dimension m, and correspond-

ing sequence of eigenvalues N = {:\\n}nENo\ A- We mention that the eigenvalues for the classical orthogonal
systems and exceptional orthogonal systems are not necessarily equal as shifting may occur under the Dar-
boux transform. On an open interval, I = (a,b), this sequence of polynomials will satisfy the orthogonality
relation

oGy = [ BBV i = Kb (2.15)
I

where d,, 1 is the Kronecker-6 symbol (equal to 1 when n = k and 0 when n # k). Of course, the interval
I = (0,00) for Laguerre and I = (—1,1) when we work with Jacobi systems.

2.2. X,,-Laguerre expression

Here we provide a brief insight into the Type I, II, and III exceptional Laguerre orthogonal polynomial
systems. A more rigorous look at the Darboux transform applied to the classical Laguerre expression may
be found in [9]. Recall the classical Laguerre differential operator

Ty = ay" + (—z+a+ 1)y, (2.16)
and corresponding weight function
We(z) =a% 7.
The classical Laguerre polynomials are shape-invariant under the factorizations:
T = B*A®
Totl = A*B* 41,

where

A%(y) =y and

By) =zy' + (e +1-2)y.

The quasi-rational eigenfunctions and eigenvalues of T*[y] are:

p1(x) = Ly, (2), A=—m,

¢po(x) =L *(x), A=a—m,

¢3(x) = €L (—x), A=a+1+m, and
bu(x) = 7L (—a), A=m+1,

where m € Ny. The factorizations corresponding to each of these eigenfunctions have been studied, see [9,14].
It has been shown that ¢; with m = 0 corresponds to a state-deleting transformation and corresponds
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to the classical Laguerre polynomials. For m > 0, the eigenfunctions corresponding to ¢; yield singular
operators, which means that no new families of orthogonal polynomials arise. The family associated with
¢4 is state-adding and therefore, the resulting orthogonal polynomials are not of codimension m. The
factorizations of ¢o and ¢3 result in new orthogonal polynomials—in fact, these factorizations respectively
produce the Type I and Type II exceptional orthogonal polynomials of codimension m. For further reading

regarding the properties of the Type I and Type II exceptional Laguerre polynomial systems, see [22].

I«
m,n

The Type III exceptional Laguerre polynomials {E (2)}n=0 or n>m are a class of Laguerre-type or-
thogonal polynomials which were extensively studied in [22]. We will focus on the Type III exceptional
operator for several of our examples in this paper.

There is another rational factorization of the classical Laguerre expression T%[-], which yields the Type III

second-order expression. Let

At (y) = 2Ly (—a)y = (m+ DL (—a)y, and

/

BliLa _ Y .

The classical Laguerre operator may be written as
T = BHTo gLl 4y 41
and the Darboux transformation associated with the above factorizations yields the Type III operator
Tilla _ gLLatipllatt |y o

That is, explicitly, we have

N Lfozfl _ /
Thyl = —zy" + (1+a+x+2xm> y —ay. (2.17)
™ —x

The corresponding weight for the Type III case is

%"

WL () = (2.18)

(Lt M=)
The Type III eigenvalue equation will have orthogonal polynomial solutions on (0, c0) if and only if —1 <
o < 0. In fact, the associated Type III differential equation will have a polynomial solution y(z) = LL1*(x)
of degree n for n = 0 and for n > m + 1; that is, solutions of degrees {1,2,...,m} are missing.

We may write the Type III exceptional Laguerre polynomials using the Darboux transformation

T«

m,n

(2.19)

(z) = —AIThet Lottt (2)], n=m+1m+2,...
1 n=20.

2.8. Xy -Jacobi expression

We provide a brief outline of the Type I exceptional Jacobi orthogonal polynomial systems. A more
rigorous look at the Darboux transform applied to the classical Jacobi expression may be found in [14]. For
a75 > _17

TPyl = (1 -2y +(B—a—(a+B+2)z)y (2.20)
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is the classical Jacobi differential operator. For
a,f>-1, a+l-m-p¢{0,1,...,m—1}, and sgn(a+1—m)=sgn(s),
define

A3 ly) = (1 = 2) PSPy + (m — a) PSPy,

(14+2)y +(1+ By
P}ﬂ*‘%ﬁ)

Byl Iy =

)

where Pr(na’ﬁ ) is the classical Jacobi polynomial of degree m. It follows that
Ty = ByP AyPy — (m —a)(m + B + 1)y
and the exceptional Jacobi operator is defined as

TPy = ASFLAIBA A1y (m —a —1)(m + B)y

=TIyl + (a = B —m + V)my — (log P& * M7 V) (B(1 —2)y + (1 - %)) (2.21)

For a, 8 > —1 and n > m, the X,,-Jacobi polynomial of degree n can be written as

N -1 m+1 o _
(0B (z) = %Af‘jl’ﬁ_l Pj( +1.A 1)($):| , j=n—m>0.
, o j

Note that the exceptional operator extends the classical Jacobi operator; that is
Ty = Ty
The X,,-Jacobi polynomials {13,(,?,? )}an are orthogonal on (—1,1) with respect to the weight function

(1 —z)*(1+2z)8
(Pﬁ;“‘m‘”(gc))2 '

Wil (@) =

3. Exceptional condition

The most noticeable difference between a classical orthogonal polynomial expression, as classified by
Bochner, and the exceptional orthogonal polynomial expressions is that the coefficient functions for the
first- and zero-order terms are no longer polynomial. From Proposition 2.2, we see that the coefficient
functions for any second-order partner operator formed via a rational Darboux transformation will have
denominators containing powers of b(x) and ¢(x).

We turn our attention to our particular case, where we are working with f, an exceptional polynomial
operator. By [6, Definition 7.1, ii-c], f(x)p(x)ﬁ/\(x) — 0 at the endpoints of (a,b) for every polynomial
f(z). Consequently, the operator T will be polynomially regular and thus, semi-simple [6, Remark 4.10]. In
other words, since we seek polynomial solutions to the associated eigenvalue problem, these non-polynomial
coeflicients require a specific structure condition for the remaining polynomials; that is, “cancellation”
must occur in order to have polynomial eigenfunctions. The coefficient functions which are non-polynomial
form the exceptional term, and the specific structure induced on solutions is referred to as the exceptional
condition. Polynomials of every degree cannot satisfy both the exceptional condition and form a maximal
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invariant subspace under T. Therefore, we do not have a full sequence of polynomial eigenfunctions for the
exceptional operators—that is A is ensured to be non-empty.

In order to find the exceptional condition which characterizes the exceptional polynomial systems we
introduce an additional setting in which we can consider the exceptional orthogonal polynomial operators.
We say that for any two second-order operators having rational coefficients, T' and T are gauge-equivalent
if there exists a rational function o such that

oT =To.

By [6, Proposition 2.5, Theorem 5.4], every exceptional operator will be gauge equivalent to a natural
operator. A natural operator is a second-order operator of the form

/ 2 / 11 / /
py,,+(p+sp??)y/+<]377+<195>77>y’ (3.1)
2 n n 2 n

where p is a second-degree polynomial, 7 is a polynomial, and s is a linear function. It is the case that the
polynomial p is the same regardless of whether T is written in standard form (2.10) or in natural gauge
form (3.1). Obviously, if the standard form of T is known (that is, b is known), by setting the coefficients
to be equal, one can find the polynomial s. Rather, we would like to approach the task of finding s without
knowing b. To do this, we will utilize [6, Corollary 5.25] which states (in paraphrased form) that the
exceptional term for T in the natural gauge is given by

/ !
2pn'y’ — (pn” + % — sn’) Y

; (3.2)

Finding the linear polynomial s given the exceptional terms from the two representations of T will be the
focus of Subsection 3.1.

3.1. Finding the linear polynomial s

We now turn our attention to finding the linear polynomial s, which is found in (3.1).

While it is clear that n should be the polynomial part of the quasi-rational eigenfunction ¢ (that initiates
the Darboux transform), it seems less obvious what the function s € P; would be. Here P; denotes the
polynomials of degree less than or equal to one. Of course, one could extract s by comparing the coefficient
of ¢/ in T to ¢ in (2.11) after having computed everything. But we found it beneficial to express s directly
from 7 and the factorization gauge.

/ / /
Lemma 3.1. The linear polynomial s = q + % + 2p <77 — b) .
n
From this formula, it is not immediately clear that s € P; in general. However, this is exactly the topic
of [6, Section 5]. Below we include the values for s for the Type I, II, and III Laguerre and for the Jacobi
case.

Proof. We set the coefficient of ¢’ in (3.1) equal to ¢ in Proposition 2.2

2/ / 2b/
Pl ts=q+y-=L

Solving for s yields the lemma. O
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Table 2
Choices of n and s for the natural operator in equation (3.1).
o(x) n(z) b(x) Shift s(x)
Type I Lag. e*L% (—x) LS (—x) LS (—x) a—a—1 r—a—1/2
Type II Lag. L, *(x) L “(x) z L, *(x) a—a+1 z—oa—1/2
Type III Lag. " “eL *(—x) L “(—x) xL “(—x) a—a+1 r—a—1/2
Jacobi (1- m)f‘lpy(n*a’ﬁ)(l') Pf{aﬁ)(m) (1-— :E)Py({a’ﬁ)(:c) a—a+1 B—a—(a+B+1)x
B—pB-1

Table 2 includes the choices of i and s for the three types of Laguerre systems. We took the liberty of
already including all the shifts. As required, we observe that s € P; in all cases.
We exemplify how these expressions play out in the case of the Type III Laguerre system.

Example. First recall that the coefficients of the classical Laguerre expression (2.16) are p(z) = —z,
g(x) = x — a — 1 and r(x) = 0. The Type III Laguerre orthogonal polynomial system is derived from
the classical Laguerre system by using the quasi-rational eigenfunction ¢4(x) = z~*e* L, *(—x), so that
n(x) := L,*(—x). In [22] we used the factorization gauge b(x) = xL, *(—x). We also use the shift o — a+1.
This shift can be seen from the « + 1 superscript in the partner operator

Pl _ Ao+l j plilo+l
=T, =A o B,, +m —a.

We compute

so that the expression in Lemma 3.1

14 oY 1 1 1
—+2p|l=z=—-—v)=r-a-1---2z(——)=x— =.
q—|—2—&—p(77 b Tr—« 5 T - x a+2

And after the shift o — o + 1 we obtain

n(z) = L,* ' (~x) and s(r)=z—a—=.

/ 201" 1 1 L—o—1(_ I
<%+8— I;}”)y'=<—§+x—a—§—2x7( m z)))y,

with the X,, expression (2.17) for Type III Laguerre.

We also compute the coefficient of the zero-order term to ensure that this choice for s produces an
equivalent expression in standard form. Using n = L,,®~1(—2) and the coefficient for y from (3.1), we have
the following calculation, which relies on the fact that n = L “~!(—z) is a solution to the classical Laguerre
differential equation T'[n] = mn, where T is defined in (2.16):
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!

(o' + B =) e () (<5~ a3 ) (L o)

n - L:nail(_x)
e (LM (=) + (~a o) (L0 (—a)
B Ly Y (—x)
_ mLy, (—2)
L (—x)

Note that the coefficient of the zero-order term we found using the natural operator and s differs from the
coefficient in the standard form given in (2.17) by a constant. This is a result of the shifting of eigenvalues
which occurs when the Darboux transformation is applied. We are not concerned by this discrepancy as the
structure of the operator remains the same.

Example. The Jacobi expression, ¢(z) = (1 —x)~ @ (ep )(x), is the quasi-rational eigenfunction. Using
Lemma 3.1 together with the function n(x) = Py(,:o"ﬁ)(:zj)7 the gauge b(x) = (1— ar)Pf,fa’ﬁ)(x) and the shifts
a—a+1and g+— 6 —1 yields

s(z)=B—a—(a+p+1)z.

We verify that the coefficient of 4’ is correct by computing

’ 9! P,Efo‘_l’ﬁ_l) /
(% +s— %) y = <—ac +B—a—(a+f+ 1)z —21-a? <P£1‘“’ﬁ”((x))) ) Y

(—a—1,-1) ’
= (5 —a—(a+p+2e -2 U; Z—a—m—wi?f ) y

8

with the X,,, expression for Jacobi given by (2.20) and (2.21).
4. The flag

In this section, we characterize the subspace spanned by the first n of the X;-exceptional orthogonal
polynomials as those polynomials satisfying the exceptional condition
/ool
{21977’1/ - <pn” +2L sn’) y] =0. (4.1)

2 e

Recall that for the exceptional orthogonal systems of codimension one, £ represents the root of n (that is,
the exceptional root). The first m X;-exceptional orthogonal polynomials will be those of degree less than or
equal to m excluding degree 0 in the case of the Type I and Type II X;-Laguerre or X;-Jacobi polynomial
systems. For the Type III X;-Laguerre polynomials system, the first m polynomials will be those of degree
0 or between 2 and m, inclusively.

In preparation for Lemma 4.1 below, we present two definitions. The definitions, as given, are directly
applicable for the Type I and II Laguerre and Jacobi systems. We abuse notation slightly for the Type III
Laguerre case by using 71 to represent 7Jo. Recall that ¥, is defined to have degree n and for the Type III
Laguerre polynomials, we have a polynomial 7y, but not ;. Let P,, denote the set of polynomials of degree
less than or equal to n and define the span of the first n exceptional orthogonal polynomials
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Table 3
In the definition of £, = span{y; : j =1,...,n} as the first n
exceptional polynomials we have ¥;.
Exceptional Laguerre Type 1 y; = E{;’
Type Il g; = L1
- Lyl j>2
T 111 P = L.j =
ype j { 1 j 1

Exceptional Jacobi ;=

Ep=span{y; :j=1,...,n},

where ¥; is defined as in Table 3.
Further we define

Fn :={p € P, : p satisfies (4.1)}.
Lemma 4.1. The sets &, = F,, for alln € N.

The proof is analogous to the proof for [24, Lemma 2.1], but as in [13, Proposition 5.3], the exceptional
condition is now replaced by a universal one. We choose to include the argument for the convenience of the
reader.

Proof. Since &, and F,, are clearly vector spaces of equal dimension n, it suffices to show that &, C F,.
To see this, take f € £,. Then f is a linear combination of the first n exceptional polynomials. So f € P,,.
Further, T'[f] is polynomial, and so is the expression (4.1) for y = f. It follows that f € F,. O

With the exceptional root £, we define degree k polynomials

vg(z) = {(m Cof kso (4.2)

where g (z) is given in Table 3.
Lemma 4.2. The sequence of polynomials {vi,ve,vs,...} forms a flag for T.

Proof. Our definition of v; ensures that the polynomials have the appropriate degrees. That is, for Types I
and IT X;-Laguerre and X;-Jacobi systems, the constant polynomial is missing, and for Type III Laguerre
the linear polynomial is excluded.

In virtue of the previous lemma, it suffices to prove that all vy satisfy the exceptional condition (4.1).
This follows immediately for the first flag element, as §; = v is the first exceptional polynomial and hence
an eigenfunction of T.

For k > 2, we recall that vi(z) := (z — &)*. In particular, we have vx(£) = 0 so that the second
term of (4.1) vanishes. On the left-hand side of (4.1) we are left with 2p(§)n’(§)v;,(€). But we also have
v, (&) = k(x — 5)’“_1}125 = 0, because k > 2. So the exceptional condition (4.1) is satisfied and F,, =
span{vy, v2,vs,...,Up}t. O

5. Determinantal representations

In this section, we provide the details for finding the determinantal representations for the Type II and
IIT X;-Laguerre and X;-Jacobi orthogonal polynomial systems. In the case of the Type I X;-Laguerre
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Table 4
Square of the norms of the X; polynomials.
Exceptional Laguerre Type 1 K, = % forn >1
Type 11 Kn:%fornZI
nl(n+a)
—— T n > 2
Type 111 K, = { FlatDil oy
“Ta-a ~ =0

K, = 228 (ot n) (Bn)T (atn)T(B+n)
n 4(a+n—1)(B+n—1)(a+B+2n—1)I'(n)T (a+B+n)

Exceptional Jacobi

polynomials, we do confirm that our results agree with [24] and refer the reader to [24] for the details of
that particular case. It is the case that n will have one and only one exceptional root, £. The exceptional
condition as discussed in Sections 3 and 4 and in [6, Corollary 5.25] reduces to (4.1).

To find the first row of entries in the determinantal representation, we follow the methods outlined in
[24] and use the ansatz for degree n, n > 2, to write the exceptional polynomial

In(r) = enilz — )", (5.1)
=0

Note that g, (z) may be any X;-Laguerre-type or X;-Jacobi polynomial of degree n. We fill in specific
details for each case below.
Then

() = icni(z— &), (5.2)
i=1

and :/y\n(g) = Cn,0 and @\n /(5) = Cn,1-

In order to obtain the determinantal representation we notice that the coefficients ¢, ;, ¢ = 0,1,...,n,
are given as the unique solution of a system of n + 1 linear equations with matrix form Ac = b. The objects
A, ¢ and b are given below.

To this end we define the adjusted moments

i = / (z — &)™ W (x)da (5.3)

I

and the vectors
c:=(cno,Cni,--- ,cnm)T eR"™ and b:=(0,...,0,K,)" € R"*L.
The constant K, := (D, Dn) determines the normalization of the exceptional polynomials.

Remark. For the reader’s reference we also include the square, K, of the norms for each of the exceptional
sequences in Table 4. The norms for the X,,,-Laguerre polynomials are found in [22]; for Jacobi, see [8].

Theorem 5.1. The X orthogonal polynomials have the determinantal representation formula

(o) = G 2 et A) (=)' (5.4

K, First n rows of the matriz A

TdetA |1 (r—¢)  (@—€? ...  (z—¢&)
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Table 5
The values of the constants c1,0 and c1,; in the matrix A. At

the same time c1,0 and c;1,1 are also the coefficients of 71 (),
which is defined in (5.1).

c1,0 C1,1
Exceptional Laguerre Type 1 1 1
Type 11 1 1
Type II1 1 0
Exceptional Jacobi gfz 1
where the (n+ 1) x (n + 1)-matriz A is given by
()" (€) + HEE —s(m' () 20’ () 0 0 ]
c1,0f0 + c1,1 00 ciofl + iz Crofte +Ciift3 o.. ClLof T+ C1fingt
A= 112 13 fa e fin+2 )
L ﬁn ﬁnJrl ﬁn+2 e ,D:Qn n

the adjusted moments are defined to be

fin = [ (@ "W (@) dz,

I

and where the matriz Ay is obtained from A by replacing the (k + 1)-st column with the vector b.

In Section 6, we work out recursion formulas for the adjusted moments, jig, of each X; family. In addition,
we compute L{{QI’a(x) as an example.

In Table 5 we present the specifics for the matrix corresponding to each of the exceptional cases, noting

that the constants ¢; g and ¢ 1 are easily obtained by comparing the formula (5.1) with the table of v1 = 3
from Section 4.

Proof of Theorem 5.1. We fill the matrix A row-wise.

Substituting the ansatz (5.1) and its derivative (5.2) into the exceptional equation (4.1), leads to

p/ !
[2pn’cn,1 — (pn” + 277 - 877’) cn,o]

=0.

r=¢

We collect this information in the first row of the determinantal representation. Since our matrix equation
has the form Ac = b, the first row of the matrix A now reads

The other n rows come from the orthogonality relations (2.15). These conditions inform us that not only
Un L g for n # k, but also that g, L &, for m < n. Since v, € &, the orthogonality conditions imply

Un,ve)jp =0 for 1 <k <n, and
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The second row of the matrix A is obtained by substitution of

vi(x) =1 = cr0+ (e —8)
and the ansatz (5.1) into this orthogonality relation. Using v; and the adjusted moments (5.3), we compute
0= (Yn, v1)p Zcm — &), v1)
= Zcm z— &) cr0) + ez — &), (= 8))]
= Z Cn,i [C1,00ti + €11 flit1] -
i=0
Thus, the second row of the determinantal representation is
[c1,0t0 + €111 crof + c1,1fh2 - €1,00tn + €1,1fn+1]
For 2 < k < n the (k + 1)-st row of matrix A is found in analogy. Namely, recalling the definition of
v = (z — &) for k > 2, we compute

0= (Yn, Vi) chz x— €)' o)

= ch,iﬁi-‘rk-
i=0
Thus, row l =k+ 1,3 <1 <n+1,is given by

T coo Ptk or

-1 I Prngi—1] -

Equation (5.4) now follows from Cramer’s rule, and (5.5) comes about from the co-factor definition of
determinants, upon expanding (5.5) along the last row. O

6. Recursion relations for the adjusted moments

The exceptional polynomials 7, may be represented using the adjusted moments fix. Thus, we can
develop a recursive formula for the moments via the three-term recursion relation associated with the
polynomial sequence. It is remarkable that these adjusted moments follow three-term recurrence relations
as the exceptional polynomials themselves follow a five-term recurrence relation at best. In Table 6 we
present the recursive formulas for all X; orthogonal polynomial systems. We include the proofs for both the
Type III Laguerre and Jacobi moments. The proofs follow in analogy to the recursive formula of the Type I
moments found in [24].

Prior to stating Theorem 6.1 we note that to simplify notation, we allow W and T to respectively represent
the appropriate weight function and interval of orthogonality pertaining to each exceptional system.
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Table 6
Recursion formulas for X; moments.

Recursion formula

Exceptional Laguerre Type I bkt = a+ k)pky1 + (1l — k)
Type II Ptz = (200 + k)41 + o(l — k) ik
Type III  figy2 = kfip41 — ol — k)fig

(27a7ﬁ72k)£+ﬁfa} Fiegs + [(kf’z)(lfsz)] ~

Exceptional Jacobi Dkt2 = [ “TATE “1 BTk Mk

Theorem 6.1. For an X, orthogonal polynomial sequence satisfying
azy” + a1y’ + agy = Ay
the adjusted moments [i, = fI (z— f)kW(x) dx satisfy the recursion formulas for k € Ny:
fitr = —(ra +s1) 7" [(kro + s-1)fi—1 + (kr1 + s0)fix]
where as(x) = Z?:o re (@ — &) and ay(z) = 2;271 sm (z —&)™.

Specifically, for each of the exceptional Laguerre and Jacobi families, the recursion formulas are provided
in Table 6. The initial moments with which to begin the recursion are provided in Appendix A.

Remark. The details of the recursion formula of Theorem 6.1 are provided below and the details of the
initial moments are given in Appendix A. Before the proof, we provide two critical observations. First, note
that for functions f and g, which are smooth on I, the associated moment functionals satisfy:

(1) == (. 17) ond gV, £) = (W, fo) .

where (-, -) represents the inner product with respect to the Lebesgue measure on I.
Second, the second order linear operator given by

Y] = agy” + a1y’ + aoy
may be written as a symmetry equation
azsy’ + (ahy —ay)y =0

that is solvable by the weight function W to which the associated eigenfunctions are orthogonal.
Combining these two notes, we observe that

(a2, (&= %) = (W an(w = %) = = (W, (aale ~ )"
= k(W0 =) = (W,ap(a—&)") .
Therefore, for k € N,
0= {0l + (a) — )W, (a — &)F)
= (@', (2 = ") + (17, (@ ~ ) ~ (W, (= - &)")
— K <ﬁ7,a2(x—§)’“*1> - <a1W, (x—f)k> : (6.1)
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Proof. Using equation (6.1), we aim to prove a general recursion formula. First rewrite the coefficients aso
and a; from the differential expression to be in terms of powers of (z — ). In the case of the X;-Laguerre

families, as is of degree 1; for the X;-Jacobi family, as is of degree 2. Therefore, we have
a(w) = re(z — &),
£=0
where the coefficients r, are appropriately chosen as indicated below:

(@) —(z—-¢& —¢ Types I, II, III X;-Laguerre
as(x) =
2 (e —€)?—26(x —€) + (1—€2)  X;-Jacobi.

Since a; may be written as p’ + ¢ + %, using a degree argument, a; may be written as
1
a@ =Y sm@-om,
m=—1

where the coefficients s,,, are appropriately chosen as indicated below:

(=& +(1+2)+2x—-&7" Type I X;-Lag.
1 (=& +2(x - Type IIT X;-Lag.

—(a+B)(z -8+ 2—a—-B)+Pa+2(2-1)(z— &)~ Xi-Jacobi.
Substituting a2 and a; into (6.1), rearranging, and collecting coefficients produces
0= —(kro+ s—1)ik—1 — (kr1 + so)iix — (kra + s1)fig+1 (for k € N).
In other words, for k € N,
fiktr = —(kro 4 8) 7" ((kro + s—1) ik — (kry + s0)fik41) -

Shifting k — k + 1, we obtain the result. O

(6.3)

(6.4)

Example. It is a short exercise, using ¢ = « and equations (6.2) and (6.3), for the reader to see that (6.4)

simplifies to the formulas given in Table 6.
We will verify for n = 2, that the polynomials in Theorem 5.1 indeed agree with (2.19).
For n = 2, recall that ¢; o =1 and ¢;,; = 0 as in Table 5. Therefore,

1 0 2a 0
L1,2 7a($) = |Ho H1 H2
1 (z—a) (z—a)

= 2afiy — 2afip(r — a)?.
Using the recursion formula in part (a) of Theorem 6.1 with k = 0,

~ i
Ho = —,
—Q
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we have, up to normalization,
L{g’a(az) =27 (22 — 20z + a(a +1)).
This is in agreement with the polynomial given in (2.19) since they both span the same eigenspace.

Remark 6.2. Although different in many ways, the moment representations for the Type I and II Laguerre
polynomials only differ in the exceptional condition (3) (up to normalization, see Table 4). The all rows
in the matrix of Theorem 5.1 except the first, the moment recursion formulas in Table 6, and the initial
moments jzp and zi; in Table 7 turned out completely identical for the Type I and IT Laguerre polynomials.

Remark 6.3. There are additional ways to compute the moments of the X; polynomial families. In particular,
generating functions may be used. This method may be seen for the Type I Laguerre family in [24].

7. Some observations regarding higher co-dimensions

The introduction of the Darboux approach to the field [26,27] allowed the community to study X,
orthogonal polynomials when m > 1. The approach towards Sections 2 and 3 was taken from the perspective
of allowing higher codimensional sequences. Results regarding codimension two case can be found in [20],
but as can be seen in the discussion below, generalized and higher order results should not be expected for
m > 1.

Further, it is not hard to see that Lemma 4.1 can be generalized to the case of m > 1 by simply replacing
the exceptional condition by a set of m exceptional conditions. We must assume that condition (4.1) holds
for x = &; where & (i = 1,...,m) denote the m roots of the function 1. Namely, we just replace (4.1) by
the m exceptional conditions

/!
{21977’1/ = (pn” + ]% = sn') y}

=0 fori=1,...,m. (7.1)

z=§;

7.1. Possible flags

As the codimension increases, there become increasingly more possibilities for the organization of the flag;
that is that there are more choices in which degrees are removed from the sequence. Certain choices simplify
subsequent computations like moment recursion formulas and the set-up of matrix A in Theorem 5.1. The
importance of making “good” choices that simplify the computations has already become clear in [24]. Here
we do not go into the details of how to simplify the computations, but rather provide some preliminary
discussions on what kind of choices are allowed in the case of the Type I Xy-Laguerre polynomials.

For example, consider the case when m = 2. Of course, we must take the first flag element to be

va(x) = LY (—x).
After some consideration, it appears that for m = 2 the choice
vs(x) = (x —&)* (¢ — & +1)

is appropriate. To prove that a set {vs,vs, ...} indeed forms a flag, it suffices to take polynomials that satisfy
the exceptional conditions (7.1) and are of the appropriate degree. As a result, there are now several choices
for higher degree flag elements. For n > 4 we set

vp(z) = (x — &) (x — &)k where we choose 2 < k <n —2.
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In general, for m > 2, we can take

om(2) = Ly, (=),

vp(z) = H(x — &)k for n > 2m, k; > 2 and Zki =n.
i=1
We expect that the flag elements of degree m 4+ 1,...,2m — 1 are more complicated. But in principle the

only requirements are that they have the correct degree and that they satisfy the exceptional conditions

(7.1).
7.2. Recursion type formulas

The general method of finding recursion type formulas for moments of the exceptional weights applies to
the higher co-dimension setting. In [24], using an adjusted moment greatly simplifies the computations. As
in the discussion of possible flags above, there is again much more freedom, and it is not expected that all
choices will yield favorable results.

Currently, it is clear that a “good” adjustment for the moments is given by

.....

m
Bl sel) = / (x — §i)l7‘W(m)da: where [; € Ny.
T oi=1

For example for m = 2, the adjusted moments of interest will take the form
/7(11712) = /(l‘ - fl)ll (l' — fg)lQW(x)dx,
I

so that recursion formulas will also need to generate fi(, 1,y for all (I1,12) € Ng x N.

The choices made for the flag and for the ansatz used to generalize (5.1) will determine which moments
will occur in the generalization of matrix A. This in turn tells us which of the adjusted moments we need
to generate.
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Appendix A. Initial moments fig and gt

Lemma A.1. The initial moments for the Xi-exceptional orthogonal polynomial systems of Laguerre and
Jacobi are given in Table 7, where the Gamma function is given by

[(x):= [ t* e tdt

and the incomplete Gamma function by

[(a,z) = /tafleft dt forx > 0.

x
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Table 7
The values of the initial moments po and ;.
o 1
Exceptional Laguerre I I'(a) —2e“a“T(1 + )T (—a, a) e“a“l(1+ a)I'(—a, a)
11 I'(a) —2e“a“T(1 + o) (—a, a) e“a“l(1 + a)I'(—a, a)
111 % e (—a)*T(1+ a)l(—a, —«)
Exceptional Jacobi F(azzlggffiélﬁg;—m + (J1+J2)(§%B_a_ﬁ) Bfa (J1 + J2)

Further we use the notation

-1 g —«
J=— R (1,-81a+2-1,°——
' atDa+p) ( Pl a+/3>
as well as
-1

Jy = )Fl(l,—a,l,ﬁw;—l,a_ﬂ),

B+1)(a+p a+fB

where Fy(-) denotes the first Appell hypergeometric series.

In the case of the Type I Laguerre polynomial family, the proof has been published in [24, Theorem 4.1].
We will prove that the moments given in Table 7 are correct for the Type III X;-Laguerre and X;-Jacobi
polynomial families. The proof for the Type II X;-Laguerre family follows in analogy to the other Laguerre

types.

Type III X;-Laguerre Proof. We prove that the expressions given in Table 7 are the moments jiy and jiq
associated with the Type III X;-Laguerre expression. Set

E,(x) = /e*”t*“ dt, where z>0.
1
Recalling the definitions of I'(x) and I'(a, ), these functions and the exponential integral function, E,, are
related via
E.(z) =2 'T(1 —a,2).
In addition,
(a—1)E,(z) =" —axE,_1(x).

Following a chain of manipulations, which may be found in [24], we note the following relation:

o0

e %xh
/ dex = e “Eipp(—a)I(1+6), fora>0,>-1.
T—
0
In consequence, we obtain the following expression for the first adjusted moment, 11 = OOO I:f: dx:

fir =e “Erpa(—a)l(1+a)
=e (—a)T(—a, —a) T (1 + ).
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Notice that

oo o —z oo
fho :/(x—a)Qﬁdxz/xo‘eT“dx:F(oz—l—l).
0 0
To finish the proof, we set k = 0, use the recursion formula in Table 6, and solve for pg to show
~ _ —T'(a+1)
Bo=—5—- O

X1-Jacobi Proof. We prove that the expressions given in Table 7 are the moments 1o and 7 associated
with the X;-Jacobi expression. Per (5.3),

For the X;-Jacobi system, £ = %, and

(1—z)*(1+2z)8
(P V@)

Substituting these into the equation for ji1, along with the classical Jacobi polynomial in the denominator
of the weight function, we find that

Wi (z) =

3 -

1
~ 4 (1—2)(1+z)

We recast this integral as the sum of two integrals, so that now

4

= F—a _a[Jl + Ja),

where

1
x)ﬂ
/6 x—oz—ﬁdx’
0

and

1

Bl +x)
/ ﬂ:cfafﬂdx'
0

To obtain the value of these integrals, we note that the first Appell hypergeometric series has an integral
representation if two of its parameters meet certain restrictions. Namely, we find

1

Fi(a,b1, by, 629) = FraEe— /t“ M=) T 1 —wt) " (1L - yt)
0

for Re ¢ > Re a > 0, see [2, Chapter 9].
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Observe that settinga =1, = -8, b =1, c=a+2,x=—-1,and y = ?TZ allows us to equate J; with

the Appell series. These values also satisfy the restrictions for a¢ and c. Similarly, we set a = 1, b = —a,
bo=1c=p+2,z2=—-1,and y = 3—;5 to equate Jo with the Appell series.

This results in the following values:

_ -1 N . B-a
Jl_(Oé+1)(Oé+ﬁ)F1<17 Ba17a+27 170[+ﬂ)7
and
-t _ 0B
b—wﬁ+nm+ﬁﬁ}o7aﬂﬁ+l 1o )

As mentioned above, fi; = BLLQ[L + J3).
We calculate fig indirectly by first finding fis, which is an easier computation. Again, per equation (5.3),

o = [ (2 W (a)da.

I

Substituting the expressions for £ and the exceptional weight, we find that

R | —x)° z)Pdx
m—w5_®2[ﬂ (1 + ) e

A standard table of integrals informs us that for m,n > —1, and b > a,

)m+n+1 Pim+1)I(n+1)
I(m+n+2)

b
/(:v —a)"(b—z)"dz=(b—a
a
Setting a = —1, b = 1, m = 8, and n = « allows us to compute the value of fio. The restriction on m
and n matches those for the Jacobi parameters a and f:

AT+ DI +1)
2= B a2 Ta+p+2)

Finally, using the recursion formula given in Table 6 for the X;-Jacobi system, and setting k& = 0, we
calculate 1. After substituting in the expression for £ in terms of « and 3, and further simplifications, we
obtain the following value:

~ (@B (a+DI'(B+1) n (208 —a = B)(J1 + Ja)
N 2087 (a0 + B+ 2) ap

This concludes the proof of Lemma A.1. O
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