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ABSTRACT

For a prime p > 2, we construct integral models over p for Shimura varieties with parahoric level structure, at-
tached to Shimura data (G,X) of abelian type, such that G splits over a tamely ramified extension of Q p. The local
structure of these integral models is related to certain “local models”, which are defined group theoretically. Under some
additional assumptions, we show that these integral models satisfy a conjecture of Kottwitz which gives an explicit descrip-
tion for the trace of Frobenius action on their sheaf of nearby cycles.
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Introduction

The aim of this paper is to construct integral models for a large class of Shimura
varieties with parahoric level structure, namely for those which are of abelian type, and
such that the underlying group G splits over a tamely ramified extension. Recall that
(G,X) is said to be of Hodge type if the corresponding Shimura variety can be described as
a moduli space of abelian varieties equipped with a certain family of Hodge cycles. The
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Shimura data of abelian type is a larger class, which can be related to those of Hodge type.
They include almost all cases where G is a classical group. Our condition on the level
structure allows many cases of Shimura varieties with non-smooth reduction at p.

One application of such models is to Langlands’ program [49] to compute the
Hasse-Weil zeta function of a Shimura variety in terms of automorphic L-functions. The
zeta function has a local factor at p which is determined by the mod p points of the
integral model, as well as its local structure—specifically the sheaf of nearby cycles. The
integral models we construct are related to moduli spaces of abelian varieties (at least
indirectly), which makes it feasible to count their mod p points as in the work of Kottwitz
[46] (cf. also [44]). On the other hand, their local structure is described in terms of “local
models” which are simpler schemes given as orbit closures. In particular, we show that,
when G is unramified, the inertia acts unipotently on the sheaf of nearby cycles, and
our models verify a conjecture of Kottwitz, which determines the (semi-simple) trace of
Frobenius action on their nearby cycles rather explicitly. Such a local structure theory of
integral models for Shimura varieties with parahoric level structure was first sought by
Rapoport who took some of the first steps in extending the Langlands/Kottwitz method
to the parahoric case [62, 63].

To state our results more precisely, let p be a prime, and (G,X) a Shimura datum.
For K◦ ⊂ G(Af ) a neat, compact open subgroup, the corresponding Shimura variety

ShK◦(G,X)= G(Q )\X × G(Af )/K
◦

is naturally a scheme over the reflex field E = E(G,X), which does not depend on the
choice of K◦. Let K◦

p ⊂ G(Q p) be a parahoric subgroup, fix a compact open subgroup
Kp ⊂ G(Ap

f ), and let K◦ = K◦
pKp. We set

ShK◦
p
(G,X)= lim← Kp

ShK◦(G,X).

Fix v|p a prime of E, let E = Ev and denote by κ(v) the residue field of E. We
say that a flat OE-scheme S satisfies the extension property, if for any discrete valuation ring
R ⊃OE of mixed characteristic 0, p, the map S(R)→ S(R[1/p]) is a bijection.

For the rest of the introduction, we assume that p > 2, that (G,X) is of abelian
type, and that G splits over a tamely ramified extension of Q p. We also assume that p

does not divide the order |π1(Gder)| of the (algebraic) fundamental group of the derived
group Gder over Q̄ p.

Proposition 0.1. — The E-scheme ShK◦
p
(G,X) admits a G(Ap

f )-equivariant extension to a

flat OE-scheme SK◦
p
(G,X), satisfying the extension property. Any sufficiently small compact open Kp ⊂

G(Ap

f ) acts freely on SK◦
p
(G,X), and the quotient

SK◦(G,X) := SK◦
p
(G,X)/Kp

is a finite OE-scheme extending ShK◦
p
(G,X)E.
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In fact one can probably prove a result such as the proposition under weaker as-
sumptions on G. The main point of our results is to describe the local structure of these
models in terms of orbit closures when G splits over a tamely ramified extension of Q p. To
explain this, recall that the parahoric subgroup K◦

p is associated to a point of the building
x ∈ B(G,Q p), which in turn defines, via the theory of Bruhat-Tits, a connected smooth
group scheme G◦ over Zp, whose generic fibre is G, and such that G◦(Zp) ⊂ G(Q p) is
identified with K◦

p . It had been conjectured by Rapoport [63, §6,7] (see also [56]), that
ShK◦(G,X) admits an integral model SK◦(G,X), whose singularities are controlled by
a “local model”, Mloc

G,X, with an explicit group theoretic description. Although a gen-
eral definition of Mloc

G,X was not given in [63], it was conjectured that Mloc
G,X, should be

equipped with an action of G◦, and that there should be a smooth morphism of stacks

λ : SK◦(G,X)→ [
Gc,◦\Mloc

G,X

]
,

which is to say a “local model diagram” consisting of maps of OE-schemes

S̃K◦
p

π q

SK◦
p
(G,X) Mloc

G,X,

where π is a Gc,◦-torsor, and q is smooth and Gc,◦-equivariant. Here, Gc,◦ is the (smooth)
quotient1 G◦/Zs, where Zs is the Zariski closure in G◦ of the maximal R-split but Q-
anisotropic subtorus of the center of G. This conjecture was inspired by a similar result
for Shimura varieties of PEL type that first appeared in Deligne and one of us (G.P) [21],
and de Jong [18] for special cases, and in the book of Rapoport-Zink [64] more generally.
In particular, the work of Rapoport and Zink implies such a result for many Shimura
varieties of PEL type with parahoric level structure but with an ad-hoc definition of Mloc

G,X

given case-by-case. See the survey article [58] for more information and for additional
references.

When G splits over a tamely ramified extension a candidate for Mloc
G,X was con-

structed in [59] by one of us (G.P) and Zhu. The construction of loc. cit. is reviewed in
Section 2, and uses the affine Grassmannian for G. In Section 2.3 we show that it also
has a more direct description as an orbit closure in a standard (i.e. not affine) Grassman-
nian. We show that these local models Mloc

G,X can be used to control the integral models
SK◦(G,X) in Proposition 0.1 étale locally:

1 This quotient by Zs is omitted in [63] and other references. If (G,X) is of Hodge type, then Zs = {1} and so
Gc,◦ = G◦.
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Theorem 0.2. — If κ/κ(v) is a finite extension, and z ∈ SK◦(G,X)(κ), then there exists

w ∈ Mloc
G,X(κ

′), with κ ′/κ a finite extension, such that there is an isomorphism of strict henselizations

Osh
SK◦ (G,X),z

∼=Osh
Mloc

G,X,w
.

The theorem, combined with results in [59], implies the following result about the
local structure of SK◦(G,X).

Corollary 0.3. — The special fibre SK◦(G,X)⊗κ(v) is reduced, and the strict henselizations

of the local rings on SK◦(G,X)⊗ κ(v) have irreducible components which are normal and Cohen-

Macaulay.

If K◦
p is associated to a point x which is a special vertex in B(G,Qur

p ), then SK◦(G,X)⊗κ(v)
is normal and Cohen-Macaulay.

We often obtain a more precise result, involving a slightly weaker form of the local
model diagram:

Theorem 0.4. — Suppose that either (Gad,Xad) has no factor of type DH, or that G is unram-

ified over Q p and K◦
p is contained in a hyperspecial subgroup. Then there exists a local model diagram

S̃ ad
K◦

p

π q

SK◦
p
(G,X) Mloc

G,X,

where π is a Gad◦-torsor and q is smooth and Gad◦-equivariant. In particular, for any z ∈
SK◦(G,X)(κ), there exists w ∈ Mloc

G,X(κ) such that there is an isomorphism of henselizations

Oh
SK◦ (G,X),z

∼=Oh
Mloc

G,X,w
.

Here, Gad◦ denotes the connected smooth group scheme with generic fibre Gad

associated by Bruhat-Tits theory to the image xad of the point x under the canonical map
B(G,Q p)→ B(Gad,Q p). Under our assumptions, Gad◦ also acts on Mloc

G,X. In fact, the
condition p � |π1(Gder)| in the above theorem can be removed, although Mloc

G,X then has
to be replaced with a slightly different local model, attached to an auxiliary Shimura
datum of Hodge type.

Below, we write S = SK◦(G,X). Let Ē be an algebraic closure of E, with residue
field kĒ, and F ⊂ Ē a subfield with F/E finite and such that GF is split. The relationship
with Mloc

G,X and one of the results of [59], allows us to show the following result on the
action of inertia on the sheaf of nearby cycles R�S .
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Corollary 0.5. — For z̄ ∈ S (kĒ), the inertia subgroup IF of Gal(Ē/F) acts unipotently on

all the stalks R�S
z̄ . If K◦

p is associated to a very special vertex2 x ∈ B(G,Q p), then IF acts trivially

on all the stalks R�S
z̄ , z̄ as above.

In fact, we also give results about the semi-simple trace of Frobenius on the sheaf
of nearby cycles of SK◦(G,X). Under the assumptions of Theorem 0.4 we show, again
using results of [59], that this trace is given by a function which lies in the center of the
parahoric Hecke algebra. When G is unramified, we can deduce that SK◦(G,X) verifies
a more precise conjecture of Kottwitz (see [36, §7]). This was first shown by Haines-
Ngô for unramified unitary groups and for symplectic groups [37], and by Gaitsgory
in the function field case [25]. Let us give some details. Since G is unramified, E is an
unramified extension of Q p. We denote by Er/E the unramified extension of degree r, and
by κr its residue field. Suppose that K◦

p ⊂ G(Q p) is a parahoric subgroup, and set Pr =
G◦(OEr

). Let μ be a cocharacter of G, in the conjugacy class of μh, where h ∈ X. One
has the associated Bernstein function zμ,r in the center of the parahoric Hecke algebra
Cc(Pr\G(Er)/Pr).

Theorem 0.6. — (Kottwitz’s conjecture) Suppose that G is unramified over Q p, and that either

(Gad,Xad) has no factor of type DH, or K◦
p is contained in a hyperspecial subgroup. Let r ≥ 1 and set

q = |κr|, and d = dim ShK◦(G,X). There is a natural embedding

G◦(Fq)\Mloc
G,X(Fq) ↪→ Pr\G(Er)/Pr.

For y ∈ S (κr)

(0.6.1) Trss
(
Froby,R�S

ȳ

) = qd/2zμ,r(w)

where w ∈ Mloc
G,X(κr) corresponds to y via the local model diagram.

We now explain the methods and organization of the paper in more detail. When
K◦

p is hyperspecial the integral models SK◦(G,X) were constructed in [43] and, as ex-
pected, turn out to be smooth. However, for more general parahoric level structures K◦

p ,
many of the key arguments of [43] break down or become much more complicated.

In the first section, we prove various results about the parahoric group schemes
G◦, and torsors over them. To explain these, consider a faithful minuscule representation
ρ : G → GL(V). In Section 1.2, we explicate a result of Landvogt [48], and show that ρ
induces a certain kind of embedding of buildings ι : B(G,Q p) ↪→ B(GL(V),Q p). This
is then used to show in Section 1.3, that for x ∈ B(G,Q p), there is an closed embedding
of group schemes Gx → GL(V)ι(x). The existence of such an embedding is needed in
exploiting Hodge cycles, to study integral models later in the paper. It replaces a general
result for maps of reductive groups due to Prasad-Yu [61], which was used in [43].

2 By definition [59], this means that x is a special vertex in B(G,Q p) and is also special in B(G,Qur
p ). Such x exist

only when G is quasi-split over Q p.
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In Section 1.4, we show that a G◦-torsor over the complement of the closed point
in Spec (W(Fq)[[u]]) extends to Spec (W(Fq)[[u]]), and hence is trivial. As in [43], this
result is used in an essential way in showing that the crystalline realizations of certain
Hodge cycles have good p-adic integrality properties, and eventually in relating the local
models Mloc

G,X to the integral models SK◦
p
(G,X). When G◦ is reductive, this extension re-

sult was proved in [16], and is a simple consequence of the analogous extension result for
vector bundles. For general parahorics G◦, the proof becomes much more involved, and
uses in particular results of Gille [28] and Bayer-Fluckiger–Parimala [2], [3] on Serre’s
conjecture II. In fact, for this reason we prove the result only when G has no factors of
type E8.

In Section 2, we recall the construction of the local models Mloc
G,X introduced in

[59]. Their definition involves the affine Grassmannian, however using the embedding
ι mentioned above, we show that these local models can also be described as an orbit
closure in a Grassmannian. This description is used in Section 3, to show that any formal
neighborhood of a closed point of Mloc

G,X supports a family of p-divisible groups, equipped
with a family of crystalline cycles. More precisely, let K/Q p be a finite extension, G a
p-divisible group over OK, and (sα,ét)⊂ TpG ⊗ a family of Galois invariant tensors in the
Tate module TpG , whose pointwise stabilizer can be identified with the parahoric group
scheme G◦ ⊂ GL(TpG ) (in fact we deal also with non-connected stabilizers). If D denotes
the Dieudonné module of G , then the crystalline counterparts of the (sα,ét) are tensors
(sα,0) ⊂ D[1/p]⊗. Using the extension result of Section 1.4, mentioned above, we show
that (sα,0) ⊂ D⊗ and that these tensors define a parahoric subgroup of GL(D) which
is isomorphic to G◦. This allows us to construct the required family of p-divisible groups
over a formal neighborhood of Mloc

G,X. In [43] this was done using an explicit construction
of the universal deformation, due to Faltings. However this construction does not seem
to generalize to the parahoric case, and we use instead a construction involving Zink’s
theory of displays [75] (Sections 3.1, 3.2).

Finally in Section 4, we apply all this to integral models of Shimura varieties. We
use the families of p-divisible groups over formal neighborhoods of Mloc

G,X, to relate Mloc
G,X

and SK◦
p
(G,X), when (G,X) is of Hodge type. In particular, these results also cover the

PEL cases of [64] and our proof then circumvents the complicated case-by-case linear
algebra arguments with lattice chains in loc. cit., Appendix. (In some sense, the role of
these linear algebra arguments is now played by the extension result of Section 1.4.) To
extend these results to the case of abelian type Shimura data, we follow Deligne’s strategy
[20], using connected Shimura varieties and the action of Gad(Q )+. As in [43] we use
a moduli theoretic description of this action, in terms of a kind of twisting of abelian
schemes. In the final subsection, we give the application to nearby cycles and Kottwitz’s
conjecture.

The application to integral models is somewhat complicated by the phenomenon
that for x ∈ B(G,Q p), the stabilizer group scheme Gx, attached to x by Bruhat-Tits, may
not have connected special fibre. On the one hand, it is more convenient to work with
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the connected component of the identity G◦
x ; for example, the local model diagram in

Theorem 0.4 yields an isomorphism of henselizations only when π is a torsor under a
smooth connected group (using Lang’s lemma). On the other hand, our arguments with
Hodge cycles yield direct results only for integral model with level Kp = Gx(Zp). We are
able to overcome these difficulties in most, but not quite all cases, and this is the reason
for the restriction on G in Theorem 0.4.

1. Parahoric subgroups and minuscule representations

1.1. Bruhat-Tits and parahoric group schemes

1.1.1. — Let p be a prime number. If R is an algebra over the p-adic integers Zp,
we will denote by W(R) the ring of Witt vectors with entries in R. Let k be either a finite
extension of Fp or an algebraic closure of Fp. Let k̄ be an algebraic closure of k. We set
W = W(k), K0 = Frac(W), and L = FracW(k̄).

In what follows, we let K be either a finite totally ramified field extension of K0,
or the equicharacteristic local field k((π)) of Laurent power series with coefficients in k.
We let K̄ be an algebraic closure of K with residue field k̄. We denote by Kur ⊂ K̄ the
maximal unramified extension of K in K̄, and we write O = OK and Our =OKur for the
valuation rings of K and Kur.

1.1.2. — Let G be a connected reductive group over K. We will denote by
B(G,K) the (extended) Bruhat-Tits building of G(K) [10, 11, 70]. We will also consider
the building B(Gad,K) of the adjoint group; the central extension G → Gad induces a
natural G(K)-equivariant map B(G,K)→ B(Gad,K) which is a bijection when G is
semi-simple. In particular, we can identify B(Gder,K) with B(Gad,K).

If � is a non-empty bounded subset of B(G,K) which is contained in an apart-
ment, we will write G(K)� = {g ∈ G(K) | g · x = x,∀ x ∈�} for the pointwise stabilizer
(“fixer”) of � in G(K) and denote by G(K)◦� the “connected stabilizer” ([11, §4]). When
� = {x} is a point, G(K)◦x is, by definition, the parahoric subgroup of G(K) that cor-
responds to x. Similarly, if � is an open facet, G(K)◦� is the parahoric subgroup that
corresponds to the facet �. If � is an open facet and x ∈�, then G(K)◦� = G(K)◦x .

Similarly, we can consider G(Kur), G(Kur)� and G(Kur)◦�. By the main result of
[11], there is a smooth affine group scheme G� over Spec (O) with generic fibre G which
is uniquely characterized by the property that G�(Our) = G(Kur)�. By definition, we
have G(Kur)◦� = G◦

�(Our), where G◦
� is the connected component of G�. We will call G◦

x

a “parahoric group scheme” (so these are, by definition, connected). More generally, we
will call G� a “Bruhat-Tits group scheme” (even if � is not a facet).

Denote by �̄⊂ B(Gad,K) the image of � under B(G,K)→ B(Gad,K). We can
then also consider the subgroup G(K)�̄ ⊂ G(K) fixing �̄. We have G(K)� ⊂ G(K)�̄. By
[38, Prop. 3 and Remarks 4 and 11], G(Kur)◦� is the intersection of G(Kur)�̄ (and hence,
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also of G(Kur)�) with the kernel G(Kur)1 of the Kottwitz homomorphism κG : G(Kur)→
π1(G)I. It then follows that G(K)◦� is also the intersection of G(K)� with the kernel of
the Kottwitz homomorphism. As a result, using [11, (1.7.6)], we see that G◦

x only depends
on G and the image x̄ of x in B(Gad,K).

If G is semi-simple, simply connected, then κG is trivial and we have G(K)◦� =
G(K)�.

1.1.3. — We continue with the notations of the previous paragraph. Let α : G →
G̃ be a central extension between connected reductive groups over K with kernel Z. By
[11, (4.2.15)], or [48, Theorem 2.1.8], α induces a canonical G(K)-equivariant map α∗ :
B(G,K)→ B(G̃,K). Set x̃ = α∗(x). Then α(G(Kur)x) ⊂ G̃(Kur)x̃ and, by [11, (1.7.6)],
α extends to group scheme homomorphisms

α : Gx −→ G̃x̃, α : G◦
x −→ G̃◦

x̃ .

We record the following for future use:

Proposition 1.1.4. — Suppose that G splits over a tamely ramified extension of K and that Z
is either a torus or is finite of rank prime to p. Then the schematic closure Z of Z in G◦

x is smooth over

Spec (O) and it fits in an (fppf) exact sequence

(1.1.5) 1 →Z → G◦
x

α−→ G̃◦
x̃ → 1

of group schemes over Spec (O). If Z is a torus which is a direct summand of an induced torus, then

Z =Z◦ is the connected Neron model of Z.

Proof. — By base change, it is enough to show the Proposition when k is alge-
braically closed. Then both G and G̃ are quasi-split by Steinberg’s theorem, and by our
assumption, they split after a tame finite Galois extension K′/K. Set � = Gal(K′/K)
which is a cyclic group.

Choose a maximal split torus in G whose apartment contains x, and let T be its
centralizer. Since G is quasi-split, T is a maximal torus and we have an exact sequence

1 → Z → T
α−→ T̃ → 1

with T̃ a maximal torus in G̃. The central morphism α : G → G̃ induces an isomor-
phism between corresponding root subgroups Ua and Ũa. Denote by Ua and Ũa their
corresponding schematic closures in G◦

x and G̃◦
x̃ respectively. By [11, (4.2.15), (4.3.2)], and

the construction of G◦
x and G̃◦

x̃ in [11, §4.6], the morphism α induces an isomorphism
between Ua(O) and Ũa(O), and therefore, by [11, (1.7.6)], between Ua and Ũa. Also, by
[11, §4.4, §4.6], the schematic closure of T, resp. T̃, in G◦

x , resp. G̃◦
x̃ , is the connected

Neron model T ◦, resp. T̃ ◦ of T, resp. T̃. Assume we have an fppf exact sequence

(1.1.6) 1 →Z → T ◦ α−→ T̃ ◦ → 1
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where Z is smooth and is the schematic closure of Z in T ◦. Then Z is also the schematic
closure of Z in G◦

x and the quotient G◦
x /Z , which is representable by [1, §4], is a connected

smooth group scheme which admits a homomorphism γ : G◦
x /Z → G̃◦

x̃ . Using again the
construction of the parahoric group schemes via schematic root data ([11, §3], [11, §4.6]
for the quasi-split case), we see that γ is an isomorphism on an open neighborhood of
the identity given by the “open big cell”. By [11, (1.2.13)], γ is an isomorphism and this
proves the Proposition.

It remains to exhibit the exact sequence (1.1.6).
If Z is a torus the desired statement follows by the argument in the proof of [57,

Lemma 6.7] which gives the analogous result in the equal characteristic case.
Suppose that Z is finite of rank prime to p. By base changing to K′ we obtain

1 → Z′ → T′ → T̃′ → 1 with T′, T̃′ split over K′; here the prime indicates base change
extension to K′. This extends to an exact sequence of group schemes

1 →Z ′ → T ′ → T̃ ′ → 1

with T ′, T̃ ′ split tori over O′. Then Z ′ = A(1), a finite multiplicative group scheme with
�-action which is the Zariski closure of Z′ in T ′. (Here A is a finite abelian group with
�-action and A(1)= A ⊗Z μn, for n = exp(A), n prime to p.) As p � n, we can see, using
Hensel’s lemma, that we have an exact sequence of smooth group schemes

(1.1.7) 1 → ResO′/O
(
A(1)

) → ResO′/O
(
T ′) → ResO′/O

(
T̃ ′) → 1.

By taking the �-fixed (closed) subschemes we obtain the exact sequence

1 → ResO′/O
(
A(1)

)� → ResO′/O
(
T ′)� → ResO′/O

(
T̃ ′)�.

Since #� is prime to p, by [22, Prop. 3.1], these fixed point (closed) subgroup schemes
are also smooth over O. The neutral components T ◦ and T̃ ◦ of T := ResO′/O(T ′)� and
T̃ := ResO′/O(T̃ ′)� are the connected Neron models of T and T̃ respectively.

Since O is strictly henselian, taking O-valued points on (1.1.7) is exact. Using this
together with the long exact sequence of �-cohomology gives an exact sequence

0 → A� → T (O)→ T̃ (O)→ H1(�,A).

Since H1(�,A) is finite, T → T̃ has open image, and induces a surjection T ◦ → T̃ ◦

between neutral components. Finally Z = ker(T ◦ → T̃ ◦) is open in ker(T → T̃ ), and
hence étale, which completes the construction of (1.1.6). �

Remark 1.1.8. — Using similar arguments as above, we can also see that, under
the assumptions of Proposition 1.1.4, the schematic closure of Z in Gx is smooth over
Spec (O) and is equal to the kernel of α : Gx → G̃x̃. In general, α : Gx → G̃x̃ is not fppf
surjective; this happens, for example, when Gx = G◦

x but G̃x̃ �= G̃◦
x̃ .
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1.1.9. — The building B(GL(V),K): Suppose that V is a finite dimensional K-
vector space. By [12, Prop. 1.8, Th. 2.11], the points of the building B(GL(V),K) are in
1-1 correspondence with graded periodic lattice chains ({�}, c): By definition, a periodic
lattice chain is a non-empty set of O-lattices {�} in V which is totally ordered by inclusion
and stable under multiplication by scalars. A grading c is a strictly decreasing function
c : {�} → R which satisfies

c
(
π n�

) = c(�)+ n

where π is a uniformizer of O. One can check (loc. cit.) that there is an integer r ≥ 1 (the
period) and distinct lattices �i , for i = 0, . . . , r − 1, such that

(1.1.10) π�0 ⊂�r−1 ⊂ · · · ⊂�1 ⊂�0

and {�} = {�i}i∈Z, with �j defined by �mr+i = πm�i for m ∈ Z, 0 ≤ i < r.
The stabilizer GL(V)x of the point x ∈ B(GL(V),K) that corresponds to ({�}, c)

is the intersection
⋂r−1

i=0 GL(�i) in GL(V). By loc. cit. 3.8, 3.9, the corresponding para-
horic group scheme GLx is the Zariski closure of the diagonally embedded GL(V) ↪→∏r−1

i=0 GL(V) in the product
∏r−1

i=0 GL(�i). The group scheme GLx can also be identi-
fied with the group scheme of automorphisms Aut(�•) of the (indexed) lattice chain
�• := {�i}i∈Z. This is true since this group of automorphisms is smooth (by [64, Ap-
pendix to Ch. 3]) and has the same Our-valued points as GLx. In fact, in [12], one finds
a similar description of the building B(GL(V)D,K) and the parahoric subgroups when
V is a finite dimensional (right) D-module, where D is a finite dimensional K-central di-
vision algebra. For x ∈ B(GL(V)D,K), we will denote by (GL(V)D)x the corresponding
parahoric group scheme.

Note here that to simplify notation we will use the symbol GL(�) to denote both
the abstract group and the corresponding group scheme over Spec (O); this should not
lead to confusion.

1.1.11. — The building B(GSp(V),K): Suppose that V is a finite dimensional
K-vector space with a perfect alternating bilinear form ψ : V × V → K. There is an in-
volution on the set of O-lattices in V given by� �→�∨ := {v ∈ V |ψ(v, x) ∈O,∀x ∈�}.
In this case, the points of the building B(GSp(V),K) are in 1-1 correspondence
with “almost self-dual” graded period lattice chains ({�}, c) and so B(GSp(V),K) ⊂
B(GL(V),K). (This is a variant of a special case of the results of [13] that describe
B(Sp(V),K).) Here, almost self-dual means that the set {�} is stable under the invo-
lution and that c(�∨)= −c(�)+ m for some m ∈ Z, independent of�. In this case, there
is an integer r ≥ 1 and distinct lattices �i , for i = 0, . . . , r − 1, such that

(1.1.12) �r−1 ⊂ · · · ⊂�0 ⊂ (
�0

)∨ ⊂ · · · ⊂ (
�r−1

)∨ ⊂ π−1�r−1,

and for a = 0, or 1, we have (�i)∨ = �−i−a for each i. The complete chain {�} con-
sists of all scalar multiples of these lattices �i and (�i)∨. The stabilizer GSp(V)x of the
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point x ∈ B(GSp(V),K) that corresponds to ({�}, c) is GSp(V) ∩ GL(V)x. The cor-
responding parahoric group scheme GSP x is the schematic closure of the diagonally
embedded GSp(V) ↪→ ∏r−1

i=−(r−1)−a GL(V) in the product
∏r−1

i=−(r−1)−a GL(�i). As above,
by [64, Appendix to Ch. 3], this identifies with the group scheme of similitude automor-
phisms Aut({�i}i∈Z,ψi) of the polarized lattice chain. Here ψi :�i ×�−i−a →O are the
perfect alternating forms given by ψ and we consider automorphisms that respect the ψi

up to common similitude.
Consider V′ = ⊕r−1

i=−(r−1)−aV equipped with the perfect alternating K-bilinear form
ψ ′ : V′ × V′ → K given as the orthogonal direct sum ⊥r−1

i=−(r−1)−a ψ . We have a natural
“diagonal” embedding GSp(V,ψ) ↪→ GSp(V′,ψ ′)⊂ GL(V′). Consider the lattice�′ =
⊕r−1

i=−(r−1)−a�
i ⊂ V′. Then, by the above, the group scheme GSP x is the schematic closure

of GSp(V,ψ) in GL(�′). By replacing �′ by a scalar multiple, we can assume that ψ ′

takes integral values on �′, i.e. that �′ ⊂�′∨ where the dual is with respect to ψ ′.

1.2. Maps between Bruhat-Tits buildings

1.2.1. — In this section, we elaborate on Landvogt’s results [48] on embeddings
of Bruhat-Tits buildings induced by (faithful) representations ρ : G → GL(V). Here faith-
ful means that the kernel of ρ is trivial. Then ρ gives a closed immersion of group schemes
over K (see for example [17, Theorem 5.3.5]). Landvogt shows that such a ρ induces a
G(K)-equivariant “toral” isometric embedding B(G,K)→ B(GL(V),K) (see loc. cit. for
the definition of toral); such an embedding is not uniquely determined by ρ but also de-
pends on the choice of the image of a given special point in B(G,K). In this section we
give a more specific construction of such an embedding when ρ is minuscule, see below.
This construction will be used in 2.3 for showing that local models embed in certain
Grassmannians.

1.2.2. — First suppose that G is split over K; denote by GO a reductive model
over O. Let xo be a hyperspecial vertex of the building B(G,K) with stabilizer the
hyperspecial subgroup GO(O). Recall that there is canonical embedding B(G,K) ↪→
B(G,Kur) and we can also think of xo as a hyperspecial vertex of B(G,Kur).

Suppose ρ : G → GL(V) is a representation defined over K (not necessarily faith-
ful). Suppose we can write V = ⊕iVi , where for each i, ρi : G → GL(Vi) is a K-
representation which is irreducible and hence, since G is split, also geometrically irre-
ducible. Notice here that ρi factors

G
ai−→ Gi ↪→ GL(Vi)

where ai is an epimorphism. If K = k((π)), we assume that ai , for each i, induces a sepa-
rable morphism between each root subgroup of G and its image in Gi . Here Gi is also a
split reductive group. Suppose that, for each i, �i ⊂ Vi is an O-lattice such that

ρi

(
GO

(
Our

)) ⊂ GL
(
�i ⊗O Our

)
.
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We would like to give a map of buildings

ι : B(
G,Kur

) → B
(
GL(V),Kur

)
,

such that ι(xo) is the point [�] in B(GL(V),Kur) which is given by the Our-lattice � :=
(⊕i�i)⊗O Our. By definition, this is the point [�] := ({π n�}n∈Z, c�), with c�(π

n�)= n.

Proposition 1.2.3. — We assume that G is split and let xo, ρ : G → GL(V) be as above.

There exists a Gal(Kur/K)- and G(Kur)-equivariant toral map

(1.2.4) ι : B(
G,Kur

) → B
(
GL(V),Kur

)
,

such that ι(xo) is the point which corresponds to � ⊗O Our = (⊕i�i) ⊗ Our as described above.

Suppose in addition that ρ : G → GL(V) is faithful. Then ι is an isometric embedding and is the

unique Gal(Kur/K)- and G(Kur)-equivariant toral embedding with ι(xo) as above. The map ι gives

by restriction a G(K)-equivariant toral isometric embedding ι : B(G,K)→ B(GL(V),K).

Proof. — By [48, Theorem 2.1.8] and its proof, there is a canonical G(Kur)- and
Gal(Kur/K)-equivariant toral map ai : B(G,Kur)→ B(Gi,Kur). (When K = k((π)), even
though K is not perfect, we see using the separability assumption, that the proof of [48,
Theorem 2.1.8] extends.) Under this, the image of the hyperspecial xo ∈ B(G,K) is a
hyperspecial xo,i ∈ B(Gi,K). Denote by Gi,O the reductive group scheme over O that
corresponds to xo,i . Using [11, (1.7.6)], we see that ai extends to a group scheme homo-
morphism ai,O : GO → Gi,O. Recall that ρi(GO(Our))⊂ GL(�i ⊗O Our).

Lemma 1.2.5. — We have Gi,O(Our)⊂ GL(�i ⊗O Our) and Gi ↪→ GL(Vi) extends to

a group scheme homomorphism Gi,O → GL(�i).

Proof. — Note that ai,O(Our) : GO(Our)→ Gi,O(Our) is not always surjective. For
every root subgroup Ui of Gi , there is a root subgroup U of G such that ai,O|U : U →
Ui is an isomorphism; this extends to an isomorphism of corresponding integral root
subgroups Ui and U . Therefore, the Our-valued points of each root subgroup Ui of Gi,O
belong to the image of ai,O(Our) and therefore lie in GL(�i ⊗O Our). Now let T be
a maximal split torus of G such that xo is in the apartment of T. The image Ti of T
under ai is a maximal spit torus of Gi and xo,i is in the apartment of Ti . Suppose that
T � Gr

m,O ⊂ GO, resp. Ti � Gri
m,O ⊂ Gi,O, are the Néron models of T, resp. Ti . Then ai,O

restricts to T → Ti. By our assumption, ρi gives a group scheme homomorphism T →
GL(�i), which amounts to a grading of �i by the character group X•(T)= X•(T )� Zr

of T . Since the representation G → GL(Vi) factors through ai , the non-zero graded
pieces of�i appear only for characters in the subgroup X•(Ti)⊂ X•(T ). This shows that
there is Ti → GL(�i) such that T → GL(�i) is the composition T → Ti → GL(�i).
Hence, Ti(Our)⊂ GL(�i ⊗O Our). Since Gi,O(Our) is generated by Ui(Our) (for all root
subgroups) and Ti(Our) (see e.g. [11, 4.6]), we conclude that Gi,O(Our)⊂ GL(�i ⊗OOur).
The second statement then follows from [11, (1.7.6)]. �
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We will now use [48, Theorem 2.2.9] to produce a Gi(Kur)- and Gal(Kur/K)-
equivariant toral isometric embedding of buildings B(Gi,Kur) ↪→ B(GL(Vi),Kur) that
maps xo,i to yi = [�i ⊗O Our]. The point yi in the building of GL(Vi) satisfies the con-
ditions (TOR), (STAB) and (CENT) of loc. cit.: We can easily check (TOR); (STAB) then
follows from loc. cit. Prop. 2.5.2, since both the groups are split. For the same reason,
(CENT) trivially follows from (STAB). By [48, Theorem 2.2.9, Prop. 2.2.10] it then fol-
lows that there exists a unique Gi(K)-equivariant toral isometric embedding of build-
ings B(Gi,Kur) ↪→ B(GL(Vi),Kur) that maps xo,i to yi . This map is also Gal(Kur/K)-
equivariant, since the image yi is fixed by Gal(Kur/K). By composing we now ob-
tain a corresponding G(Kur)- and Gal(Kur/K)-equivariant toral map ιi : B(G,Kur)→
B(GL(Vi),Kur). By combining the maps above, we obtain a G(Kur)- and Gal(Kur/K)-
equivariant toral map

ι : B(
G,Kur

) (ιi)i−→
∏

i
B

(
GL(Vi),Kur

)
(1.2.6)

= B
(∏

i
GL(Vi),Kur

)
⊂ B

(
GL(V),Kur

)
.

See [48, Prop. 2.1.6] for the equality in the middle, above. The last embedding in the
display is obtained as follows: Since

∏
i GL(Vi) is a Levi subgroup of GL(V), we can

apply [48, Prop. 2.1.5] and obtain an embedding which sends the point corresponding
to ([�i ⊗O Our])i to the point given by the Our-lattice ⊕i(�i ⊗O Our)⊂ V ⊗K Kur. If ρ
is faithful, then ι is injective and so it gives an embedding. The uniqueness then follows
from [48, Prop. 2.2.10]. �

Remark 1.2.7. — a) When ρ is faithful, the embedding ι as above can also be
obtained directly from the “descent” of root valuation data of [10, 9.1.19 (c)] by using
that ρ maps the hyperspecial subgroup GO(Our) to GL(⊕i(�i ⊗O Our)).

b) For any t ∈ R, we also have a G(Kur)-equivariant toral map t + ι : B(G,Kur)→
B(GL(V),Kur) determined by (t + ι)(x) = ({π n�}n∈Z, c� + t). This map is also
Gal(Kur/K)-equivariant. For every x ∈ B(G,Kur), (t + ι)(x) and ι(x) have the same
stabilizer in GL(V ⊗K Kur).

c) More generally, suppose that, for each i, we have a pair (�i, ti) of a O-lattice
�i ⊂ Vi and a real number ti ∈ R which determine the point ({π n�i}n∈Z, c�i

+ ti) in
the building B(GL(Vi),K). Suppose also that ρi(GO(Our))⊂ GL(�i ⊗O Our), for each
i. Then the proof of Proposition 1.2.3 extends to give a Gal(Kur/K)- and G(Kur)-
equivariant toral map

(1.2.8) ι : B(
G,Kur

) → B
(
GL(V),Kur

)
,

such that ι(xo) is the image of ({π n(�i ⊗O Our)}n∈Z, c�i
+ ti)i under the Levi embedding∏

iB(GL(Vi),Kur) = B(
∏

iGL(Vi),Kur) ⊂ B(GL(V),Kur). If ρ is faithful, this map is
an isometric embedding and is unique. Note that this ι(xo) is not always hyperspecial.
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For example, if K = Q p and ρ : G = G2
m ↪→ GL2 is the embedding of the diagonal torus,

all points of the corresponding apartment can appear as ι(xo). Indeed, all points of the
apartment are translations of [Zpe1 ⊕ Zpe2] by some (t1, t2) ∈ R2.

d) Observe that in Proposition 1.2.3 and also in (c) above, the map of buildings ι
factors through a “Levi embedding”, with the Levi subgroup determined by a decompo-
sition of the representation V as a direct sum of irreducibles; we use this in the proof of
Proposition 1.3.3. In general, there are equivariant maps that do not factor this way.

1.2.9. — For the rest of this section, unless we explicitly discuss the case K =
k((π)), we will assume that char(K)= 0.

Let T ⊂ G be a maximal torus. We will say that ρ is minuscule if ρ ⊗K K̄ is iso-
morphic to a direct sum of irreducible representations which are minuscule in the sense
that the weights of the corresponding representation of Lie(Gder

K̄
) on VK̄ for the Cartan

subalgebra Lie(Tder
K̄
) are conjugate under the Weyl group. (See [7, Ch. VI, §1, ex. 24, §4,

ex. 15].) This notion is independent of the choice of T. When G = SL2 the irreducible
minuscule representations are the standard and the trivial representation.

Proposition 1.2.10. — Suppose that G is split over K and that ρ : G → GL(V) is minuscule

and irreducible. Assume that �, �′ are two O-lattices in V such that ρ(GO(Our)) ⊂ GL(�⊗O
Our) ∩ GL(�′ ⊗O Our), the intersection taking place in GL(V ⊗K Kur). Then � and �′ are in

the same homothety class, i.e. �′ = π n�, for some n ∈ Z.

Proof. — By [11, (1.7.6)], our assumption implies that ρ extends to group scheme
homomorphisms ρO : GO → GL(�), ρ ′

O : GO → GL(�′). Let T ⊂ G be a maximal split
torus such that xo is in the apartment of T, and let T ⊂ GO be the Néron model of T.
The torus T acts on �, and we can decompose � as direct sum of weight spaces � =
⊕λ∈W(ρ)�λ. Since ρ is minuscule, the set of weights W(ρ)⊂ X•(T) is an orbit W · λ0 of a
single highest weight λ0 under the Weyl group and all the spaces Vλ are one dimensional
([7, Ch. VIII, §7, 3]). In particular, it follows that � ⊗O k is an irreducible G ⊗O k-
representation [41, II 2.15].

After replacing �′ by a scalar multiple, we may assume that �′ ⊂ �, and that if
�̄′ ⊂�⊗O k denotes the image of �′ in �⊗O k, then �̄′ �= {0}. Then �̄′ ⊂�⊗O k is
a non-zero G ⊗O k-subrepresentation. As �⊗O k is irreducible this implies �̄′ = �̄, and
so �′ =�, as desired. �

Corollary 1.2.11. — Assume that, in addition to the above assumptions, ρ is faithful. If ι and

ι′ are G(Kur)-equivariant toral embeddings B(G,Kur)→ B(GL(V),Kur), then there is t ∈ R such

that ι′ = t + ι.

Proof. — By [48, Prop. 2.2.10], such ι, ι′ are determined by the points ι(xo), ι′(xo)

in B(GL(V),Kur). Their stabilizers subgroups both have to contain ρ(GO(Our)) and so
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by Proposition 1.2.10 they both have to be hyperspecial. Since such hyperspecial points
are determined up to translation by a real number by their stabilizer subgroups, Proposi-
tion 1.2.10 implies the result. �

1.2.12. — We continue to assume that G is split over K and that ρ : G → GL(V)
is a K-representation.

Denote by H the split Chevalley form of G over Zp; fix a pinning (T,B, e) =
(TH,BH, e) of H over Zp and a corresponding hyperspecial vertex xo of the building
B(H,Q p) whose stabilizer is H(Zp). Choose an isomorphism G � H ⊗Zp

K, then we
can take GO = H ⊗Zp

O. Recall that if K′ is any p-adic local field extension of K, there
is a canonical embedding B(H,Q p) ↪→ B(H,K′) and so we can also think of xo as a
hyperspecial vertex of B(G,K′) for all such K′.

Let V = ⊕iVi , ρ = ⊕iρi , with Vi = V(λi)⊗Q p
K, V(λi) an irreducible Weyl mod-

ule of highest weight λi (for our choice of T, B) over Q p; fix a highest weight vector
vi = vλi

in V(λi) and consider the Zp-lattice �i ⊂ V(λi) given as �i = U
−
H · vi where

U
−
H is the subalgebra UH of the universal enveloping algebra of H over Zp generated by

the negative root spaces acting on V(λi). This gives ρi : H → GL(�i) (cf. [41]) and we
can see that the assumptions of Proposition 1.2.3 are satisfied for the choice of lattices
�i ⊗Zp

O ⊂ Vi = V(λi)⊗Q p
K. Hence, we have

(1.2.13) ι : B(
G,Kur

) → B
(
GL(V),Kur

)
,

such that ι(xo) is the point which corresponds to �⊗Zp
Our = (⊕i�i)⊗Our as described

above. More generally, we will also consider maps ι that also depend on the choice of a
collection of ti ∈ R, as in Remark 1.2.7 (c). The choice above corresponds to ti = 0. If ρ
is faithful, ι is an embedding.

1.2.14. — We now allow G to be non-split; however, we always suppose that G
splits over a tamely ramified Galois extension K̃/K with Galois group � = Gal(K̃/K).
We allow K̃/K to be infinite, but we assume that the inertia subgroup of � is fi-
nite.

Choose an isomorphism ψ : G⊗K K̃
∼−→ H⊗Zp

K̃ which identifies G(K̃) and H(K̃)
and write G(K) = H(K̃)� where the action of � is given by γ · h̃ = c(γ ) · γ (h̃) with
c : �→ Aut(H)(K̃) the cocycle c(γ )= ψ · γ (ψ)−1. The cocycle c represents the class of
the form G of H in H1(�,Aut(H)(K̃)). Our choice of pinning of H allows us to write
Aut(H)(K̃) as a semi-direct product

Aut(H)(K̃)= Had(K̃)��

where � = �H is the group of Dynkin diagram automorphisms (which is then
identified with the subgroup of automorphisms of H that respect the chosen pin-
ning).
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Under the assumption of tameness, by work of Rousseau or [60], the canonical
map B(G,K) ↪→ B(G, K̃) gives identifications B(G,K) = B(G, K̃)� = B(H, K̃)� ; the
action of � on B(H, K̃) is induced by the action of � on H(K̃) given above.

1.2.15. — We now assume that G is as above and consider a representation
ρ : G → GL(V) (i.e. defined over K). In what follows, assuming in addition that ρ is
minuscule, we will construct a certain G(Kur)- and Gal(Kur/K)-equivariant toral map

(1.2.16) ι : B(
G,Kur

) → B
(
GL(V),Kur

)

which also restricts to give a map ι : B(G,K)→ B(GL(V),K).
Assume first that ρ : G → GL(V) is irreducible over K; we do not assume that

ρ is faithful. We follow the arguments of [69] or [66]. (See, for example, the proof of
Theorem 7.6 in [69].) Let

D0 = {
ϕ ∈ EndK(V) | ϕ · ρ(g)= ρ(g) · ϕ, ∀g ∈ G(K̃)

}

be the centralizer algebra of ρ, which is a division K-algebra. Then V is a (right) module
for the opposite K-algebra D = (D0)opp.

The Galois group � acts naturally on the set of dominant weights of G as described
in [69, 3.1]. For a dominant weight λ, we denote by Vλ,K̃ the K̃-subspace of V ⊗K K̃
generated by all simple submodules of highest weight λ. Let λ1, . . . , λr be the dominant
weights λ for which Vλ,K̃ �= 0. This set is �-stable, and we have

V ⊗K K̃ = ⊕r
i=1Vλi,K̃.

The �-action on V ⊗K K̃ induces a transitive action on the set of summands Vλi,K̃,
which coincides with the one induced by the action of � on {λi}i . As in loc. cit., we have

Vλi,K̃ � V(λi)
⊕d ⊗Q p

K̃,

where d is an integer not depending on i. Denote by �1 ⊂ � the stabilizer of λ1; let K1

be the corresponding field K ⊂ K1 ⊂ K̃ and set V1 = Vλ1,K̃. The center of D can be
identified with K1 and then V becomes a K1-vector space; the epimorphism V ⊗K K̃ →
V ⊗K1 K̃ gives an isomorphism V ⊗K1 K̃ � V1. We obtain a K1-representation

ρ̄1 : GK1 → GL(V)D

which is absolutely irreducible and is such that ρ̄1 ⊗K1 K̃ is identified with the Weyl
module representation ρ1 : GK̃

∼= HK̃ → GL(V(λ1)K̃). As in loc. cit., the original K-
representation ρ : G → GL(V) can be obtained from ρ̄1 by applying restriction of scalars
twice:

(1.2.17) ρ = ResK1/K(ResD/K1 · ρ̄1).
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Here, ResD/K1 : GL(V)D ↪→ GLK1(V) is given by forgetting the D-module structure, and
ResK1/K : GLK1(V) ↪→ GL(V) by forgetting the K1-module structure. More precisely, ρ
is the composition of

(1.2.18) G → ResK1/K(GK1)
ResK1/K(ρ̄1)−−−−−−→ ResK1/K

(
GL(V)D

)

with

(1.2.19) ResK1/K

(
GL(V)D

) → ResK1/K

(
GL(V)K1

) → GL(V).

In fact, ρ̄1 : GK1 → GL(V)D is a K1-form of the Weyl module ρ1 as follows:
The group �1 acts on G(K̃) = H(K̃) with the action given by twisting via the cocy-
cle c|�1 : �1 → Aut(H)(K̃). Denote by J1(K̃) the subgroup of Aut(H)(K̃) generated by
Had(K̃) together with c(γ ) for γ ∈ �1. Since λ1 is �1-invariant, for every a ∈ J1(K̃),
the representation ρ1 ◦ a is again irreducible of highest weight λ1, and so there is
θ(a) ∈ PGL(V(λ1)⊗ K̃) such that ρ1 ◦ a = θ(a) ◦ ρ1; by Schur’s lemma, θ(a) is uniquely
determined and hence it gives a homomorphism

(1.2.20) θ : J1(K̃)→ PGL
(
V(λ1)⊗ K̃

)
.

As in the proof of [69, Theorem 3.3], the cocycle

c′ := θ · c : �1 → PGL
(
V(λ1)⊗ K̃

)

defines the K1-form End(V)D = End(V(λ1) ⊗ K̃)�1 of End(V(λ1)) and ρ1 : HK̃ →
GL(V(λ1)⊗ K̃) descends to

ρ̄1 : GK1 = (H ⊗ K̃)�1 → GL(V)D = GL
(
V(λ1)⊗ K̃

)�1
.

Here, the �1-fixed points are for the �1-actions given using the cocycles c and c′ = θ · c.
From here and on we will assume that K̃ contains Kur.

Proposition 1.2.21. — Assume that ρ, or equivalently that ρ1, is minuscule. We equip

B(GL(V(λ1)), K̃) with the action of �1 induced by the standard action on GL(V(λ1)⊗ K̃) twisted

by the cocycle c′.
Then the G(K̃)= H(K̃)-equivariant toral map

ι1 : B(G, K̃)= B(H, K̃)→ B
(
GL

(
V(λ1)

)
, K̃

)

given as in the split case above is �1-equivariant.

Proof. — By the construction of ι1 as a composition

B(H, K̃)→ B
(
H/ker(ρ1), K̃

) → B
(
GL

(
V(λ1)

)
, K̃

)
,
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we see that after replacing H by H/ker(ρ1), and GK1 by GK1/ker(ρ̄1), we are reduced to
considering the situation in which we assume in addition that ρ1 is faithful. By [48], there
is a G(K̃)- and �1-equivariant toral isometric embedding

ιL1 : B(G, K̃)= B(H, K̃)→ B
(
GL

(
V(λ1)

)
, K̃

)
.

Regard now both ι1 and ιL1 as two H(K̃)-equivariant toral isometric maps between the
buildings of the split reductive groups H(K̃) and GL(V(λ1) ⊗ K̃) over K̃. By Corol-
lary 1.2.11, we have ι1 = t + ιL1 with t ∈ R = X•(diag(GmK̃))⊗Z R. Notice now that the
Galois group �1 acts trivially on X•(diag(GmK̃)). Since ιL1 is �1-equivariant this implies
that ι1 is also �1-equivariant and this concludes the proof. �

1.2.22. — We continue with the above notations and assume that ρ is minus-
cule. Recall K̃ contains Kur; let I1 ⊂ �1 be the inertia subgroup. Using [60] and Proposi-
tion 1.2.21 we see that by restricting to I1-fixed points, ι1 gives

(1.2.23) ι1 : B(
G,Kur

1

) → B
(
GL(V)D,Kur

1

)
.

The same construction also works for the translations t + ι1, t ∈ R. This gives

(1.2.24) B
(
G,Kur

) ⊂ B
(
G,Kur

1

) t+ι1−−→ B
(
GL(V)D,Kur

1

)
.

Compose this with the standard equivariant embedding

B
(
GL(V)D,Kur

1

) = B
(
ResKur

1 /K
ur

(
GL(V)D

)
,Kur

) → B
(
GL(V),Kur

)

given by sending OD-lattices in V to the corresponding O-lattices in the K-vector space V
(by restriction of structure from OD to O). This composition gives a G(Kur)-equivariant
toral map

ι : B(
G,Kur

) → B
(
GL(V),Kur

)
,

which is also Gal(Kur/K)-equivariant as desired. This concludes the construction of ι
when ρ is minuscule and irreducible over K.

1.2.25. — In general, if ρ : G → GL(V) is a minuscule K-representation, write
it as a direct sum of K-irreducible representations ρj : G → GL(Vj) and then proceed
to give a G(K)-equivariant toral map ι : B(G,Kur) → B(GL(V),Kur) by combining
ιj : B(G,Kur)→ B(GL(Vj),Kur) given above with the Levi canonical embedding as in
(1.2.2). If ρ is faithful, the map ι is injective. Hence, in this case, we obtain a G(Kur)-
equivariant toral embedding of buildings

(1.2.26) ι : B(
G,Kur

) → B
(
GL(V),Kur

)

which is also Gal(Kur/K)-equivariant as desired.
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1.2.27. — Consider now the case K = k((π)). Suppose we have a reductive group
G over K which splits over a tamely ramified extension K̃/K and a representation ρ :
G → GL(V). Assume that ρ is written as a direct sum of G-representations which are
obtained by restriction of scalars as in (1.2.17) of representations ρ̄1 given as twisted Weyl
modules for minuscule dominant weights λ. Here we assume that the twist is also given
in the same way as ρ̄1 is given in the characteristic 0 case of 1.2.15. (Note that in this case,
G-representations are not in general semi-simple modules; however, here we assume such
a direct sum decomposition and we are also giving the twisting construction as in 1.2.15
as part of our data. Also recall, a dominant weight λ for a Chevalley group is minuscule

if there is no other dominant weight μ with μ < λ, where ≤ denotes the usual partial
ordering of weights. This implies that the Weyl module V(λ)k is simple [41, II, 2.15] and
that its weights are the Weyl group orbit of λ.)

Under the above assumptions, we can obtain maps of buildings ι1 as in Propo-
sition 1.2.21, and then ι as in (1.2.26), by carrying out the same construction as above.
(Note that, under our assumptions, H → H/ker(ρ1) is separable on each root subgroup—
for that see also the proof of Proposition 1.3.3 below that reduces this to the case H = SL2-
and so we can apply Proposition 1.2.3 as a step in our construction.)

1.3. Minuscule representations and group schemes

1.3.1. — We continue to assume that G splits over a tamely ramified extension
K̃ of K with Galois group � = Gal(K̃/K). We assume that ρ : G ↪→ GL(V) is a faithful
minuscule representation of G where V is a finite dimensional K-vector space. Recall the
G(K)-embedding

(1.3.2) ι : B(G,K)→ B
(
GL(V),K

)

constructed in the previous paragraph. This depends on a choice of an isomorphism
ψ : GK̃

∼−→ HK̃ and a hyperspecial vertex xo of B(H,K) together with choices of, for
each K-irreducible summand, a lattice �1 = U

−
H · v1 given by the highest weight vector

v1 ∈ V(λ1) and a grading c�i
+ ti of the lattice chain {π n�i}n∈Z given by ti ∈ R. The map ι

appears as a restriction of a Gal(Kur/K)-equivariant G(Kur)-embedding ι : B(G,Kur)→
B(GL(V),Kur).

Proposition 1.3.3. — For any x ∈ B(G,K), ρ extends to a closed immersion

ρx : Gx → GL(V)ι(x)

of group schemes over Spec (O).

Proof. — Let y = ι(x) and suppose that �•
y = {�i

y}i∈Z is the periodic chain of O-
lattices in V that corresponds to y and is fixed by GL(V)y. Then G(Kur)x = G(Kur) ∩
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GL(V ⊗K Kur)y ↪→ GL(V ⊗K Kur)y = GL(�•
y ⊗O Our). Using [11, (1.7.6)], we obtain a

group scheme homomorphism

ρ : Gx → GLy

which we would like to show is a closed immersion. Denote by G ′
x the schematic clo-

sure of G in GLy; this agrees with the scheme theoretic image of ρ above. Notice that
y = ι(x) implies G ′

x(Our) = G(Kur) ∩ GL(V ⊗K Kur)y = G(Kur)x = Gx(Our). Therefore,
it is enough to show that the schematic closure G ′

x of G ↪→ GL(V) in GLy is smooth
or equivalently (by the description of GLy recalled in 1.1.9), that the schematic closure
of G ↪→ ∏r−1

i=0 GL(V) (embedded diagonally) in the O-group scheme
∏r−1

i=0 GL(�i
y) is

smooth.
1) We first suppose that G is split over K. Fix a maximal K-split torus T � Gr

m of
G such that x belongs to the apartment A(G,T,K) ⊂ B(G,K). To start with, we also
assume that G is semi-simple, i.e. G = Gder. We first assume that ρ is actually irreducible.
The torus T acts on V via ρ and we obtain the weight decomposition

(1.3.4) V = ⊕λ∈W(ρ)Vλ.

Since ρ is minuscule, the set of weights W(ρ)⊂ X•(T) is an orbit W ·λ0 of a single weight
λ0 under the Weyl group and all the spaces Vλ are one dimensional ([7, Ch. VIII, §7, 3]).
Set T� = ∏

λ∈W(ρ)GL(Vλ) for the maximal torus of GL(V) that preserves the grading
above. We have ρ(T)⊂ T�.

For a root a ∈ �(G,T), we denote by Ua the corresponding unipotent subgroup
of G. Set Ga = 〈Ua,U−a〉 for the subgroup of G generated by Ua and U−a. This is isomor-
phic to either SL2 or PSL2. The isomorphism takes the standard unipotent subgroups U±
of SL2 to U±a ⊂ G. Consider now the restriction ρ : Ga → GL(V) and the composition
with the central isogeny SL2 → Ga

ρa : SL2 → GL(V).

We claim that this is a minuscule representation of SL2: Indeed, consider V as a repre-
sentation of Lie(Ga)� sl2. It decomposes as follows

V = ⊕[λ]V[λ] = ⊕[λ](⊕λ′=λ+kaVλ).

Here [λ] runs over all equivalence classes of weights in W(ρ) under: λ′ ∼ λ if there is
k ∈ Z with λ′ − λ = ka. By the general theory (e.g. [7, Ch. VIII, §7, 2, Prop. 3]), V[λ]
are representations of sl2 = 〈X−a,Ha,Xa〉 (a standard Chevalley basis) and there are two
cases:

a) [λ] = {λ} has only one element,
b) [λ] has two elements and we can then assume it is of the form {λ,λ+ a}.
In the first case, V[λ] is the trivial representation of sl2; in the second case, V[λ] is

isomorphic to the standard representation of sl2. Therefore, for each root a ∈�(G,T),
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the composition ρa : SL2 → GL(V) is a minuscule representation. It now follows that ρa

does not factor through PSL2 and so Ga has to be isomorphic to SL2.
By the construction of Gx, the schematic closure T of T ⊂ G in Gx is smooth and

so it acts on �i
y for all indices i. Since T � Gr

m/O, we obtain decompositions

(1.3.5) �i
y = ⊕λ∈W(ρ)�

i
λ,y

with�i
λ,y ⊂ Vλ rank 1 O-lattices in Vλ. (This implies that the point y lies in the apartment

A(GL(V),T�,K)⊂ B(GL(V),K).) We can now use this to reduce to the case that G is
SL2. Write U±a, Ga � SL2 as before.

We now allow V to be reducible and write V = ⊕jVj where Vj are irreducible and
minuscule. By the above applied to the irreducible Vj , we can write

Vj = ⊕[λ]Vj,[λ] = ⊕[λ](⊕λ′=λ+kaVj,λ)

as before. We have

(1.3.6) �i
y = ⊕j ⊕λ∈W(ρj ) �

i
j,λ,y

with �i
j,λ,y ⊂ Vj,λ rank 1 O-lattices in Vj,λ. Here, we also use the construction of ι, see

1.2.25 and 1.2.3 and also Remark 1.2.7 (d). We can now see that the schematic closures
U±a of U±a in

∏
i GL(�i

y) are isomorphic to the schematic closures U±, of

U± ⊂ SL2
ρ−→

∏

j,[λ]

∏

i

GL(Vj,[λ])

in the group scheme
∏

j,[λ]

∏

i

GL
(
�i

j,[λ],y
)

where �i
j,[λ],y =�i

j,λ,y or �i
j,λ,y ⊕�i

j,λ+a,y (in cases (a) or (b) respectively). Consider classes
[λ] for which the SL2 representation Vj,[λ] is not trivial, as in (b) above. We choose a basis
vector ej,λ of Vj,λ and set fj,λ = Xa · ej,λ which is a generator of Vj,λ+a. The choice of basis
ej,λ, fj,λ, of Vj,[λ] gives an identification of Vj,[λ] with the standard representation of SL2.
We have

�i
j,λ,y = π nj,[λ],iO · ej,λ, �i

j,λ+a,y = πmj,[λ],iO · fj,λ,

for some mj,[λ],i, nj,[λ],i ∈ Z, and so under this identification, the lattices �i
j,[λ],y ⊂ Vj,[λ], for

all i, are in the same apartment for GL(Vj,[λ]), namely the standard apartment for the
chosen basis. It now follows from [12, 3.6, and 3.9 (2)] that the schematic closures of U± in∏

j,[λ]
∏

i GL(�i
j,[λ],y) are smooth. Hence, the same is true for the schematic closures U±a.

By the construction of the lattices �i
j,λ, the schematic closure of T in

∏
i GL(�i

y) is
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smooth. It follows by [11, Thm. 2.2.3] that the schematic closure G ′
x of G in

∏
i GL(�i

y)

contains the smooth big open cell
∏

a

U−a × T ×
∏

a

Ua.

Hence, by [11, Cor. 2.2.5], the schematic closure G ′
x is smooth.

Remark 1.3.7. — The above is similar to corresponding arguments in [26, §10],
[27, §9]. Our assumption that ρ : G → GL(V) is minuscule is used in an essential way
in this proof. For example, the assumption that the weight spaces have dimension one is
used to reduce to the case of SL2: In general, for G split semi-simple and ρ irreducible,
consider ρa : SL2 → GL(V) as before which we write as a direct sum of irreducible rep-
resentations V = ⊕tVt . If dim(Vλ) �= 1, we might have two distinct summands Vt1 , Vt2 ,
with Vλ ∩ Vt1 �= (0), Vλ ∩ Vt2 �= (0). Then we cannot guarantee that �i

y is equal to the
direct sum ⊕t(�

i
y ∩ Vt).

2) Assume now that G is still split over K but is not necessarily semi-simple. The
argument above extends to this more general case by observing the following. The Our-
points T (Our) of the Zariski closure T of T in GLy give the maximal compact subgroup
of T(Kur). (Indeed, Aut(�•

y ) ∩ G(Kur) is equal to G(Kur)x = Gx(Our) and since x is in
the apartment of T, the subgroup G(Kur)x contains the maximal compact subgroup of
T(Kur).) Then the Zariski closure T is smooth by [61, Lemma 4.1]. The rest is as before,
since the unipotent subgroups Ua and their Zariski closures Ua are the same for both G
and Gder.

3) We now consider the general case in which G splits over the tamely ramified
Galois extension K̃ of K with group � = Gal(K̃/K). By [60], we have

(1.3.8) B(G,K)= B(G, K̃)�,

where on the right hand side, we have the fixed points of the natural action by �. For a
bounded subset�⊂ B(G,K), the Galois group � acts on G(K̃)�. Since we are assuming
K̃ = K̃ur, by [11, (1.7.6)], this action comes from an action of the Galois group � on the
smooth group scheme ResÕ/O(G�,K̃). (Here, we use the subscript K̃ to indicate that G�,K̃
is the Bruhat-Tits group scheme over Õ which is associated to � considered as a subset
of B(G, K̃).)

Proposition 1.3.9. — As above, suppose that K̃/K is tamely ramified and Galois with Galois

group �. Then we have

(
ResÕ/O(G�,K̃)

)� � G�,K,
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and in particular, a closed group scheme immersion

(1.3.10) G�,K ↪→ ResÕ/O(G�,K̃).

Proof. — Since (G(K̃)�)� = (G(K̃)�)� = G(K)� this follows from [11, (1.7.6)] us-
ing that, by [22], the group scheme on the left hand side is smooth over O. �

By our construction of ι we have a commutative diagram where the horizontal
arrows are equivariant toral embeddings

(1.3.11)
B(G, K̃) −→ ∏

j B(ResKj1/KGL(Vj)Dj
⊗K K̃, K̃)

↑ ↑
B(G,K) −→ ∏

j B(ResKj1/KGL(Vj)Dj
,K) → B(GL(V),K),

and the vertical arrows are the natural embeddings. Here Kj1 is the field obtained from Vj

and the representation ρj : G → GL(Vj) over K. By our construction, the top horizontal
arrow is the G(K̃)-map of buildings (ιj,σ )j,σ that corresponds to

ρ ′
K̃ : GK̃ →

∏

j

∏

σ
GL(Vj ⊗Kj1 K̃)Dj⊗Kj1 K̃

∼=
∏

j

∏

σ
GL

(
V(λj1)⊗Q p

K̃
)
.

(Here σ runs over all K-embeddings Kj1 → K̃ and ρ ′
K̃

can be identified with the product
over j of the base changes of (1.2.18) from K to K̃.) Each factor corresponds to a minus-
cule irreducible K̃-representation of the split group GK̃ and we can see that ρ ′

K̃
is faithful.

The result in the split case implies that ρ ′
K̃

induces a closed immersion

(1.3.12) ρ ′
K̃ : Gx,K̃ ↪→

∏

j

∏

σ
GL

(
V(λj)⊗Q p

K̃
)
ιj,σ (x)

of smooth group schemes over OK̃. Now, as in (1.3.10), we also have a closed immersion

ResOj1/O
((
GL(Vj)Dj

)
ιj (x)

)
↪→

∏

σ
ResÕ/O

(
GL

(
V(λj)⊗Q p

K̃
)
ιj,σ (x)

)
.

Since, again by (1.3.10), Gx = Gx,K → ResÕ/OGx,K̃ is a closed immersion, we deduce that

Gx,K →
∏

j
ResOj1/O

((
GL(Vj)Dj

)
ιj (x)

)

is a closed immersion. The result now follows using [12, 3.5, 3.9]; this implies that the
natural

ResOj1/O
((
GL(Vj)Dj

)
ιj (x)

) → GL(Vj)ιj (x)

corresponding to restriction of scalars

ResKj1/K

(
GL(Vj)Dj

) → ResKj1/K

(
GL(Vj)Kj1

) → GL(Vj)

(cf. (1.2.19)) is a closed immersion. �
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1.3.13. — We can see that the statement of Proposition 1.3.3 continues to hold,
with the same proof, in the equicharacteristic case K = k((π)) provided we consider ρ :
G → GL(V) and a corresponding embedding ι : B(G,Kur)→ B(GL(V),Kur) which
are given as in 1.2.27.

1.4. Extending torsors

1.4.1. — We continue to use the notation introduced above. Let OE be the p-
adic completion of W[[u]](p); this is a henselian discrete valuation ring with residue field
k((u)) and fraction field E =OE [1/p] = K0{{u}}. For simplicity, we set D = Spec (W[[u]]),
D× = D − {(u, p)} and also D[1/p] = D×[1/p] = Spec (W[[u]][1/p]).

1.4.2. — Suppose G is a connected reductive group over K0, and let G be a
parahoric Bruhat-Tits (smooth) group scheme over W for G; i.e. G = G◦

x for a point x in
the Bruhat-Tits building B(G,K0) and G = G[1/p] = G ⊗W K0.

As above, we assume that G splits over a tamely ramified extension of K0. We also
assume that G has no factors of type E8. (For our purposes, this is an acceptable assump-
tion since it is satisfied for the reductive groups corresponding to Shimura varieties.) The
main result of this section is the proof of the following:

Proposition 1.4.3. — Under the above assumptions, each G-torsor over D× is trivial, i.e. we

have H1(D×,G)= (1).
Remark 1.4.4. — When x is hyperspecial (so in particular G is quasi-split and split

over an unramified extension of K0, this follows from [16] as shown in [43]. See also
Remark 1.4.15 below.

Before giving the proof of the Proposition, we need the following two Lemmas. In
the arguments below, all the cohomology groups/sets are for the fppf topology. However,
since all the coefficients here are given by smooth group schemes we could also use the
étale topology with no change.

Lemma 1.4.5. — Let Q be an induced torus over K0, and Q◦ its connected Néron model

over OK0 . Then we have

H1
(
D[1/p],Q) = {1}

and

Im
(
H2

(
D×,Q◦) → H2

(
D[1/p],Q)) = {1}.

Proof. — By assumption Q is a product of tori of the form ResK/K0Gm, for K/K0 a
finite extension, and we may assume Q = ResK/K0Gm. For the first claim we have

H1
(
D[1/p],Q) = H1

(
SpecOK[[u]][1/p],Gm

) = {1}
as OK[[u]][1/p] is a UFD.
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For the second claim, note that we have a tautological character Q|K → Gm, which
extends to a map of smooth groups over OK, Q◦|OK → Gm since Gm is the connected
Néron model of its generic fibre. Finally, we obtain a map Q◦ → ResOK/OK0

Gm, and it
suffices to show that H2(D×,ResOK/OK0

Gm)= {1}, or equivalently H2(D×
OK
,Gm)= {1}.

By purity of the Brauer group (e.g. [33, Part II, Prop. 2.3] or [33, part III,
Thm. 6.1 (b)], and the fact that OK[[u]] is strictly henselian, we have

H2
(
D×

OK
,Gm

) = H2(DOK,Gm)= H2
(
Gal(k̄/k),Gm

)
.

Our assumptions on k imply the final group is trivial. �

Lemma 1.4.6. — Suppose that G is quasi-split, semi-simple and simply connected with no

factors of type E8. Then H1(D[1/p],G)= {1}.

Proof. — Note that D[1/p] = Spec (W[[u]][1/p]) is regular Noetherian of dimen-
sion 1. Set K = Frac(W[[u]]). This is a field of cohomological dimension 2: Indeed, if
� �= p, the �-cohomological dimension (see [67]) cd�(K) of K is 2 by results of Gab-
ber. (This verifies a conjecture of M. Artin, see [SGA4 X] or [40, Exp. XVIII].) On the
other hand, cdp(K)= 2 was shown by Kato, see [47], or [24] for a more general result.
We now use results on Serre’s conjecture II: By [28], if H is a semi-simple, simply con-
nected quasi-split reductive group with no E8 factors, then H1(K,H) = (1). (This uses
earlier more general results for groups of classical type, by Bayer-Fluckinger–Parimala,
see [2], [3]. See also [30] for a survey.) Therefore, H1(K,G)= {1}.

Now let B ⊂ G be a Borel and T ⊂ G a maximal torus. Let J → D[1/p] be a G-
torsor. Since H1(K,G) = (1), J has a section defined on a non-empty open subscheme
U of D[1/p]. This gives a section of the associated G/B-bundle J ×G G/B → U. Since
D[1/p] is affine, regular of Krull dimension 1 and J ×G G/B → U is proper, this section
extends to a section defined over D[1/p]. This defines a reduction of the structure group
of J from G to B, i.e. a B-torsor J′ → D[1/p] so that J � J′ ×B G. Now notice that all
B-torsors over D[1/p] are trivial. Indeed, B is a successive extension of the maximal torus
T and unipotent groups of the form ResK′/K0Ga. By an argument as in Lemma 1.4.5,
all torsors for these unipotent groups are trivial Similarly, since the torus T is induced,
H1(D[1/p],T) = {1} by Lemma 1.4.5. It follows that the G-torsor J is trivial; hence
H1(D[1/p],G)= {1}. �

Proof of Proposition 1.4.3. — Suppose that J → D× is a G-torsor. We begin by con-
sidering the case when k is algebraically closed. Then, by Steinberg’s theorem G is quasi-
split, i.e. it contains a Borel subgroup B defined over K0. The variety of Borel subgroups
G/B is projective over K0.

Step 1. The base change JOE → Spec (OE) is a trivial G ⊗Zp
OE -torsor.
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Indeed, the fibre Jk((u)) → Spec (k((u))) is a trivial G ⊗W k((u))-torsor: This last
group is an extension of a connected reductive group by a unipotent group both defined
over k. (Recall here that the special fibre of G = G◦

x is connected.) Since the cohomolog-
ical dimension of k((u)) is 1 ([67, II 3.3]), the result then follows by Steinberg’s theorem
([67, III. 2.3, Remark 1)]) and the fact that H1(k((u)),Ga) = {0}. Since OE is henselian
with residue field k((u)) and JOE → Spec (OE) is smooth, a section of JOE over k((u)) lifts
to a section over OE .

Step 2. The base change J [1/p] → D[1/p] is a trivial G-torsor.

By [15], there is a flasque resolution

(1.4.7) 1 → Z → G̃ → G → 1

with Z a flasque (central) torus, G̃der semi-simple simply connected and at the same time

(1.4.8) 1 → G̃der → G̃ → Q → 1

with Q an induced torus (i.e. Q � ∏
i ResKi/K0Gm where Ki/K0 are finite tamely ramified

extensions). Recall that a torus Z over K0 is called flasque if for every open subgroup
I′ ⊂ I = Gal(K̄0/K0) we have H1(I′,X•(Z))= 0. Since Z is central, it is contained in the
centralizer T̃ = Z(S̃) of any maximal K0-split torus S̃ of G̃. Actually, in this case we see
(loc. cit.) that these centralizer maximal tori of both G̃der and G̃ are induced. (This will be
used later.) Since we are assuming that G splits after a tamely ramified (and hence cyclic)
extension of K0 the flasque torus Z is also a direct summand of an induced torus (see [14,
Prop. 1]; this uses a result of Endo-Miyata on permutation Galois modules) so we have
Z ×K0 Z′ � Q′ for some torus Z′, and with Q′ an induced torus.

By Lemmas 1.4.5 and 1.4.6, we have H1(D[1/p], G̃) = {1}. Hence it suffices to
show that the image of J in H2(D[1/p],Z) is trivial. By Proposition 1.1.4, there is an
exact sequence of smooth group schemes over W

(1.4.9) 1 →Z◦ → G̃ → G → 1

where Z is the finite type Neron model ([11, §4.4]) of the torus Z and G̃ = G̃◦
x is the para-

horic group scheme for the group G̃ that corresponds to x̄ ∈ B(Gad,K0) = B(G̃ad,K0).
Hence the image of J in H2(D[1/p],Z) is its image under the composite map

H1
(
D×,G

) → H2
(
D×,Z◦) → H2

(
D[1/p],Z)

.

This is trivial by Lemma 1.4.5, since Z is a direct summand of an induced torus.

Step 3. We have G(W[[u]][1/p])\G(E)/G(OE)= {1}.
Assuming this, let us show that the G-torsor J is trivial. Indeed, from Steps 1 and

2 we have sections ap and a[1/p] of the torsor J → D× over OE and D[1/p] respectively.
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Consider g ·ap = a[1/p], g ∈ G(E), with both sections restricted on Spec (E). The triviality
of the double cosets above implies that we can modify these sections to achieve g = 1. Now
observe that D[1/p]�Spec (OE)→ D× is a cover in the fpqc topology; by Grothendieck’s
theorem on full faithfulness of fpqc descent data (e.g. [6, Chap. 6, Thm. 6 (a)]) we can
conclude that the torsor J is trivial over D×, cf. [29, Appendix].

We now turn to showing the triviality of the double cosets above. Pick an alcove in
the Bruhat-Tits building of G over K0 whose closure contains x. The connected stabilizer
of any point in that alcove is an Iwahori subgroup I for which I(OE) ⊂ G(OE). This
shows that it is enough to assume that G = I , i.e. that G is an Iwahori group scheme.

Now denote by Wa the affine Weyl group of G(K0), which is generated by the
simple reflections si , i = 1, . . . ,m, along the walls of the alcove. The reflections si are
all represented by elements of G(K0). There are corresponding parahorics Gi such
that I(W)= G(W)⊂ Gi(W) with Gi(W)= G(W) � G(W)siG(W). Then also Gi(OE)=
G(OE)�G(OE)siG(OE). The cosets Gi(OE)/G(OE) are parametrized by the k((u))-valued
points of the projective line P1: To be more precise, let Gi be the maximal reductive quo-
tient of the special fibre G i = Gi ⊗W k. The derived group Gred

i of Gi is SL2 or PSL2.
Since Gi is smooth and OE is p-adically complete, reduction modulo p gives surjective
homomorphisms

Gi(OE)→ G i

(
k
(
(u)

))
.

Composing this with the surjection G i(k((u)))→ Gi(k((u))) gives surjective homomor-
phisms

Gi(OE)
qi−→ Gi

(
k
(
(u)

)) → 1.

Now the group G(OE) is the inverse image by qi of a Borel subgroup Bi(k((u))) ⊂
Gi(k((u))). This gives

(1.4.10) Gi(OE)/G(OE)
∼−→ Gi

(
k
(
(u)

))
/Bi

(
k
(
(u)

)) � P1
(
k
(
(u)

))
.

Similarly, since Gi is smooth over W, by Hensel’s lemma, reduction modulo p gives a
surjective homomorphism Gi(W[[u]])→ G i(k[[u]]). As before, we obtain similar surjective
homomorphisms

Gi(W[[u]]) qi−→ Gi(k[[u]])→ 1

which give

(1.4.11) Gi(W[[u]])/G(W[[u]]) ∼−→ P1(k[[u]]).
These isomorphisms (1.4.10) and (1.4.11) are compatible via W[[u]] → OE , which mod-
ulo p induces k[[u]] → k((u)). Since P1 is proper, P1(k[[u]]) = P1(k((u))). Hence if xi ∈
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Gi(OE)/G(OE), we can find gi ∈ Gi(W[[u]]) ⊂ G(W[[u]][1/p]) so that xi = gi · G(OE).
Hence

(1.4.12) Gi(OE)= Gi(W[[u]]) · G(OE).

Now, for each n ≥ 1, and i1, . . . , in integers in [1,m], consider the map

Gi1(OE)×· · ·×Gin(OE)→ G(E)/G(OE), (y1, . . . , yn) �→ y1 · · · yn ·G(OE)

which factors via the quotient by the action of G(OE)
n given by

(y1, . . . , yn) · (p1, . . . , pn)=
(
y1p1, p

−1
1 y2p2, . . . , p

−1
n−1ynpn

)
.

Start with (y1, . . . , yn) as above. By (1.4.12), there is p1 ∈ G(OE) so that y1p1 = g1 ∈
Gi1(W[[u]]). Consider p−1

1 y2 ∈ G(OE)Gi2(OE)⊂ Gi2(OE). Applying (1.4.12) again, we see
that there is p2 ∈ G(OE) so that p−1

1 y2p2 = g2 ∈ Gi2(W[[u]]). Continuing, we find (g1, . . . , gn)

and (p1, . . . , pn) ∈ G(OE)
n with gk ∈ Gik(W[[u]]) ⊂ G(W[[u]][1/p]) and (y1, . . . , yn) ·

(p1, . . . , pn)= (g1, . . . , gn). This gives

y1y2 · · · yn · G(OE)= g1g2 · · · gn · G(OE).

Denote by G(E)1 the subgroup of G(E) generated by all the parahoric subgroups
Gi(OE). The above calculation implies that the image of G(W[[u]][1/p]) in G(E)/G(OE)
contains G(E)1/G(OE).

The group G(E)1 coincides with the subgroup generated by all parahoric sub-
groups of G(E) considered in [11, 5.2.11]. As above, choose a maximal split torus S ⊂ G
whose apartment contains x, and let T ⊂ Gx be the closure of its centralizer T = ZG(S).
By loc. cit. 5.2.4, G(E)1 is also the subgroup generated by T ◦(OE) and the E -valued points
of the root subgroups of G. (Notice that we have T ◦(OE) ⊂ G(OE) ⊂ G(E)1.) We now
have

(1.4.13) G(E)= T(E) · G(E)1.

Now consider the quotient T(E)/T ◦(OE). The natural homomorphism T(K0)→ T(E)
gives a surjection T(K0)/T ◦(W)→ T(E)/T ◦(OE). When the torus T is induced this
follows from [11, 4.4.14]. In our more general case, we have, as in Step 2, T = T̃/Z with
T̃ induced and Z flasque. As above, since Z is a direct summand of an induced torus,
we have H1(E,Z)= (1). Hence, T̃(E)→ T(E) is surjective and the desired surjectivity
above then follows from the corresponding property for T̃. Therefore, (1.4.13) gives

(1.4.14) G(E)= T(K0) · G(E)1.

Since T(K0) ⊂ G(W[[u]][1/p]), this completes the proof of the proposition in the case
when k is algebraically closed.
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Step 4. The proposition holds for any k.

Write DOL = SpecOL[[u]] and D×
OL

⊂ DOL the complement of the closed point.
Denote by f : DOL → D the projection. Then f ∗(J ) is equipped with a G-equivariant
descent datum for the morphism f . By what we have already seen f ∗(J ) is a trivial
G-torsor over D×

OL
, and we may consider this descent datum as a descent datum on

G×D× D×
OL

. Since G is affine this extends to an effective, G-equivariant descent datum on
G ×D DOL , which produces a G-torsor on J̃ over D extending J .

Finally J̃ has a section over the closed point of D by Lang’s lemma, and hence
over D by smoothness. It follows that J̃ and hence J is a trivial G-torsor. �

Remark 1.4.15. — Under the additional hypothesis that G is split over K0 and
that the subgroup G(W) = Gx(W) is contained in a hyperspecial subgroup GW(W) we
can give a quicker proof of Proposition 1.4.3. (Notice then that by [38], G◦

x = Gx, since
the Kottwitz invariant homomorphism vanishes on Gx(W) ⊂ GW(W).) We sketch the
argument below:

Recall that there is a representation GW ↪→ GLn/W which is a closed immersion
such that the quotient GLn/W/GW is an affine scheme ([16], [43]). Under our assumption,
there is a parabolic subgroup Q ⊂ ḠW = GW ⊗W k such that G(W) ⊂ GW(W) is the
preimage of Q(k)⊂ GW(k). In this case, G is given as the dilatation ([6], [72]) of GW →
Spec (W) along the subgroup Q ⊂ GW ⊗W k of its special fibre.

We can now write Q as the scheme theoretic intersection of GW ⊗W k and a
parabolic subgroup Q′ in GLn/k . The dilation of GLn/W → Spec (W) along Q′ is a para-
horic subgroup GLy scheme for GLn which is given as the stabilizer of a corresponding
lattice chain. We have a closed group scheme immersion G ↪→ GLy such that the quo-
tient GLy/G is affine: Indeed, the quotient GLy/G can be identified as the dilatation of
the affine scheme GLn/W/GW along the closed subscheme Q′/Q of its closed fibre. Such
dilatations of affine schemes are also affine. Now use, as in [16], [43], the fact that any
morphism D× → X with X affine extends to D → X to reduce the proof to the case that
the group is G = GLn and the parahoric subgroup G = GLy.

When G = GLy, a G-torsor over a scheme T is given (cf. [64, Appendix to Chap. 3])
by a periodic chain (Fi, ϕi)i of locally free rank n OT-modules Fi with maps ϕi : Fi →
Fi+1 such that, for all i, the quotients Fi+1/ϕi(Fi) are locally free OT/pOT-modules of
fixed rank ri (which depends on our choice of y). (By “periodic” one means that there is
a ≥ 1 such that Fi+a = Fi and the composition ϕi+a−1 · · ·ϕi+1 · ϕi is multiplication by p,
for all i.) Since D is regular Noetherian of dimension 2 and D − D× has codimension 2,
a periodic chain (Fi, ϕi) over D× uniquely extends to a periodic chain (F̃i, ϕ̃i) over D.
If (Fi, ϕi) satisfies the above condition on the quotients, then so does the extended chain
(F̃i, ϕ̃i): Indeed, by the above, the W[[u]]-modules F̃i/ϕ̃i(F̃i) have projective dimension
1, and are annihilated by p. By the Auslander-Buchsbaum theorem F̃i/ϕ̃i(F̃i) has only
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trivial u-torsion; therefore, it is free over W[[u]]/pW[[u]] = k[[u]]. This establishes that the
G-torsor over D× extends to a G-torsor over D which then has to be trivial as before.

2. Local models

2.1. The local models

2.1.1. — We now recall the definition of the local models from [59, §7]. We
continue to use the notation of the previous section, but we assume that K/Q p is a finite
unramified extension of Q p. Suppose that (G, {μ},K) is a triple, with

– G a connected reductive group over K,
– {μ} a conjugacy class of a geometric cocharacter μ : GmQ̄ p

→ GQ̄ p
, and

– K ⊂ G(K) a parahoric subgroup which is the connected stabilizer of the point
x ∈ B(G,K).

We assume that G splits over a tame extension of K and that μ is minuscule.3

Suppose that E ⊂ Q̄ p is the local reflex field, i.e. the extension of K which is the
field of definition of the conjugacy class {μ}.

In [59, §3], there is a construction of a smooth affine group scheme G over O[u]
which specializes to the parahoric group scheme G := G◦

x over O after the base change
O[u] → O given by u �→ p (loc. cit. §4), and such that G = G|O[u,u−1] is reductive. There
is a corresponding ind-projective ind-scheme (the global affine Grassmannian) GrG,A1 →
A1 = Spec (O[u]) (loc. cit. §6). The base change GrG,A1 ×A1 Spec (K) under O[u] → K
given by u �→ p can be identified with the affine Grassmannian GrG,K of G over K. (Recall
that GrG,K represents the fpqc sheaf associated to the quotient R �→ G(R((t))/G(R[[t]]);
the identification is via t = u − p.)

The cocharacter μ defines a projective homogeneous space GQ̄ p
/Pμ−1 over Q̄ p.

Here, Pν denotes the parabolic subgroup that corresponds to the coweight ν; by defi-
nition, the Lie algebra Lie(Pν) contains all the root subgroups Ua for roots a such that
a · ν : Gm → Gm is a non-negative power of the identity character. Since the conjugacy
class {μ} is defined over E we can see that this homogeneous space has a canonical model
Xμ defined over E (notice however, that Xμ might not have any E-rational point). If G is
quasi-split, then {μ} has a representative μ : GmE → GE which is actually defined over E
[45, 1.1.3] then we can write Xμ = GE/Pμ−1 which has an E-rational point.

Since μ is minuscule, the corresponding affine Schubert variety with Q̄ p-points
Sμ(Q̄ p)= G(Q̄ p[[t]])μ(t)G(Q̄ p[[t]])/G(Q̄ p[[t]]) in the affine Grassmannian GrG,K ×K Q̄ p

is closed, see [58, p. 146]. Our assumption that the conjugacy class {μ} is defined over E
implies that Sμ(Q̄ p) is Gal(Q̄ p/E)-equivariant and so it corresponds to a closed subvari-
ety Sμ of the ind-projective GrG,K ×K E. The natural left action of G(Q̄ p[[t]]) on Sμ(Q̄ p)

3 Recall that μ is minuscule if 〈a,μ〉 ∈ {−1,0,1} for every root a of GQ̄ p
.
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is transitive and the stabilizer of μ(t) is Hμ := G(Q̄ p[[t]]) ∩ μ(t)G(Q̄ p[[t]])μ(t)−1. Let T
be a maximal torus of GQ̄ p

which contains the image of μ. Then Hμ contains T(Q̄ p[[t]]).
Since μ is minuscule, we can see that Hμ contains the kernel of the canonical homo-
morphism Ua(Q̄ p[[t]])→ Ua(Q̄ p), for all roots a of GQ̄ p

. We conclude that Hμ contains
the kernel of G(Q̄ p[[t]])→ G(Q̄ p); by definition, the image of Hμ in G(Q̄ p) is equal to
Pμ−1(Q̄ p). Hence, Sμ can be GE-equivariantly identified with Xμ.

The local model Mloc
G,{μ},x := Mloc(G, {μ})x is by definition the Zariski closure of

Xμ ⊂ GrG,K ×K E in GrG,A1 ×A1 Spec (OE) where the base change O[u] → OE is given
by u �→ p. By its construction, Mloc

G,{μ},x is a projective flat scheme over Spec (OE) which
admits an action of the group scheme G ×O OE. We recall:

Theorem 2.1.2 ([59, Theorem 9.1]). — Suppose in addition that p does not divide the order

of the (algebraic) fundamental group π1(Gder) of the derived group of G. Then the scheme Mloc
G,{μ},x is

normal. The geometric special fibre of Mloc
G,{μ},x is reduced and admits a stratification with locally closed

smooth strata; the closure of each stratum is normal and Cohen-Macaulay. �

Corollary 2.1.3. — Under the above assumptions, the base change Mloc
G,{μ},x ⊗OE OL is normal,

for every finite extension L/E.

Proof. — Using Theorem 2.1.2, we see that the special fibre of Mloc
G,{μ},x ⊗OE OL is

reduced. The result then follows as in [59, Prop. 9.2]. �

2.1.4. — For simplicity, we will often write Mloc
G instead of Mloc

G,{μ},x, when {μ}
and x are understood. When the data (G, {μ},K) are obtained, as in the next chapters,
from global Shimura data (G,X,

∏
l Kl) after the choice of a prime v|p of the reflex field

E(G,X), we will often write Mloc
G,X instead of Mloc

G,{μ},x. In particular, in this we take μ to
be in the conjugacy class of μh for h ∈ X.

We now recall some points of the construction of the group schemes G and G.
We will only need these details when the reductive group G is quasi-split over K; then
this construction is somewhat more straightforward and proceeds as follows. (Notice that
Steinberg’s theorem implies that we can make sure that this assumption is always satisfied
after enlarging the unramified extension K/Q p.)

Choose a maximal K-split torus S of G. Since G is quasi-split, the central-
izer T = ZG(S) is a maximal torus of G. Also choose a Borel subgroup B of G de-
fined over K that contains S and consider the corresponding based root datum R+ :=
(X•(T),�,X•(T),�+) where �⊂� is the set of simple roots that corresponds to B in
the root system �=�(G,T). Denote again by H the split Chevalley form of G over Zp,
and choose a pinning (TH,BH, e) of H over Zp. The corresponding based root datum of
H agrees with R+. Set � :=�H = Aut(R+).
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The quasi-split group G over K is described by a�H-torsor over K; this splits over a
tame finite extension K ⊂ K̃ ⊂ Q̄ p and can thus by described via a group homomorphism
ξ : Gal(Q̄ p/K)→ � that factors through �K = Gal(K̃/K). As explained in [59, 3.2,
3.3], ξ corresponds to ξ : π1(Spec (O[u±1]),Spec (Q̄ p))→�, with O[u±1] → Q̄ p given
by u �→ p, i.e. to a �-torsor over O[u±1]. (This specializes to the above �-torsor over K
after u �→ p.) This now gives a quasi-split reductive group scheme G over O[u±1] which
can be described explicitly as follows: Our choice of pinning (TH,BH, e) of H identifies
� with the group of automorphisms of H that respect the pinning. Now there is an K-
isomorphism

(2.1.5) ψ : G
∼−→ (

ResK̃/K(H ⊗O K̃)
)�

where γ ∈ � acts on the right hand side via ξ(γ )⊗ γ . Set

(2.1.6) G = (ResO0[v±1]/O[u±1]
(
H ⊗O[u±1] O0

[
v±1

])�

where O0[v±1]/O[u±1] is the �-cover which is described in [59, 3.2] and which special-
izes to K̃/K after base changing by u �→ p.

Now for x in the building B(G,K) pick the torus S so that x is in the apart-
ment A(G,S,K) of S; the construction in [59, Theorem 4.1] gives a smooth affine
group scheme G over O[u] that extends G and specializes to G after base changing
by O[u] → K, u �→ p. Let κ denote either K or k. Then, [59, 4.1] provides an iden-
tification of the apartment A(G,S,K) in B(G,K) with an apartment in the building
B(G ⊗O[u±1] κ((u)), κ((u))) of the group Gκ((u)) := G ⊗O[u±1] κ((u)); here κ((u)) is consid-
ered as a discretely valued field with uniformizer u and residue field κ . Then G⊗O[u] κ[[u]]
is the parahoric group scheme over κ[[u]] which is the connected stabilizer of the point
xκ((u)) corresponding to x under this identification.

2.2. Local models and central extensions

2.2.1. — The results of this paragraph will be used only in Section 4.6. We start
with the following:

Proposition 2.2.2. — Suppose that α : G1 → G2 is a central extension of reductive groups over

Q p and let x1 ∈ B(G1,Q p), x2 = α∗(x1) ∈ B(G2,Q p). Assume that G1, G2 split over a tamely

ramified extension of Q p and denote by Gi , i = 1,2, the corresponding parahoric group scheme G◦
xi

over

Spec (Zp). The group scheme homomorphism α : G1 → G2 extends to a group scheme homomorphism

α : G1 → G2 over X = Spec (Zp[u]). This gives α∗ : GrG1,X
→ GrG2,X

and by specializing at

u = p, we obtain a morphism α∗ : GrG1,Zp
→ GrG2,Zp

.

Proof. — We will use the notations and constructions of [59, §2, 3, 4]. Suppose that
Hi are the split forms of Gi over Zp; we can choose pinnings (Ti,Bi, ei) of Hi and a central
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isogeny β : H1 → H2 that respects the pinnings in the sense that we have β(T1) ⊂ T2,
β(B1)⊂ B2, β(e1)= e2. Let Z0 ⊂ T1 be the kernel of β . The quasi-split form Gqs

1 is given
by a group homomorphism � → �1 whose image lies in the subgroup �′

1 ⊂ �1 that
preserves Z0. We have�′

1 →�2 and this gives �→�2 which defines the quasi-split form
Gqs

2 together with a central αqs : Gqs
1 → Gqs

2 . The construction of the quasi-split groups
Gqs

i over Spec (Zp[u±1]) in loc. cit., see also above, shows that αqs extends to a central
isogeny αqs : Gqs

1 → Gqs
2 . To obtain Gi over Spec (Zp[u±1]), we set for an Zp[u±1]-algebra

R (see [59, 3.3.4])

Gi(R)=
(
Gqs

(
Zur

p

[
u±1

] ⊗Zp[u±1] R
))Gal(Zur

p /Zp)

where the action of Frobenius σ ∈ Gal(Zur
p /Zp) is given by Int(gi) · σ with Int(gi) a

certain element Gqs
i,ad(Z

ur
p [u±1]). Using Gqs

1,ad = Gqs
2,ad, we can see that we obtain a central

isogeny α : G1 → G2 over Spec (Zp[u±1]). It remains to see that α extends to a group
scheme homomorphism α : G1 → G2 between the parahoric group schemes G

i
over X =

Spec (Zp[u]). As in [59, 4.2.1], it is enough to show that the base change α⊗Zp[u±1] Q p((u))

extends to a group homomorphism between the parahoric group schemes over Qur
p [[u]]

that correspond to the points xi,Q p((u)) in the building of G(Q p((u))) that correspond to xi ,
as in [59, 4.1.3]; this then follows from the construction in loc. cit. The rest then follows
from this and the definition of the affine Grassmannians GrG,X in [59, 6.2]. �

2.2.3. — Suppose G is a reductive group over Q p which splits over a tamely rami-
fied extension, and denote by ad : G → Gad the natural homomorphism. If x ∈ B(G,Q p)

with x̄ = ad∗(x) ∈ B(Gad,Q p), we have a morphism

ad∗ : Mloc
G,{μ},x → Mloc

Gad,{μad},x̄ ⊗OEad
OE

which is given using the definition of the local model and Proposition 2.2.2 applied to
ad : G → Gad. For simplicity, we will denote the parahoric group scheme for G that
corresponds to x̄ by G, we will also use Gad, resp. Gder, for the corresponding parahoric
group schemes for Gad, resp. Gder.

Proposition 2.2.4. — Assume π1(Gder) has order prime to p. Then the morphism ad∗ induces

an isomorphism

ad∼
∗ : Mloc

G,{μ},x
∼−→ (

Mloc
Gad,{μad},x̄ ⊗OEad

OE

)∼

where the target is the normalization of the base change of Mloc
Gad,{μad},x̄ . The isomorphism ad∼

∗ is equiv-

ariant with respect to ad : G → Gad and hence, the natural action of G on Mloc
G,{μ},x factors through an

action of Gad.
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Proof. — Since Gad is smooth, the natural action of Gad on Mloc
Gad,{μad},x̄ extends to

the normalization of the base change. By the definitions, the morphism ad∗ is equivariant
with respect to ad : G → Gad. Since by Theorem 2.1.2, Mloc

G,{μ},x is normal, ad∗ induces
a morphism ad∼

∗ as above which is also equivariant. From the definition, one sees that
ad∗ ⊗OE E is an isomorphism. Using [59, Cor. 6.6], we see that the morphism ad∗ ⊗OE k

is given by restricting the corresponding natural morphism GrPk
→ GrPad

k
of affine Grass-

mannians. Here the group schemes Pk = G⊗Zp[u] k[[u]] and Pad
k = Gad ⊗Zp[u] k[[u]] are as in

loc. cit. We can now see that the induced morphism from each connected component of
GrPk

to GrPad
k

gives a finite to one map on k-valued points. (See [57, §6 (a), (b)], especially
the proof of (6.19) there.) Hence, the restriction ad∗ ⊗OE k is quasi-finite. Since both its
source and target are normal and proper, it follows, using Zariski’s main theorem, that
ad∼

∗ is an isomorphism. �

2.2.5. — We assume that we have two triples (G, {μ},K), (G′, {μ′},K′), over
K = Q p as in 2.1.1 that, in addition, satisfy the following:

a) There is a central isogeny α : Gder → G′der which induces an isomorphism αad :
(Gad, {μad}) ∼−→ (G′ad, {μ′

ad}),
b) The parahoric subgroups K ⊂ G(Q p), K′ ⊂ G′(Q p), correspond to points

x ∈ B(G,Q p), x′ ∈ B(G′,Q p), that map to the same point x̄ in B(Gad,Q p) =
B(G′ad,Q p), where the identification is via αad as in (a),

c) The prime p does not divide the order of π1(G′der).

Under the assumptions (a)–(c), we will compare the local models Mloc
G,{μ},x and

Mloc
G′,{μ′},x′ . Let E, resp. E′, the reflex field of (G, {μ}), resp. (G′, {μ′}), and denote by

Ead the reflex field of (Gad, {μad}). Using (a) above, we obtain Ead ⊂ E, E′.
Denote by C the kernel of α. By (c), C is a finite group scheme of rank prime to p.

For simplicity, we will denote the parahoric group schemes that correspond to x̄ by G, G ′,
etc. The central isogeny extends to a group scheme homomorphism α : Gder → G ′der. We
have Gad = G ′ad, and by Proposition 1.1.4,

(2.2.6) G ′der � Gder/C

where C is the (smooth) schematic closure of C in Gder and the isomorphism is induced
by α.

Proposition 2.2.7. — Under the assumptions (a)–(c), there is an isomorphism

Mloc
G,{μ},x ⊗OE OEE′

∼−→ Mloc
G′,{μ′},x′ ⊗OE′ OEE′

which is equivariant with respect to α : Gder → G ′der.

Here the source, resp. target, of the isomorphism admits an action of the group
scheme Gder, resp. G ′der, by restricting the natural action of G, resp. of G ′.
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Proof. — Under the assumptions (a)–(c), the order of π1(Gder) ⊂ π1(G′der) is also
prime to p. Hence, Proposition 2.2.4 applies to both G and G′ to produce isomorphisms
ad∼

∗ , ad′∼
∗ . Consider now

(
ad′∼

∗
)−1 · τ · ãd∗ : Mloc

G,{μ},x ⊗OE OEE′
∼−→ Mloc

G′,{μ′},x′ ⊗OE′ OEE′ .

Here we use the natural isomorphism

τ : (Mad ⊗OEad
OE)

∼ ⊗OE OEE′
∼−→ (Mad ⊗OEad

OE′)∼ ⊗OE′ OEE′,

which exists since, by Corollary 2.1.3, both its source and target are normal, and there-
fore agree with the normalization of Mad ⊗OEad

OEE′ . (In this we set Mad = Mloc
Gad,{μad},x̄

for simplicity.) It remains to show the claimed equivariance property. Using flatness, we
see that it is enough to check this on the generic fibres; there it follows easily from the
definitions. �

2.3. Embedding local models in Grassmannians

2.3.1. — Here we assume that K = Q p and that (G, {μ},K) is as above. Suppose
we also have a faithful symplectic representation ρ : G → GSp(V)⊂ GL(V). We suppose
that the composite ρ · μ is conjugate to the minuscule coweight μ0 of GSp(V) given by
a �→ diag(a(g),1(g)) and that the symplectic representation ρ is minuscule (cf. table [20]
1.3.9). We also assume that G ⊂ GL(V) contains the diagonal torus Gm of scalars. We
will call such a ρ a (local) Hodge embedding.

Choose an Q p-split torus A such that x ∈ A(G,A,Q p)⊂ B(G,Q p); choose also a
maximal Qur

p -split torus S in G that contains A and is defined over Q p (such a torus exists
by [11, 5.1.12]); since GQur

p
is quasi-split, T = ZG(S) is a maximal torus of G which is

defined over Q p and splits over K̃. Suppose we also choose a pinning (TH,BH, e) of the
split Chevalley form H of G over Zp. Again, since G splits over K̃ and GQur

p
is quasi-split,

we can choose ψ : GK̃
∼−→ HK̃ that maps TK̃ to (TH)K̃ and is such that the Borel subgroup

ψ−1((BH)K̃)⊂ GK̃ is defined over Qur
p . Then for γ in the inertia IK̃ = Gal(K̃/(K̃∩Qur

p )),
c(γ ) :=ψ · γ (ψ)−1 ∈ Aut(H)(K̃) preserves (TH)K̃ and (BH)K̃. Furthermore, by compos-
ing ψ with the (conjugation) action of an element of THad(K̃) we can suppose that c(γ )

is a diagram automorphism, i.e. it preserves the pinning (TH,BH, e)×Zp
K̃. Recall now

that starting with the pinning (TH,BH, e) of H, the isomorphism ψ , the choice of irre-
ducible summands Vj , and for each such summand, the choice of a highest weight vector
v1 and the lattice chain gradings given by the translations t ∈ R, we have constructed in
the previous paragraph a G(Qur

p )-equivariant toral embedding

(2.3.2) ι : B(
G,Qur

p

) −→ B
(
GL(V),Qur

p

)
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which is also Gal(Qur
p /Q p)-equivariant. Note that there is also a canonical equivariant

toral embedding

s : B(
GSp(V),Qur

p

) −→ B
(
GL(V),Qur

p

)
.

Lemma 2.3.3. — There is a choice of the above data such that ι factors

B
(
G,Qur

p

) j−→ B
(
GSp(V),Qur

p

) s−→ B
(
GL(V),Qur

p

)
.

Proof. — We will use results of Satake [66] on symplectic representations. Con-
sider the similitude character χ : G ⊂ GL(V) → Gm and denote by G1 ⊂ G its ker-
nel so that ρ(G1)⊂ Sp(V). We have B(G,Qur

p )= B(G1,Qur
p )× R, B(GSp(V),Qur

p )=
B(Sp(V),Qur

p ) × R and we can see that it is enough to show that there is a choice of
data as above such that the corresponding ι maps B(G1,Qur

p ) to B(Sp(V),Qur
p ). Fol-

lowing [66], we canonically decompose V = ⊕aVa as the direct sum of its Q p-primary
G-summands. (Recall that a G-representation W is called Q p-primary when for every two
absolutely irreducible G-summands W1 and W2 of W ⊗Q p

Q̄ p, there is σ ∈ Gal(Q̄ p/Q p)

such that W1 � σ(W2) as G-representations.) As in loc. cit., there are three different types
of Q p-primary components of V that can be distinguished as follows. If Wa is a geomet-
rically irreducible G1-summand of Va ⊗Q p

Q̄ p we have:

a) W∨
a � Wa,

b) W∨
a � σ(Wa), for some σ ∈ Gal(Q̄ p/Q p), or,

c) W∨
a �� σ(Wa), for all σ ∈ Gal(Q̄ p/Q p).

Using our construction of ι and the discussion in [66, 2.1] we can easily reduce to the
case that either V = Va is Q p-primary and of type (a) or (b), or V = Va ⊕ V∨

a with Va

of type (c). Assume that V = Va and is of type (a). Note that V here does not have to
be Q p-irreducible but we can write V = V′⊕m where V′ is Q p-irreducible. The set-up of
1.2.15 applies to the Q p-irreducible G1-representation V′. By [66, Theorem 1] (using the
notation of 1.2.15 for V′) we see that there is a field extension K1/K, a central division
algebra D over K1 with an involution of the first kind, a right D-module V′

1 and a left D-
module V2, with m = dimD(V2), together with a non-degenerate ε-hermitian, resp. (−ε)-
hermitian, form h1 on V′

1, resp. h2 on V2, such that the following is true: The restriction
of ρ to G1 factors as the composition of

G1 → ResK1/K(G1,K1)

with the restriction of scalars of

G1,K1

(ρ1,1)−−→ U
(
V′

1/D, h1

) × U(D\V2, h2)
⊗−→ Sp(V1),

and the natural ResK1/K(Sp(V1))→ Sp(V). (Here, V1 = V′
1 ⊗D V2 is V which has a K1-

module structure; V1 supports a non-degenerate alternating form given via the D/K1
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trace of the tensor product of h1 and th2, see loc. cit. Recall that V′
1 ⊗K1 K̄ is an irre-

ducible Weyl module.) By the main result of [48] there exists an equivariant toral map ι′1 :
B(G1,Kur

1 )→ B(U(V′
1/D, h1),Kur

1 ); in fact, this is obtained by taking Gal(K̃/Kur
1 )-fixed

points of a Gal(K̃/Kur
1 )-equivariant toral map ι′1(K̃) : B(G1, K̃)→ B(U(V′

1/D, h1), K̃).
Using the uniqueness argument in the proof of Proposition 1.2.21 we see that the map
ι′1, when composed with B(U(V′

1/D, h1),Kur
1 )⊂ B(GLD(V′

1),K
ur
1 ) agrees with t + ι1 as

in (1.2.23), for a suitable choice of translation t. The result now follows from the con-
struction of ι and the above. The argument for type (b) is similar. Finally, in type (c) the
alternating form on V is given by the duality between the Lagrangian subspaces Va and
V∨

a in V. This case is simpler and is also left to the reader. �

2.3.4. — For x ∈ B(G,Q p) as before, consider the parahoric group scheme
GSP z of GSp(V) that corresponds to z = j(x). As before, set y = ι(x). Since z = s(y),
the corresponding (periodic) lattice chain �•

y is self-dual. We have affine smooth group
scheme homomorphisms

(2.3.5) ρ : Gx −→ GSP z −→ GLy.

By Proposition 1.3.3, Gx −→ GLy and therefore Gx −→ GSP z is a closed immersion.
The corresponding local model Mloc

GSp := Mloc
GSp(V),{μ0},z for the group GSp(V), its

standard minuscule coweight μ0 and the periodic self dual lattice chain �•
z that corre-

sponds to z was considered by Görtz in [31]; in this case, this agrees with the correspond-
ing local model of [59] as explained in loc. cit.. The generic fibre of Mloc

GSp over Q p is the
Lagrangian Grassmannian LGr(V) of maximal isotropic subspaces in V. The standard
embedding GSP z −→ GLy induces a closed immersion Mloc

GSp ↪→ Mloc
GL(V),{μ0},y. Since the

composition of μ with ρ is conjugate to the standard minuscule coweight μ0 of GSp(V)
the embedding ρ induces a closed immersion

(2.3.6) Xμ ↪→ LGr(V)⊗Q p
E.

Proposition 2.3.7. — With the above assumptions and notations, (2.3.6) extends to a closed

immersion

(2.3.8) Mloc
G = Mloc

G,{μ},x ↪→ Mloc
GSp(V),{μ0},z ⊗Zp

OE.

Proof. — For simplicity, we set L = Qur
p and E′ = EL. It is enough to show that the

base change (2.3.6) ×E E′ extends to a closed immersion

(2.3.9) Mloc
G,{μ},x ⊗OE OE′ ↪→ Mloc

GL(V),{μ0},y ⊗Zp
OE′ .

Indeed, assuming this, we easily verify that (2.3.9) descends over OE by checking the
descent condition on the generic fibre.
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Now recall that, by construction ([59]), we have Mloc
G,{μ},x ⊗OE OE′ = Mloc

GL,{μ},x,
where Mloc

GL,{μ},x is the local model for the triple (GL, {μ}, x) over L. (Here, we use the
obvious extension of the definition of local models over L = Qur

p .) Using the above
we now see that it will be enough to show the closed immersion claim for the local
model over OE′ associated to the triple (GL, {μ}, x) and the (faithful) representation
ρL := ρ ⊗Q p

L : GL ↪→ GL(VL) over L obtained by base change.
As in 1.2, write ρ = ∏

j ρj with ρj : G → GL(Vj) irreducible over Q p. We return to

the set-up of 1.2.15 for ρj over the base field Q p; we can choose the field Q̃ p there so that
L ⊂ Q̃ p. We have representations

ρj1,Q̃ p
: GQ̃ p

∼= HQ̃ p
→ GL

(
V(λj1)⊗Q p

Q̃ p

)
.

Let �j1 be the subgroup of Gal(Q̃ p/Q p) fixing the weight λj1 and Qp,j1 the corresponding
subfield of Q̃ p. Set Ij1 for the subgroup of �j1 with fixed field LQp,j1. For simplicity, set
Lj = LQp,j1 ⊃ L. After taking fixed points, i.e. descending, by the action of Ij1 described
in 1.2.15 we obtain

ρj1,Lj
: GLj

∼= (HQ̃ p
)Ij1 → (

GL
(
V(λj1)⊗Q p

Q̃ p

))Ij1
.

Recall that GL is quasi-split by Steinberg’s theorem. In fact, we can assume that the action
of Ij1 preserves the Borel subgroup ψ−1((BH)Q̃ p

). Then the argument in the proof of

Theorem 3.3 in [69] shows that the group Ij1 acts via a cocycle Ij1 → GL(V(λj1)⊗Q p
Q̃ p)

which lifts the cocycle c′ of 1.2.15 (see also Step 1 below). This allows us to view ρj1,Lj1 as
a representation

ρ ′
j,Lj

: GLj
→ GL

(
V′

j

)

where V′
j = (V(λj1)⊗Q p

Q̃ p)
Ij1 is a Lj-vector space such that V′

j ⊗Lj
Q̃ p

∼= V(λj1)⊗Q p
Q̃ p.

Consider the composition

ρ ′
j,L : GL → ResLj/L(GLj

)
ResLj /L

(
ρ′

j,Lj

)

−−−−−−−→ ResLj/L

(
GL

(
V′

j

)) → GL
(
V′

j,L

)
,

where V′
j,L is, by definition, V′

j regarded as a L-vector space by restriction of scalars.
The base change ρL := ρ ⊗Q p

L can be identified with

ρL : GL

∏
j

∏
τ ρ

′
j,L−−−−−→

∏

j

∏

τ
GL

(
V′

j,L

) ⊂ GL(VL)

where VL := ⊕j ⊕τ V′
j,L and τ runs over a finite set of Q p-automorphisms τ : L → L that

depends on j and is in bijection with the orbit {τ(λj1)}. As in Proposition 1.2.21 we obtain
an equivariant map of buildings

ι′j : B(G,Lj)→ B
(
GL

(
V′

j

)
,Lj

)
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which as in 1.2.22 produces a G(L)-equivariant map of buildings

(2.3.10) ιj,L : B(G,L)→ B
(
GL

(
V′

j,L

)
,L

)
,

corresponding to ρ ′
j,L : GL → GL(V′

j,L). Set y′
j := ιj,L(x). The image of (τ (y′

j,L))j,τ under
the natural equivariant embedding

∏

j

∏

τ
B

(
GL

(
V′

j,L

)
,L

) ⊂ B
(
GL(VL),L

)

is y = ι(x) ∈ B(GL(V),Q p)⊂ B(GL(VL),L).
For simplicity, we set O =OL =Our and denote by k the residue field of OL. Using

[59, Prop. 8.1] and the above, we see that it is enough to show that ρL : GL ↪→ GL(VL)

extends to a group scheme homomorphism ρO[u] : G → GL(N•) over Spec (O[u]) (for
some periodic O[u]-lattice chain N•) which satisfies the following condition from loc. cit.

8.1.1:
(*) The Zariski closure of G ⊗O[u] k((u)) in GL(N• ⊗O[u] k[[u]]) is a smooth group

scheme which stabilizes the point xk((u)) and ρO[u] ⊗O[u] k[[u]] identifies the group scheme
G ⊗O[u] k((u))= G◦

xk((u))
with the neutral component of that Zariski closure.

(The homomorphism ρO[u] then produces a corresponding morphism between lo-
cal models as in [59]. Actually, [59, 8.1] discusses embeddings into group schemes related
to GSp instead of GL but the argument is the same.) In fact, we will first show that, for
all j, ρ ′

j,Lj
: GLj

→ GL(V′
j), and ρ ′

j,L : GL → GL(V′
j,L) as above, suitably extend. Then we

will deduce that ρL also extends in the desired way. We will do this in several steps:
Step 1. We first show that, for all j, ρ ′

j,Lj
and ρ ′

j,L extend to representations over Lau-
rent polynomial rings with coefficients in O. If ej is the (ramification) degree of Lj/L, we
consider the cover O[u] →O[v], u �→ vej . We identify the generic fibre of the specializa-
tion of this cover under u �→ p with Lj/L. Recall that we start with a point x in the building
B(G,Q p) ⊂ B(G,L) which lies in the apartment A(G,S,L) of the L-split torus S. We
have chosen a pinning (TH,BH, e) of the Chevalley split form H of G over Zp which
gives a hyperspecial point xo of B(H,Q p) in the apartment of the standard torus TH. We
have also chosen the isomorphism ψ : GQ̃ p

∼−→ HQ̃ p
as in (2.3.1). In particular, TQ̃ p

maps
isomorphically under ψ to the standard torus (TH)Q̃ p

and, in fact, c(γ ) = ψ · γ (ψ)−1

preserves the pinning, i.e. it is a diagram automorphism.
Recall that ρj1,Q̃ p

is given by a Weyl module V(λj1)⊗Q p
Q̃ p for the highest weight

λj1 of H. For simplicity, we will write λj instead of λj1. Recall we fix a vector vj ∈ V(λj) of
highest weight λj and consider the Zp-lattice �j ⊂ V(λj) given by �j = U

−
H · vj as before.

Consider the O-lattice Lj =�j ⊗Zp
O in V(λj)⊗Q p

L; we then have a representation

ρj,o : HO → GL(Lj)

over O such that ρj,o ⊗O Q̃ p = ρ ′
j,Lj

⊗Lj
Q̃ p. Every γ in the inertial group Ij1 =

Gal(Q̃ p/Lj) ⊂ � preserves λj . Hence, ρj,o ⊗O Q̃ p and (ρj,o · γ ) ⊗O Q̃ p are equivalent
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representations and so there is Aγ ∈ GL(V(λj) ⊗Q p
Q̃ p) with γ (g)Aγ = Aγ g for all

g ∈ H(Q̃ p). In fact, this identity makes sense and is still true for all g ∈ UH. The ma-
trix Aγ takes vj to a multiple of vj ; we can normalize Aγ to assume that Aγ · vj = vj . Then
Aγ is uniquely determined. Since the action of � on H is by diagram automorphisms, γ
preserves U−

H. Hence

Aγ (�j)= Aγ
(
U

−
H · vj

) ⊂ γ · (U−
H

) · Aγ vj ⊂ U
−
H · vj =�j,

i.e. Aγ preserves Lj and hence Aγ gives an equivalence of the O-representations ρj,o and
ρj,o · γ . We thus obtain A : Ij1 → GL(Lj), A(γ ) = Aγ , which we can see is a group ho-
momorphism. Therefore we obtain a group scheme homomorphism

(2.3.11) ρ
j,o

: (ResO[w]/O[v]
(
H ⊗O O[w]))Ij1 → GL

((
Lj ⊗O O[w])Ij1

)
.

If λ ∈ X•(TH) is a weight of TH and Lj,λ is the corresponding weight space of Lj , so that
Lj = ⊕λLj,λ, then Aγ (Lj,λ) = Lj,γ λ. Since the Ij1-cover O[w]/O[v] is tame, the O[v]-
module (Lj ⊗O O[w])Ij1 is finitely generated and projective and hence free (e.g. by [68]),
of rank d ′

j = dimLj
(V′

j); Similarly, its direct summands ((⊕γ λ,γ∈Ij1Lj,γ λ)⊗O O[w])Ij1 (the
sum is for the weights in a Ij1-orbit) are O[v]-free. Choose a basis b that respects this de-
composition; this allows us to identify the target GL((Lj ⊗O O[w])Ij1) with GLd ′

j
(O[v]).

By restricting ρ
j,o

to O[v±1] we obtain a representation

(2.3.12) ρ ′
j,O[v±1] :

(
ResO[w±1]/O[v±1]

(
H ⊗O O

[
w±1

]))Ij1 → GLd ′
j

(
O

[
v±1

])

that extends ρ ′
j,Lj

. Set dj = d ′
j ej . By the definition of G (see 2.1.4), the source of (2.3.12) is

isomorphic to G ⊗O[u±1] O[v±1], and so we have a group scheme homomorphism

(2.3.13) G → ResO[v±1]/O[u±1]
((

ResO[w±1]/O[v±1]
(
H ⊗O O

[
w±1

]))Ij1
)
.

To obtain an extension

ρ ′
j,O[u±1] : G → GLdj

(
O

[
u±1

])

of ρ ′
j,L we now compose (2.3.13) with ResO[v±1]/O[u±1](ρ ′

j,O[v±1]) followed by the homo-

morphism GLd ′
j
(O[v±1])→ GLdj

(O[u±1]) given by restriction of scalars from O[v±1] to
O[u±1]. Notice that

(2.3.14) O[v] �O[u]ej

as O[u]-modules and so the target of the last map can be indeed identified with
GLdj

(O[u±1]). (Here and in other places, “extends” is meant in the sense that there is
an equivalence between the base change of ρ ′

j,O[u±1] by u �→ p and ρ ′
j,L.) We see that with



INTEGRAL MODELS OF SHIMURA VARIETIES WITH PARAHORIC LEVEL STRUCTURE

the choice of basis of V′
j,L obtained by specializing b by O[u] → L, u �→ p, and using

(2.3.14) above, the image ρ ′
j,L(S) of S is contained in the standard maximal torus of GLdj

.
Then

ιj,L : B(G,L)→ B
(
GL

(
V′

j,L

)
,L

) = B(GLdj
,L),

maps the apartment of the torus S to the apartment of the standard maximal torus of
GLdj

.
Step 2. We will now show that ρ ′

j,O[u±1] extends to a homomorphism

ρ ′
j,O[u] : G → AutO[u](N•)

of group schemes over Spec (O[u]). Here N• = Nj,• ⊂ O[u±1]dj is a periodic chain of
finitely generated O[u]-free rank dj submodules of O[u±1]dj as in [59, 5.2]. Set y := yj,L =
ιj,L(x); this choice will allow us to determine the chain N•. (For simplicity, in what follows,
we sometimes omit the subscript j.) This is done as follows: Recall that we have chosen a
basis over O[u] that allows us to identify the apartments of the standard torus of GLd over
L, L((u)) and k((u)), and that y is on the apartment of this torus over L. The identification
gives a point yL((u)) for GLd(L((u))) which is in the apartment of this standard torus; this
then corresponds to a L[[u]]-lattice chain �′

• in L((u))d and we take N• =�′
• ∩ O[u±1]d .

We can see that N• has the desired properties to form a periodic O[u]-lattice chain.
The construction of G also gives a point xL((u)) in the building for G ⊗O[u±1] L((u)). The
point xL((u)), by the same reason, then also maps to the point yL((u)) for GLd(L((u))). (The
point yL((u)) is also the image of xL((u)) by a map ιL((u)) : B(G,L((u))) → B(GLd,L((u)))
that can be defined as before using our choices.) Since for G = Spec (A) we have A =
A[u−1] ∩ (A ⊗O[u] L[[u]]), it will be enough to show that ρ ′

j,O[u±1] ⊗O[u±1] L((u)) extends
to a group scheme homomorphism of the corresponding parahoric group schemes over
L[[u]]; this now follows from our choice of N• above. We can now see that

ρO[u] :=
∏

j

∏

τ
ρ ′

j,O[u] : G →H :=
∏

j

∏

τ
AutO[u](Nj,•)

extends the base change ρL = ρ ⊗Q p
L : GL → ∏

j

∏
τ GL(V′

j,L)⊂ GL(VL).
Step 3. It remains to show that ρO[u] satisfies condition (*) above.
This will be obtained using the results and arguments of the previous paragraphs

by observing that ρO[u] ⊗O[u] k((u)) is minuscule. In fact, by construction, this representa-
tion satisfies the assumptions described in 1.2.27.

Set F = k((u)), F̃ = k((w)). As in 1.2.27 we see that ρO[u] ⊗O[u] F̃ produces a G(F̃)=
H(F̃)-equivariant and Gal(F̃/F)-equivariant toral embedding

ιF̃ : B(H, F̃)→ B(GLn, F̃),

with n = dimL(VL). This embedding is obtained using the decomposition into irre-
ducibles and the descent data given as above. By its construction, ιF̃ has the following
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property: It maps the apartment of the standard torus of H(F̃) to the standard apartment
of GLn(F̃) compatibly with the identifications of apartments over F̃ and Q̃ p and with the
maps between the buildings over Q̃ p as above. It also sends xF to yF (where these are
points are determined from x and y by our choices above as in 2.1.4). We now see that
1.3.13, which is a version of Proposition 1.3.3 in the equicharacteristic case, implies the
desired statement. �

2.3.15. — We now return to the previous set-up, as in 2.3.1. As in 1.1.11, GSP z

is the stabilizer of a periodic self-dual (with respect to the form ψ ) lattice chain L =
{�i}i∈Z in V. Index the chain as in 1.1.11; in particular, assume that (�i)∨ =�−i−a with
a = 0 or 1. Set V′ = ⊕r−1

i=−(r−1)−aV equipped with the perfect alternating K-bilinear form
ψ ′ as in 1.1.11. Consider the lattice V′

Zp
= ⊕r−1

i=−(r−1)−ap�
i ⊂ V′; then V′

Zp
⊂ V′∨

Zp
. The

closed immersion Hz ↪→ GSp(V′
Zp
,ψ ′) composed with ρ : Gx ↪→Hz gives a closed group

scheme immersion

ρ ′ : Gx ↪→ GSp
(
V′

Zp
,ψ ′) ⊂ GL

(
V′

Zp

)
.

This shows that by composing ρ with the embedding above, we can assume that the
point y is hyperspecial. The corresponding local model Mloc

GL(V′),{μ′
0},y over Zp is the smooth

Grassmannian Gr(V′
Zp
) classifying subbundles F ⊂ V′

Zp
⊗Zp

OS of rank dimQ p
(V′). We

thus obtain

Corollary 2.3.16. — Assume ρ : G → GSp(V,ψ) comes from a Hodge embedding as

above. We can find a new Hodge embedding ρ ′ : G → GSp(V′,ψ ′) and a lattice V′
Zp

⊂ V′ with

V′
Zp

⊂ V′∨
Zp

, such that ρ ′ induces a closed immersion

(2.3.17) Mloc
G,{μ},x ↪→ Gr

(
V′

Zp

) ⊗Zp
OE

of schemes over OE.

3. Deformations of p-divisible groups

3.1. A construction for the universal deformation

3.1.1. — We continue to use the notations introduced in (1.1.1). In particular, we
write W = W(k) and K0 = W[1/p]. Unless we mention otherwise, we assume p> 2. The
aim of this section is to construct the versal deformation space of a p-divisible group over
k using Zink’s theory of displays.

3.1.2. — Let R be a complete local ring with residue field k, and maximal
ideal m.
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Recall [74] §2 (see also [50]), that we have a subring Ŵ(R) = W(k) ⊕ W(m) ⊂
W(R), where W(m)⊂ W(R) consists of Witt vectors (wi)i≥1 such thatwi ∈m and {wi}i≥1

goes to 0 m-adically. We write ϕ for the Frobenius on Ŵ(R) and V for the Verschiebung.
Let IR ⊂ Ŵ(R) denote the kernel of the projection Ŵ(R)→ R. We recall that the

Verschiebung V on Ŵ(R) maps Ŵ(R) isomorphically to IR, and we write V−1 : IR →
Ŵ(R) for the inverse map. Note that

ϕ(IR)= ϕ(V
(
Ŵ(R)

) = (ϕV)
(
Ŵ(R)

) = pŴ(R).

3.1.3. — Recall [73] that a Dieudonné display over R is a tuple (M,M1,�,�1)

where

(i) M is a finite free Ŵ(R)-module.
(ii) M1 ⊂ M is an Ŵ(R)-submodule such that

IRM ⊂ M1 ⊂ M

and M/M1 is a projective R-module.
(iii) � : M → M is a ϕ-semi-linear map
(iv) �1 : M1 → M is a ϕ-semi-linear map whose image generates M as a Ŵ(R)-

module, and which satisfies

�1

(
V(w)m

) =w�(m); w ∈ Ŵ(R), m ∈ M.

We will sometimes write M̄ = M/IRM and M̄1 = M1/IRM. We think of M̄ as a
filtered R-module, with Fil0M̄ = M̄, and Fil1M̄ = M̄1.

If we take w = 1 and m ∈ M1, in the equation in (iv) above, we obtain

�(m)= ϕV(1)�1(m)= p�1(m).

We will be particularly interested in cases where W(R), and hence Ŵ(R), is p-
torsion free. This condition holds when R is p-torsion free, or when p · R = 0, and R is
reduced. In this case, the tuple (M,M1,�,�1) is determined by (M,M1,�1) satisfying
(i), (ii) and (iv) above. Indeed, we define� by setting�(m)=�1(V(1)m) for m ∈ M. Then
for w ∈ Ŵ(R) and m ∈ M we have

p�1

(
V(w)m

) =�1

(
V(w)V(1)m

) = pw�1

(
V(1)m

)
)= pw�(m),

and hence �1(V(w)m)=w�(m) as Ŵ(R) is p-torsion free.
When W(R) is p-torsion free, we will also refer to the tuple (M,M1,�1) satisfying

(i), (ii) and (iv) as a Dieudonné display over R.
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3.1.4. — Let (M,M1,�,�1) be a Dieudonné display over R. The condition
(ii) implies that we may write M as a sum of Ŵ(R)-submodules M = L ⊕ T such that
M1 = L ⊕ IRT. Such a direct sum is called a normal decomposition for M.

Denote by M̃1 the image of the Ŵ(R)-module homomorphism

ϕ∗(i) : ϕ∗M1 := Ŵ(R)⊗ϕ,Ŵ(R) M1 → ϕ∗M = Ŵ(R)⊗ϕ,Ŵ(R) M

induced by the inclusion i : M1 → M.
Note that M̃1 and the notion of a normal decomposition depends only on M and

the submodule M1 and not on � and �1.

Lemma 3.1.5. — Suppose that W(R) is p-torsion free. Let M be a free Ŵ(R)-module, and

M1 ⊂ M a submodule, with IRM ⊂ M1 and M/M1 a projective R-module, and let M = L ⊕ T be

a normal decomposition for M. Then

a) The Ŵ(R)-module M̃1 is isomorphic to ϕ∗(L)⊕ pϕ∗(T)� Ŵ(R)d , with d = rkŴ(R)M,

and in particular depends only on the reduction of (M,M1) modulo p.

b) If (M,M1,�1) is a Dieudonné display over R, then the linearization of�1,�#
1 : ϕ∗M1 →

M factors as a composition

�#
1 : ϕ∗M1 → M̃1

�−→ M

with � an Ŵ(R)-module isomorphism.

c) Conversely, suppose we are given

� : M̃1 := Im
(
ϕ∗M1 → ϕ∗M

) ∼−→ M.

There is a unique Dieudonné display over R, (M,M1,�1) which produces our given (M,M1,�) via

the construction in (b).

Proof. — (a) follows immediately from that fact that ϕ(IR)= pŴ(R).
For (b) we first show that �#

1 : ϕ∗M1 → M factors through M̃1. It is enough to
show that p�#

1 vanishes on the kernel K of ϕ∗(i) : ϕ∗M1 → ϕ∗M. But p�1 =�|M1 and so
p�#

1 =�# ◦ ϕ∗(i); this obviously vanishes on K. We write �#
1 =� ◦ (ϕ∗M1 → M̃1) with

a surjective � : M̃1 � M which is necessarily an isomorphism, as M̃1 and M are free over
Ŵ(R) of the same rank.

For (c) define �1 : M1 → M by

�1(m1)=�(1 ⊗ m1)

where 1 ⊗ m1 denotes the image of 1 ⊗ m1 ∈ Ŵ(R)⊗ϕ,Ŵ(R) M1 = ϕ∗M1 in ϕ∗M. Them
�1 is clearly ϕ-linear and its linearization �#

1 : ϕ∗M1 → M is surjective. �
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3.1.6. — Let R → R′ be a morphism of complete local rings with residue field k.
A Dieudonné display (M,M1,�,�1) over R, has a base change to R′ (cf. [75] Defn. 20),
given by MR′ = M ⊗Ŵ(R) Ŵ(R′), and

MR′,1 = ker
(
MR′ → M/M1 ⊗R R′)

= Im
(
M1 ⊗Ŵ(R) Ŵ

(
R′) → MR′

) + IR′MR′ .

Then � on MR′ is defined as the ϕ semi-linear extension of � on M. The map �1 on
MR′,1 is the unique ϕ-semilinear map MR′,1 → MR′ which satisfies

�1(w⊗ m1)= ϕ(w)⊗�1(m1) w ∈ Ŵ
(
R′), m1 ∈ M1

and

�1

(
V(w)⊗ m

) =w⊗�(m) w ∈ Ŵ
(
R′).m ∈ M.

The existence and uniqueness of such a map follows, as in loc. cit., from the existence of
a normal decomposition. In particular, if R → R′ is surjective, we have the notion of a
deformation to R of a display over R′.

If W(R) and W(R′) are p-torsion free, then using a normal decomposition one
finds that there is a natural isomorphism M̃R′,1 ∼= M̃1 ⊗Ŵ(R) Ŵ(R′), and the diagram

ϕ∗(M1) M̃1
�

M

ϕ∗(MR′,1) M̃R′,1
�R′

MR′

commutes. Here �R′ denotes the map associated to the Dieudonné display over R′ by
Lemma 3.1.5.

3.1.7. — Let G be a p-divisible group over R, and denote by D(G ) its contravari-
ant Dieudonné crystal. By the main theorem of [73], D(G )(Ŵ(R)) has a natural struc-
ture of Dieudonné display over R, and the functor G �→ D(G )(Ŵ(R)) induces an anti-
equivalence between p-divisible groups over R, and Dieudonné Ŵ(R)-display over R.
More precisely, the equivalence of loc. cit. uses the covariant Dieudonné crystal, and we
compose the functor defined there with Cartier duality. Under this anti-equivalence, base
change for Dieudonné displays, defined in the previous paragraph corresponds to base
change for p-divisible groups [50] Thm. 3.19.

3.1.8. — Let G0 be a p-divisible group over k. We now use the above to construct
the versal deformation space of G0.
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Let D = D(G0)(W), and let (D,D1,�,�1) be the Dieudonné display correspond-
ing to G0. By Lemma 3.1.5, this data is given by an isomorphism �0 : D̃1 = ϕ∗(D1)∼= D.

The filtration on D(G0)(k) corresponds to a parabolic subgroup P0 ⊂ GL(D⊗W k).
Fix a lifting of P0 to a parabolic subgroup P ⊂ GL(D). Write Mloc = GL(D)/P and
denote by M̂loc = SpfR, the completion of GL(D)/P along the image of the identity in
GL(D ⊗W k), so that R is a power series ring over W.

Set M = D ⊗W Ŵ(R), and let M̄1 ⊂ M/IRM be the direct summand correspond-
ing to the parabolic subgroup gPg−1 ⊂ GL(D) over M̂loc, where g ∈ (GL(D)/P)(R) is
the universal point. We denote by M1 ⊂ M the preimage of M̄1 in M. Let � : M̃1

∼= M
be an Ŵ(R)-linear isomorphism which reduces to �0 mod mR. Then (M,M1,�) corre-
sponds to a Dieudonné display over R, and hence to a p-divisible group GR over R which
deforms G0.

Lemma 3.1.9. — Let aR = m2
R + pR. There is a canonical commutative diagram

M̃1 ⊗Ŵ(R) Ŵ(R/aR)

∼

ϕ∗(MR/aR)

D̃1 ⊗W Ŵ(R/aR) ϕ∗(D)⊗W Ŵ(R/aR)

where the horizontal maps are induced by the natural inclusions M̃1 → ϕ∗(MR) and D̃1 → ϕ∗(D).

Proof. — L ⊕ T be a normal decomposition for (MR/aR,MR/aR,1), and let L0 ⊕ T0

be the induced normal decomposition for (D,D1). Observe that the Frobenius on
Ŵ(R/aR) factors as

Ŵ(R/aR)→ W
ϕ→W → W(R/aR).

Hence the submodule ϕ∗(T) ⊂ ϕ∗(MR/aR) is identified with ϕ∗(T0) ⊗W Ŵ(R/aR) ⊂
D ⊗W Ŵ(R/aR). An analogous remark applies to L.

For any Zp-module N write p ⊗ N = pZp ⊗Zp
N. Then

M̃1 ⊗Ŵ(R) Ŵ(R/aR)∼= ϕ∗(L)⊕ p ⊗ ϕ∗(T)(3.1.10)

∼= (
ϕ∗(L0)⊕ p ⊗ ϕ∗(T0)

) ⊗W Ŵ(R/aR)

= D̃1 ⊗W Ŵ(R/aR).

This produces the left isomorphism in the lemma, and one checks immediately the dia-
gram commutes, and is independent of the choice of normal decomposition. �
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3.1.11. — We say that � is constant modulo aR if the composite map

D̃1 ⊗W Ŵ(R/aR)∼= M̃1 ⊗Ŵ(R) Ŵ(R/aR)
�−→∼ MR/aR

∼= D ⊗W Ŵ(R/aR)

is equal to �0 ⊗ 1.

Lemma 3.1.12. — If � is constant mod aR then the deformation GR of G0 is versal.

Proof. — We have two displays over R/aR. One obtained from (M,M1,�,�1) by
the base change R → R/aR, and one obtained from (D,D1,�,�1) by the base change
k → R/aR. We denote the corresponding morphisms �1 by �1 and �1,0 respectively.

Let M̂R/aR,1 ⊂ MR/aR be the submodule

M̂R/aR,1 = MR/aR,1 + W(mR/aR)MR/aR(3.1.13)

= D1 ⊗W Ŵ(R/aR)+ W(mR/aR)MR/aR ⊂ MR/aR .

We regard R/aR → k as a thickening with trivial divided powers. By [73] Thm. 3, the
morphisms �1 and �1,0 extend uniquely to ϕ-semilinear maps

�̂1, �̂1,0 : M̂R/aR,1 → MR/aR .

We claim that if � is constant mod aR then �̂1 = �̂1,0. Assuming this, the lemma follows
from [73] Thm. 4, and the versality of the filtration M̄1 ⊂ M/aR = D ⊗W R. (As well
as, of course, the main theorem of loc. cit. giving the equivalence between displays and
p-divisible groups.)

To show the claim, note that we may regard mR/aR as a Ŵ(R/aR)-submodule
of W(mR/aR), by sending a ∈ mR/aR to [a]. Let L ⊕ T be a normal decomposition for
(MR/aR,MR/aR,1). Then M̂R/aR,1 = aRT ⊕ L ⊕ IR/aRT, and �̂1 is given by sending aRT
to 0, and on L ⊕ IR/aRT, is given by the map

L ⊕ IR/aRT → ϕ∗(L)⊕ p ⊗ ϕ∗(T)= M̃1 ⊗Ŵ(R) Ŵ(R/aR)
�→MR/aR .

In particular, we see that there is a natural map ϕ∗(M̂R/aR,1)→ M̃1 ⊗Ŵ(R) Ŵ(R/aR),
which is independent of the choice of � , and that the linearization �̂#

1 of �̂1 factors
through this map and is induced by � . As in the proof of Lemma 3.1.9, this map de-
pends only on T0 and not on T. An analogous remark applies to �̂1,0. Thus, we obtain a
diagram

M̂R/aR,1 M̃1 ⊗Ŵ(R) Ŵ(R/aR)
�

∼

MR/aR

M̂R/aR,1 D̃1 ⊗W Ŵ(R/aR)
�0⊗1

D ⊗W Ŵ(R/aR)
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where the composite horizontal maps are �̂1 and �̂1,0 respectively, the left square com-
mutes, and the right square commutes if� is constant mod aR. This proves the claim. �

3.1.14. — We assume from now on that � is constant mod aR, so that GR is
versal. Equivalently, M = MR is versal for deformations of displays. Let S′ → S be a
surjection of W-algebras. If GS is a p-divisible group over S, we denote by Def(GS;S′) the
set of isomorphism classes of deformations of GS to S′. We will apply this when S′ → S
has nilpotent kernel, in which case a deformation of GS to S′ has no automorphisms. If
f : A → S is a map of W-algebras, we denote by Def(f ;S′) the set of lifts of f to a map
A → S′. For any ring A we denote by A[ε] = A[X]/X2 the dual numbers over A.

Lemma 3.1.15. — Let K/K0 be a finite extension, with ring of integers OK. Let ξ : R →OK

be a map of W-algebras, and Gξ the induced p-divisible group over OK. The map

Def
(
ξ ;OK[ε]) → Def

(
Gξ ;OK[ε])

is a bijection.

Proof. — Let ROK = R ⊗W OK. Let ξK : ROK → OK be the induced map of OK-
algebras, and I = ker(ξK)⊂ ROK. Then Def(ξ ;OK[ε]) is in bijection with the set of lifts
of ξK to a map of OK-algebras ROK → OK[ε], and the latter set is naturally in bijection
with HomOK(I/I

2, ε · OK). In particular, Def(ξ ;OK[ε]) is naturally a free OK-module.
Similarly Def(Gξ ;OK[ε]) is naturally a free OK-module; it may be identified with the
tangent space to a point in a Grassmannian over OK. One checks easily that the map in
the lemma is a map of OK-modules.

Now let ξ0 : R → k′ be the map to the residue field k′ over OK. We again denote
by G0 the base change of G0 to k′. Consider the diagram

Def(ξ ;OK[ε]) Def(Gξ ;OK[ε])

Def(ξ0; k′[ε]) Def(G0; k′[ε]).
Here the vertical maps are given by specializing maps, respectively p-divisible groups via
the map OK → k′. The map at the bottom is obtained from the map of OK-modules
in the top row by applying ⊗OKk. This is obvious for the term on the left, and for the
term on the right it follows from the description of Def(Gξ ,OK[ε]) and Def(G0, k

′[ε]) in
terms of Grothendieck-Messing theory. Since GR is versal the map on the bottom is an
isomorphism, and hence so is the map of free OK-modules at the top. �

3.1.16. — We end with the following lemma, which will be needed later
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Lemma 3.1.17. — Let A be a complete local, p-torsion free, W-algebra, with mN
A ⊂ pA for

some integer N. Let MA = (MA,MA,1,�,�1) be a deformation of the Dieudonné display D to a

Dieudonné display over A. Then there is a unique, Frobenius equivariant map

D ⊗Zp
Q p → MA ⊗Zp

Q p

lifting the identity on D.

Proof. — Lift the identity on D, to an arbitrary W-linear map s : D → MA. Denote
by �0 the Frobenius on D. Then

� ◦ s ◦�−1
0 − s ∈ W(mA)HomW(D,MA)⊗Zp

Q p.

Hence, it suffices to give a complete separated topology τ on Ŵ(A)⊗Zp
Q p such that for

any x ∈ W(mA), p−mϕm(x)→ 0. Indeed, then the sum

s̃ = s +
∞∑

m=0

�m ◦ (
� ◦ s ◦�−1

0 − s
) ◦�−m

0

= s +
∞∑

m=0

�m+1 ◦ s ◦�−m−1
0 −�m ◦ s ◦�−m

0

converges to an element of HomW(D,M)⊗Zp
Q p in τ and is Frobenius invariant.

To define τ we consider the maps defined by the Witt polynomials

Ŵ(A)⊗Zp
Q p

∏
n wn−→

∏

n≥0

A[1/p].

Now A is equipped with its p-adic topology. This induces a topology on A[1/p], and
hence on

∏
n≥0 A[1/p]. We take τ to be the coarsest topology such that the above map is

continuous.
To see that τ has the required property, let x = (x0, x1, . . . ) ∈ W(mA). Then we

have to show that for n ≥ 0

p−mwn

(
ϕm(x)

) = p−mwn+m(x)=
n+m∑

i=0

pi−mx
pn+m−i

i → 0

as m → ∞. For 0 �= y ∈ A[1/p], write vp(y) for the greatest integer such that yp−vp(y) ∈ A.
Let a be any positive integer. Since x ∈ W(mA), {xi}i≥1 goes to 0 mA-adically and
hence p-adically. Thus there exists i0 > 0 such that vp(xi) > a for i > i0. Then also

vp(p
i−mx

pn+m−i

i ) > a. For i ≤ i0, vp(p
i−mx

pn+m−i

i ) > a, for m sufficiently large. �
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3.1.18. — Suppose A = OK, where K/K0 is a finite, totally ramified extension
with uniformizer π . Then we may apply the previous lemma, and obtain

D ⊗Zp
Q p → M ⊗Zp

Q p → (M/IOKM)⊗Zp
Q p.

The right hand side is a filtered K-vector space, and the composite gives D ⊗Zp
Q p the

structure of a weakly admissible ϕ-module. It is the weakly admissible module corre-
sponding to the p-divisible group attached to M = MOK . This is easily deduced from [8],
Prop. 5.1.3, using the map S → Ŵ(OK) given by u �→ [π ], where, as in loc. cit, S the
p-adic completion of W[u,E(u)i/i!]i≥1.

3.2. Deformations with crystalline cycles

3.2.1. — We continue to use the notation above. For the remainder of Section 3,
we assume that k is algebraically closed, as this simplifies the discussion. The reader can
check that for any k, the same results go through after replacing k by a finite extension.

For any ring A and a finite free A-module N, we denote by N⊗ the direct sum
of all A-modules which can be formed from N by using the operations of taking tensor
products, duals, and symmetric and exterior powers.

Suppose that (sα,0) ⊂ D⊗ is a collection of ϕ-invariant sections whose images in
D⊗ ⊗W k lie in Fil0. Suppose that the pointwise stabilizer of (sα,0) is a smooth subgroup
G ⊂ GL(D), with G ⊗Zp

Q p a connected reductive group G. As usual, we denote by G◦

the neutral component of G which is also a smooth affine group scheme over Zp.
We assume the following conditions hold:

There exists an isomorphism ϕ∗(D)∼= D taking sα,0 ⊗ 1 to sα,0.(3.2.2)

H1
(
D×,G◦) = {1},(3.2.3)

where, as before D× denotes the complement of the closed point in D = SpecS, where
S= W[[u]].
(3.2.4) G ⊂ GL(D ⊗Zp

Q p) contains the scalars.

3.2.5. — Recall, that we fixed a parabolic subgroup P ⊂ GL(D) lifting the
parabolic subgroup P0 ⊂ GL(D⊗W k), corresponding to the filtration on D⊗W k, and we
wrote Mloc = GL(D)/P, and SpfR = M̂loc for the completion of Mloc along the identity.

Let K′/K0 be a finite extension, and y : R → K′ a K′-valued point such that sα,0 ∈
Fil0y∗(M̄⊗). Then the stabilizer of y∗(M̄1)⊂ y∗(M̄) is a parabolic subgroup Py ⊂ GL(D),
defined over K′, which is conjugate to P, and induced by a G-valued cocharacter μy [43]
Lemma 1.4.5.4 Let E ⊂ K′ be the local reflex field of μy. That is, E ⊃ K0 is the field of

4 The last line of the proof of loc. cit requires a correction, since the group scheme Aut⊗(ω) is not in general
reductive, so one cannot apply (1.1.3) to it. One should replace that line by:
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definition of the G-conjugacy class of μy. Then the orbit G · y ⊂ (GL(D)/P)K′ is defined
over E. Let Mloc

G be the closure Mloc
G of G · y ⊂ (GL(D)/P)OE . Note that Mloc

G depends
only on the G-conjugacy class of μy, and not on y.

Let M̄ be the vector bundle D ⊗W OMloc on Mloc and M̄1 ⊂ M̄ the subbundle
corresponding to universal parabolic subgroup of GL(D) over Mloc. These restrict to the
bundles denoted by the same symbols on M̂loc. Since G fixes the sα,0 pointwise, we have
sα,0 ∈ Fil0M̄⊗ over Mloc

G .
We denote by M̂loc

G = SpfRG the completion of Mloc
G along (the image of) the iden-

tity in GL(D ⊗W k). Then M̂loc
G depends only the G-conjugacy class of μy, and the spe-

cialization of y in (GL(D)/P)⊗ k. By construction RG, is a quotient of RE = R ⊗W OE.
We remark that, in the special situation considered in Section 2, the definition of

Mloc
G given there for μ = μ−1

y agrees with the one in this section by Proposition 2.3.7.
More precisely, if G is defined over Q p, then in Section 2, Mloc

G was defined as a scheme
over the integers of the reflex field of μy over Q p, and its base change to OE ⊃ W(k) is
what we denote Mloc

G in the present subsection.
Let K/K0, be a totally ramified, finite extension. Let π be a uniformizer of K,

with Eisenstein polynomial E(u). We regard OK as a S-algebra via u �→ π . Write MS =
D ⊗W S. Note that this is an exception to our usual convention, for which, for a ring A,
MA is a Ŵ(A)-module.

Lemma 3.2.6. — Let ξ : RG → OK be an OK-valued point, and let F ⊂ MS denote the

preimage of ξ ∗(M̄1). Then F is a free S-module and

(1) sα,0 ∈ F⊗ ⊂ F⊗[1/E(u)] = M⊗
S
[1/E(u)].

(2) The scheme Isom(sα,0)
(F,MS) consisting of isomorphisms respecting the tensors (sα,0), is

a trivial G-torsor over S.

Proof. — Since MS/F is a free OK-module and OK = S/E(u)S has projective
dimension 1 over S, F is free over S.

Clearly, the remaining two statements hold over D[1/E(u)] = SpecS[1/E(u)]
since F[1/E(u)] = MS[1/E(u)]; in fact, Isom(sα,0)

(F|D[1/E(u)],MS|D[1/E(u)]) is a trivial G-
torsor. By [43] Lemma 1.4.5 there exists a G-valued cocharacter μ, defined over K, such
that ξ ∗(M̄1) ⊂ ξ ∗(M̄) is the filtration induced by μ. Let Ŝ0 denote the completion of
S[1/p] at the ideal E(u)S. Then Ŝ0 is a K-algebra and F⊗S Ŝ0 = E(u)μ(E(u))−1 ·MŜ0

.
Hence F⊗S Ŝ0 = g ·MŜ0

for some g ∈ G(Ŝ0), since we are assuming that G contains the
subgroup of scalars. As the sα,0 are G-invariant, this implies that (1) holds over Spec Ŝ0

and hence over D×, and that Isom(sα,0)
(F|D×,MS|D×) is a G-torsor. Moreover, we have

sα,0 ∈ F⊗ = �(D×,F⊗), which proves (1).

Let 〈D〉⊗,G denote the Tannakian category generated by the G-representation D. By Tannakian duality, 〈D〉⊗,G
is a subcategory of 〈D〉⊗, and the filtration on 〈D〉⊗ ⊗K0 K induces a filtration on 〈D〉⊗,G ⊗K0 K. Hence the filtration on
D ⊗K0 K is G-split by (1.1.3).
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Next we show that the G-torsor Isom(sα,0)
(F,MS)|D× can be reduced to a G◦-torsor.

There is an exact sequence of étale sheaves on Spec W

(3.2.7) 1 → G◦ → G → i∗(�)→ 1

where � is finite (constant) on Spec (k) and i : Spec k ↪→ Spec W is the natural immersion.
Taking étale cohomology over D× gives an exact sequence of pointed sets

(3.2.8) H1
(
D×,G◦) → H1

(
D×,G

) → H1
(
D× ⊗W k,�

)
.

We saw above that the restriction of Isom(sα,0)
(F,MS)|D× to SpecS[1/E(u)], and hence

to D× ⊗W k = Spec k((u)), is a trivial G-torsor. Thus Isom(sα,0)
(F,MS)|D× can be reduced

to a G◦-torsor.
Since H1(D×,G◦)= {1}, the torsor Isom(sα,0)

(F,MS)|D× is trivial, and there is an
isomorphism F ∼= MS over D× respecting the sα,0. Such an isomorphism necessarily ex-
tends over D, which proves the two statements. �

Lemma 3.2.9. — Let ξ : RG →OK. Then

(1) sα,0 ∈ M̃⊗
OK,1

= M̃1 ⊗Ŵ(R) Ŵ(OK)
⊗.

(2) The scheme

Tξ = Isom(sα,0)

(
M̃1 ⊗Ŵ(R) Ŵ(OK),M ⊗Ŵ(R) Ŵ(OK)

)

is a G-torsor over Ŵ(OK).

Proof. — As remarked in 3.1.6, we have

M̃1 ⊗Ŵ(R) Ŵ(OK)= M̃OK,1 ⊂ ϕ∗(ξ ∗(M)
) = ϕ∗(MOK)

so the first statement in (1) makes sense.
Let S → Ŵ(OK) be the unique Frobenius equivariant map lifting the identity

on OK. This is given by u �→ [π ]. Choose a decomposition MS = L ⊕ T as S-modules
such that F = L ⊕ E(u)T. Applying ⊗SŴ(OK) to L ⊕ T gives a normal decomposition
of (MOK,MOK,1).

Note that E([π ]) is not a zero divisor in Ŵ(OK). To see note this that

wn

(
E
([π ])) = w0

(
ϕn

(
E
([π ]))) = w0

(
E
[
π pn]) = E

(
π pn)

,

which is non-zero for n ≥ 1. Thus if z ∈ Ŵ(OK) satisfies z · E([π])= 0, then wn(z)= 0
for n ≥ 1. But this implies wn(ϕ(z))= 0 for n ≥ 0, so ϕ(z)= 0 and hence z = 0. Thus

ϕ∗(F)⊗S Ŵ(OK)= ϕ∗(L ⊗S Ŵ(OK)⊕ E(u)T ⊗S Ŵ(OK)
)

= ϕ∗(L ⊗S Ŵ(OK)
) + pϕ∗(T ⊗S Ŵ(OK)

) ∼= M̃OK.1.(3.2.10)
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Thus both parts of the lemma follow from the corresponding statements in Lemma 3.2.6,
and the fact that the sα,0 are ϕ-invariant. �

Corollary 3.2.11. — Suppose that RG is normal. Then

sα,0 ∈ M̃⊗
RG,1 = M̃⊗

1 ⊗Ŵ(R) Ŵ(RG)

and

T = Isom(sα,0)

(
M̃1 ⊗Ŵ(R) Ŵ(RG),M ⊗Ŵ(R) Ŵ(RG)

)

is a trivial G-torsor over Ŵ(RG).

Proof. — Since RG is normal, it follow from [19] Proposition 7.3.6, that if s ∈
RG[1/p] is an element such that ξ(s) ∈ OK for every finite extension K/E and ξ : RG →
OK, then s ∈ RG.

Now suppose f ∈ Ŵ(RG) is non-zero. Then f is divisible by p in Ŵ(RG) if and only
if ξ(f ) is divisible by p for every ξ as above. To see this note that p−1f ∈ Ŵ(RG) if and only
certain universal polynomials in wn(f ), n = 0,1,2, . . . , with coefficients in Z[1/p] take
values in RG. By what we just saw, this is equivalent to asking that the same polynomials
in wn(ξ(f )) take values in OK for all ξ , which is the same as p−1ξ(f ) ∈ Ŵ(OK). Now the
first claim of the Corollary follows from (1) of Lemma 3.2.9.

By Lemma 3.2.9, for every ξ as above, ξ ∗(T ) is a trivial G-torsor. By [65,
Thm. 4.1.2] this implies that T is flat over Ŵ(RG), as ∩ξ ker(Ŵ(ξ)) = 0. Moreover,
T has a non-empty fibre over the closed point of Spec Ŵ(RG). Hence T is a G-torsor,
which is necessarily trivial as k is algebraically closed. �

3.2.12. — For the remainder of the section we assume that RG is normal, so that
the conditions of Corollary 3.2.11(2) are satisfied.

Let aRE = m2
RE

+ πERE, where πE ∈ OE is a uniformizer. Note that RE/aRE =
R/aR. Choose an isomorphism �RG : M̃RG,1

∼= MRG which respects the sα,0, and such
that �RG is constant modulo aRE in the sense that the reduction of �RG modulo aRE is
induced by the isomorphism �0 ⊗ 1 of 3.1.11. Note that this is possible as G is smooth,
and if �RG is constant modulo aRE then the map M̃RG,1 ⊗Ŵ(RG) Ŵ(RG/aRE)→ MRG/aRE

does respect the sα,0. Finally, lift �RG to any isomorphism � : M̃RE,1
∼= MRE which is

constant mod aRE.
As in 3.1.8, (MRE,M̃RE,1,�) gives rise to a Dieudonné display over RE, and hence

to a p-divisible group GRE over RE. If R′
E is a versal deformation OE-algebra for G0,

then GRE is induced by a map j : R′
E → RE. Since RE/aRE = R/aR, it follows from

Lemma 3.1.12 that j is an isomorphism mod m2
R′

E
+ πE. Hence j is a surjection, and

hence an isomorphism, as both rings are smooth over OE of the same dimension. In
particular, GRE is versal.
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Lemma 3.2.13. — With the notation and assumptions of Lemma 3.1.17, suppose that

t ∈ D⊗, and t̃ ∈ M⊗
A are Frobenius invariant with t̃ lifting t, and that there is an W-linear section

s : D → MA sending t to t̃. Then the map of Lemma 3.1.17

D ⊗Zp
Q p → MA ⊗Zp

Q p

sends t to t̃.

Proof. — The proof of Lemma 3.1.17 shows that the map there is given by a con-
vergent sum

s +
∞∑

m=0

�m+1 ◦ s ◦�−m−1
0 −�m ◦ s ◦�−m

0 .

Since t and t̃ are Frobenius invariant, this map sends t to s(t)= t̃. �

Lemma 3.2.14. — Let K/E be a finite extension, ξ : RG → OK, and let MOK be the

Dieudonné display over OK induced by ξ . Let MOK[ε] be any deformation of MOK to a Dieudonné

display over OK[ε], and let s̃α denote the image of sα,0 under the map

(3.2.15) D⊗ ⊗Zp
Q p → M⊗

OK[ε] ⊗Zp
Q p

given by Lemma 3.1.17. Then the following conditions are equivalent

(1) The deformation MOK[ε] is induced by a lift ξ̃ : RG →OK[ε] of ξ .

(2) Any lift ξ̃ : RE →OK[ε] of ξ which induces MOK[ε] factors through RG.

(3) s̃α maps to an element sα ∈ Fil0(M̄OK[ε])⊗ ⊗Zp
Q p.

(4) s̃α ∈ M⊗
OK[ε], maps to sα ∈ Fil0(M̄OK[ε])⊗.

Proof. — We first check that (1) implies (4). By construction, MRG = D⊗W Ŵ(RG),
and under this identification the tensors sα,0 ∈ M⊗

RG
are Frobenius invariant, and their

images in M̄⊗
RG

lie in Fil0. In particular, if (1) holds, we obtain in this way Frobenius
invariant tensors s̃′

α ∈ M⊗
OK[ε], which map to Fil0M̄⊗

OK[ε]. To show (4), we have to check
s̃′
α = s̃α . If s : D → MOK[ε] denotes the tautological inclusion, then s sends sα,0 to s̃′

α , so (4)
follows by Lemma 3.2.13

We obviously have (4) implies (3), and (2) implies (1) so it remains to show that (3)
implies (2). For this we show that the space of lifts ξ̃ such that (3) holds, is an OK-module,
and that its rank is equal to the dimension of RG[1/p]. By [73] Thms. 3, 4, for any
deformation MOK[ε] of MOK as a display, there is a Frobenius equivariant identification

(3.2.16) MOK[ε] ∼= MOK ⊗Ŵ(OK) Ŵ
(
OK[ε])

of the underlying Ŵ(OK[ε])-modules, and isomorphism classes of deformations corre-
spond bijectively to lifts of M̄OK,1 ⊂ M̄OK to a direct summand M̄OK[ε],1 ⊂ M̄OK[ε].
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To see which deformations satisfy the condition in (3), we identify MOK ⊗Zp
Q p

with D ⊗W Ŵ(OK)[1/p] using the isomorphism of Lemma 3.1.17. Combing this with
(3.2.16), MOK[ε] ⊗Zp

Q p is Frobenius equivariantly identified with D ⊗W Ŵ(OK[ε])[1/p].
As above, one sees that sα,0 is taken to s̃α under this identification. In particular, this
identifies M̄OK[ε] ⊗ Q p with DK[ε] = D ⊗W K[ε], and gives DK0[ε] = D ⊗W K0[ε], the
structure of a weakly admissible filtered ϕ-module, which is a self extension of DK0 =
D ⊗W K0. The filtration on DK[ε] is obtained by translating the constant filtration arising
from the filtration on DK = D ⊗W K, by an element 1 + εh for some h ∈ EndK(DK).
Let Pξ ⊂ GL(DK) be the subgroup respecting the filtration on DK, and consider the
map

EndK0(DK0)→
(
D⊗)

α
; g �→ g(sα,0).

Since sα,0 is Frobenius invariant and in Fil0, this is a map of weakly admissible, filtered ϕ-
modules, and hence is strict for filtrations. It follows that if g(sα,0) ∈ Fil0D⊗ for all α, then
g ∈ Lie G + Lie Pξ ⊂ EndK(DK). We apply this to the element h. If sα,0 ∈ (1 + εh)Fil0D⊗

K,
we have h · sα,0 ∈ Fil0D⊗

K, so h ∈ Lie G + Lie Pξ . Thus we may assume h ∈ Lie G. Con-
versely, if h ∈ Lie G then sα,0 ∈ (1 + εh)Fil0D⊗

K.
Thus the set of lifts of M̄OK,1 ⊂ M̄OK to a direct summand M̄OK[ε],1 ⊂ M̄OK[ε] such

that sα,0 ∈ Fil0M̄⊗
OK[ε] can be identified with an OK-module of rank equal to

dim Lie G/(Lie Pξ ∩ Lie G)= dim RG[1/p].

Let DefG(ξ ;OK[ε]) denote the set of lifts of ξ to a map RG → OK[ε], and let
DefG(MOK,OK[ε]) denote the set of isomorphism classes of deformations of MOK to
a Dieudonné display over OK[ε] satisfying (3). Then we have a map

DefG

(
ξ ;OK[ε]) → DefG

(
MOK;OK[ε])

which is injective by the versality of GRE, and Lemma 3.1.15. We have just seen that
both source and target are OK-modules of the same rank. If ξ̃ : RE → OK[ε] is a lift
of ξ inducing MOK[ε] ∈ DefG(MOK;OK[ε]), this shows that for n large enough, the
composite of ξ̃ with the map OK[ε] → OK[ε] given by ε �→ pnε factors through RG.
Since this last map is injective, this shows that ξ̃ factors through RG and proves that (3)
implies (2). �

Proposition 3.2.17. — Let K/E be a finite extension, and GOK a deformation of G0 satisfying

the following conditions.

(1) Under the canonical isomorphism D(GOK)(OK)⊗OK K ∼= D⊗K0 K = DK, the filtration

on D(GOK)(OK)⊗OK K is induced by a G-valued cocharacter conjugate to μy.
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(2) The sα,0 lift to Frobenius invariant tensors s̃α ∈ D(GOK)(Ŵ(OK))
⊗, and there is an

isomorphism

D ⊗W Ŵ(OK)∼= D(GOK)
(
Ŵ(OK)

)

taking sα,0 to s̃α .

Then any morphism ξ : RE →OK inducing GOK factors through RG.

Proof. — The map in (2) induces a map

D → D(GOK)
(
Ŵ(OK)

) ⊗Ŵ(OK) W = D(G0)(W)= D.

which takes sα,0 to sα,0, hence is given by an element of G(W). Lifting this element to
G(Ŵ(OK)), we may modify the map in (2) and assume it lifts the identity on D. Then
Lemma 3.2.13 implies that the s̃α are the images of sα,0 under the canonical map given
by Lemma 3.1.17. Denote by sα ∈ D(GOK)(OK)

⊗ the image of s̃α .
Let DOK = D ⊗W OK, and consider the filtration on DOK induced by the iso-

morphism DOK
∼= D(GOK)(OK) arising from the map in (2). This map takes sα,0 to sα ,

and hence differs from the isomorphism in (1) by an element of G(K). In particular,
the induced filtration on DOK corresponds to a parabolic subgroup G-conjugate to Py,
so sα ∈ Fil0D⊗

OK
. As this filtration lifts the one on D ⊗W k, it corresponds to a point

y′ : RG → OK. As RG depends only on the reduction of y, and the conjugacy class of
μy, we may assume y = y′ (and K′ = K) in order to simplify notation.

Let (MOK,MOK,1,�1,�) be the Dieudonné display corresponding to y, and � :
M̃OK,1

∼= MOK the isomorphism associated by Lemma 3.1.5. Recall that, by construction,
MOK is identified with D ⊗W Ŵ(OK), and � takes sα,0 to sα,0. By what we have just seen,
GOK arises from a morphism � ′ : M̃OK,1

∼= MOK, which takes sα,0 to sα,0 (because the s̃α
are fixed by Frobenius), and reduces to �0 : D̃1

∼= D.
We now construct a Dieudonné display over S = OK[[T]]. First consider the base

change of (MOK,MOK,1,�1,�) to S, (MS,MS,1,�1,�). The map OK[[T]] →OK ×k OK

given by T �→ (0,π) is surjective, and hence so is Ŵ(OK[[T]])→ Ŵ(OK)×W Ŵ(OK).
Hence, by Corollary 3.2.11, there exists an isomorphism �S : M̃S.1

∼= MS which takes sα,0
to sα,0, and specializes to (�,� ′) under T �→ (0,π). We take MS to be the Dieudonné
display over S associated to �S by Lemma 3.1.5.

Now let ξ : RE → OK be a map inducing GOK. By versality, we may lift the map
(y, ξ) : RE → OK ×k OK to a map ξ̃ : RE → S which induces MS, and we may identify
the Dieudonné display MS with the base change of MRE by ξ̃ . We will show that ξ̃ factors
through RG, which implies that ξ does also.

For n ≥ 1, let Sn = S/Tn, and denote by MSn
the base change of MS to Sn.

Let In = ker(RE
ξ̃→S → Sn), and let JG = ker(RE → RG). Let n = ker(y : RG → OK),

and Jn
G = ker(RE → (RG/n

n)[1/p]). By Lemma 3.2.13, under the canonical map
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given by Lemma 3.1.17, sα,0 ∈ D⊗ is mapped to sα,0 ∈ M⊗
Sn

. It follows that, for the
Dieudonné display MRE/In∩Jn

G
, the map of Lemma 3.1.17 sends sα,0 to sα,0. In particu-

lar, by Lemma 3.2.14, any map RE → OK[ε] which factors through RE/In ∩ Jn
G, factors

through RG.
Now let I = ker ξ̃ , and R′

G = RE/I ∩ JG, and consider a map θ : R′
G[1/p] → K[ε]

which lifts y. After replacing ε by p−nε we may assume that θ induces a map R′
G →OK[ε].

We also write θ for the induced map RE → K[ε]. Since (I∩JG)[1/p] = ∩n((In ∩Jn
G)[1/p]),

and the decreasing sequence of E-subspaces θ((In ∩ Jn
G)[1/p]) ⊂ ε · K must stabilize,

we see that θ(In ∩ Jn
G) = 0 for some n. Hence θ factors through RG by what we saw

above. This implies that the tangent spaces of R′
G[1/p] and RG[1/p] at n are equal. Since

RG[1/p] is regular, we have

dimn R′
G[1/p] ≤ dimκ(n) n/n

2 = dimn RG[1/p] ≤ dimn R′
G[1/p].

(Here dimn denotes the dimension at n.) It follows that dimn R′
G[1/p] = dimκ(n) n/n

2,
which implies that R′

G[1/p] is regular at n, and R′
G,n[1/p] = RG,n[1/p]. In particular,

JG ⊗Zp
Q p ⊂ In ⊗Zp

Q p,

so JG ⊂ (In ⊗Zp
Q p)∩RE = In, as RE/In is p-torsion free. Finally, JG ⊂ ∩nIn = I, so ξ̃ factors

through RG and so does ξ . �

3.3. Deformations with étale cycles

3.3.1. — We continue to use the notation above, so in particular k is alge-
braically closed. Set �K = Gal(K̄/K). Denote by Repcris

�K
the category of crystalline �K-

representations, and by Repcris◦
�K

the category of �K-stable Zp-lattices spanning a repre-
sentation in Repcris

�K
. For V a crystalline representation, recall Fontaine’s functors

Dcris(V)= (Bcris ⊗Q p
V)�K and DdR(V)= (BdR ⊗Q p

V)�K .

Fix a uniformiser π ∈ K, and let E(u) ∈ W[u] be the Eisenstein polynomial for π .
We have the ϕ-equivariant inclusion S ↪→ Ŵ(OK) introduced above. As above, we de-
note by D× the complement of the closed point in SpecS.

Let Modϕ/S denote the category of finite free S-modules M equipped with a Frobe-
nius semi-linear isomorphism

1 ⊗ ϕ : ϕ∗(M)
[
1/E(u)

] ∼= M
[
1/E(u)

]
.

For M ∈ Modϕ/S and i an integer, we set

Filiϕ∗(M)= ϕ∗(M)∩ (1 ⊗ ϕ)−1
(
E(u)iM

)
.

If we view K as a S-algebra via u �→ π , then this induces a filtration on ϕ∗(M)⊗S K.
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Theorem 3.3.2. — There exists a fully faithful tensor functor

M : Repcris◦
�K

→ Modϕ/S,

which is compatible with formation of symmetric and exterior powers, and such that L �→ M(L)|D× is

exact. If L is in Repcris◦
�K

, V = L ⊗Zp
Q p, and M = M(L), then

(1) There are canonical isomorphisms

Dcris(V)∼= M/uM[1/p] and DdR(V)∼= ϕ∗(M)⊗S K

where the first isomorphism is compatible with Frobenius, and the second isomorphism is

compatible with filtrations.

(2) If L = TpG ∨ := HomZp
(TpG ,Zp) for a p-divisible group G over OK, then there is a

canonical isomorphism

D(G )
(
Ŵ(OK)

) ∼= Ŵ(OK)⊗S,ϕ M

such that the induced map

D(G )(OK)∼=OK ⊗S ϕ
∗(M)→ DdR

(
TpG

∨)

is compatible with filtrations. In particular, if G0 = G ⊗ k then D(G0)(W) is canonically

identified with ϕ∗(M/uM).

Proof. — Except for the claim that L �→ M(L)|D× is exact, this follows from [43]
1.2.1, 1.4.2.5 More precisely, let S be the p-adic completion of W[u,E(u)i/i!]i≥1. Then the
first isomorphism in (2) is constructed in loc. cit. with S in place of Ŵ(OK), and we obtain
the isomorphism in (2) using the continuous extension S ↪→ Ŵ(OK) of S→ Ŵ(OK).

To see the exactness of L �→ M(L)|D× , let L• be an exact sequence in Repcris◦
�K

. We
have to show that M(L•)|D× is exact. Let Q be a cohomology group of M(L•)|D× .

By (1) the support of Q on D× ⊗Zp
Q p is disjoint from the ideal E(u), and in

particular is contained in a finite number of closed points. There is an isomorphism
ϕ∗(Q)[1/E(u)] ∼= Q[1/E(u)], which implies that the support of Q on D× ⊗Zp

Q p is empty.
Finally, the support of Q does not contain the ideal (p), by [43] 1.2.1(2), so Q = 0. �

3.3.3. — Suppose that L is in Repcris◦
�K

, and let sα,ét ∈ L⊗ be a collection of �K-
invariant tensors, which define a subgroup G ⊂ GL(L), which is smooth over Zp with
reductive generic fibre G. Applying the functor M we obtain corresponding tensors s̃α ∈
M(L)⊗.

5 Note also that TpG
∗ should be replaced by the linear dual TpG

∨ of TpG in (1.4.2), (1.4.3) and (1.5.11) of the
published version of loc. cit.
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Note that, since the sα,ét are �K-invariant, the action �K on L gives rise to a repre-
sentation

ρ : �K → G(Q p).

Recall the Kottwitz homomorphism κG : G(K0)→ π1(G)I, where I = Gal(K̄/K0). We
have the following Lemma, due to Wintenberger.

Proposition 3.3.4. — ([71]) The image of the crystalline representation

ρ : �K → G(Q p)

is contained in kerκG.

Proof. — This is proved in [71, Lemme 1] when K = K0, however the proof there
goes over verbatim without this assumption. Note that we are using here that k is alge-
braically closed. �

Lemma 3.3.5. — Suppose that H1(D×,G◦) = {1}, and ρ factors through G◦(Zp). Then

there is an isomorphism

L ⊗Zp
S

∼−→ M(L)

taking sα to s̃α .

Proof. — Write OG◦ = lim→ i∈J
Li with Li ⊂ OG◦ of finite Zp-rank and G◦-stable, as

in [9], Lemma 3.1. Let M(OG◦) := lim→ i

M(Li). Since L �→ M(L)|D× is an exact faithful

tensor functor by Theorem 3.3.2, it follows from [9], Thm. 4.3, that M(OG◦)|D× is a
sheaf of algebras on D× and that P◦ = Spec (M(OG◦))|D× is naturally a G◦-torsor. If we
carry out the same construction with G in place of G◦ we obtain a G-torsor P over D×.
By construction, there is a G◦-equivariant map P◦ → P , so P is obtained from P◦ by
pushing out by G◦ → G. Our assumptions imply that P◦ is trivial and hence so is P .

Now let P ′ ⊂ Hom(L ⊗Zp
S,M(L)) be the scheme of isomorphisms L ⊗Zp

S ∼=
M(L) taking sα to s̃α . By [9], Thm. 4.5 there is a natural isomorphism M(L)∼= G\P × L
where G acts on P × L via g · (p, e)= (pg−1, ge). This implies that there is a G-equivariant
inclusion P ⊂P ′|D× , so P ′|D× =P is a trivial G-torsor. Hence P ′ has a section over D×,
and the resulting isomorphism necessarily extends to SpecS. �

Corollary 3.3.6. — Suppose that G splits over a tamely ramified extension, and has no factors

of type E8, and that G = Gx for some x ∈ B(G,Q p), so that G◦ is a parahoric group scheme. Then

there is an isomorphism

L ⊗Zp
S

∼−→ M(L)

taking sα to s̃α .
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Proof. — By [38] Prop. 3, G◦(Zp)= G(Zp) ∩ kerκG. Hence, by Proposition 3.3.4,
the action of �K on L factors through G◦(Zp). Moreover, H1(D×,G◦)= {1}, by Proposi-
tion 1.4.3, so the Corollary follows from Lemma 3.3.5. �

3.3.7. — Keep the assumptions introduced in (3.3.3). Suppose that L = TpG ∨,
where G is a p-divisible group over OK with special fibre G0. We denote by sα,0 ∈
Fil0Dcris(TpG ∨ ⊗Zp

Q p)
⊗ the ϕ-invariant tensors corresponding to sα,ét via the p-adic com-

parison isomorphism.
Assume from now on that G = Gx for some x ∈ B(G,Q p), and that G splits over

tamely ramified extension, and has no factors of type E8.

Proposition 3.3.8. — We have sα,0 ∈ D(G0)(W)⊗, where we view D(G0)(W) ⊂
Dcris(TpG ∨ ⊗Zp

Q p) via the isomorphisms of Theorem 3.3.2, and the sα,0 lift to ϕ-invariant ten-

sors s̃α ∈ D(G )(Ŵ(OK)) which map into Fil0D(G )(OK)
⊗.

There exists an isomorphism

D(G )
(
Ŵ(OK)

) ∼= Ŵ(OK)⊗Zp
TpG

∨

taking s̃α to sα,ét. In particular, there exists an isomorphism

D(G0)(W)∼= W ⊗Zp
TpG

∨

taking sα,0 to sα,ét.

Proof. — Let M = M(TpG ∨), and s̃α ∈ M⊗ the tensors corresponding to sα,ét. We
may view s̃α in D(G )(Ŵ(OK))

⊗ via the isomorphism

D(G )
(
Ŵ(OK)

) ∼= Ŵ(OK)⊗ϕ,S M

of Theorem 3.3.2. which also implies that these elements specialize to sα,0 ∈ D(G0)(W)⊗,
and map into Fil0D(G )(OK)

⊗.
By Proposition 3.3.6 there is an isomorphism M∼= TpG ∨ ⊗Zp

S taking s̃α to sα , and
the remaining statements in the lemma follow from the isomorphism D(G )(Ŵ(OK))∼=
Ŵ(OK)⊗ϕ,S M. �

3.3.9. — Set D = D(G0)(W). By Proposition 3.3.8, we may identify the sub-
group GW ⊂ GL(D) defined by the sα,0 with G ⊗Zp

W. This identification is indepen-
dent of the choice of isomorphism D ∼= W ⊗Zp

TpG ∨ up to GW-conjugacy. We write
GK0 = GW ⊗W K0.

Corollary 3.3.10. — With the above assumptions and notation, let sα ∈ D(G )(OK)
⊗ denote

the image of s̃α . Then there exists an isomorphism

D(G )(OK)∼= D ⊗W OK
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taking sα to sα0 and lifting the identity on D(G0)(k). In particular, there is a GK0-valued cocharacter

μy such

(1) The filtration on D ⊗W K induced by the canonical isomorphism

D ⊗W K ∼= D(G )(OK)⊗OK K

is given by a GK0-valued cocharacter GK0-conjugate to μy.

(2) μy induces a filtration on D which lifts the filtration on D ⊗W k = D(G0)(k).

Proof. — By Proposition 3.3.8, there is an isomorphism i : D(G )(OK)∼= D⊗W OK

taking sα to sα,0. Since the scheme of such isomorphisms forms a GW-torsor, we may
assume that this isomorphism lifts the identity on D(G0)(k), and we consider the induced
filtration on D ⊗W OK. As above, since sα ∈ Fil0D(G )(OK)

⊗, this filtration is given by a
GK0-valued cocharacter μy, which satisfies (2) by construction.

As i differs from the canonical map D ⊗W K ∼= D(G )(OK)⊗OK K by the action of
an element of GK0(K), μy satisfies (1). �

3.3.11. — Keep the assumptions above. We apply the construction of Sec-
tions 3.1.8 and 3.2 to the p-divisible group G0 equipped with the tensors sα,0. Thus P0 ⊂
GL(D ⊗W k) is a parabolic corresponding to the filtration on D ⊗W k, and P ⊂ GL(D)
a lifting of P0. The filtration in Corollary 3.3.10 is given by a point y ∈ GL(D)/P, which
reduces to P0, and we have the formal completions of the local models

M̂loc = M̂loc
y = SpfR, and M̂loc

G = M̂loc
G,y = SpfRG,

defined over OE, corresponding to the orbit G · y ⊂ (GL(D)/P)OK which is defined over
the reflex field E/K0 of μy.

Note that, by Proposition 3.3.8, (D, (sα)) satisfies the condition (3.2.2). As GW =
G ⊗Zp

W, we have H1(D×,G◦
W)= {1}, and (3.2.3) is satisfied. We also assume from now

on that

(3.3.12) RG is normal and G contains the scalars.

Then the assumptions in 3.2.12(2) are satisfied, and we may fix an isomorphism� : M̃1
∼=

M lifting �0, such that � is constant modulo aRE, and such that its base change �RG to
Ŵ(RG) respects the sα,0.

Proposition 3.3.13. — Let G ′ be a deformation of G0 defined over some finite extension K/E
such that

(1) The filtration on D ⊗K0 K corresponding to G ′ is given by a G-valued cocharacter which

is G-conjugate to μy.
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(2) There exists Galois invariant tensors s′α,ét ∈ (TpG ′∨)⊗ which correspond to sα,0 under the

p-adic comparison isomorphism.

Then any morphism RE →OK which induces G ′ factors through RG.

Proof. — By Lemma 3.3.8, G ′ satisfies the conditions (1) and (2) of Proposi-
tion 3.2.17, which implies the present Proposition. �

4. Shimura varieties and local models

4.1. Shimura varieties of Hodge type

4.1.1. — Let G be a connected reductive group over Q and X a conjugacy class
of maps of algebraic groups over R

h : S = ResC/RGm → GR,

such that (G,X) is a Shimura datum [20] §2.1.
For any C-algebra R, we have R ⊗R C = R × c∗(R) where c denotes complex

conjugation, and we denote by μh the cocharacter given on R-points by

R× → (
R × c∗(R)

)× = (R ⊗R C)× = S(R)
h→GC(R).

We set wh = μ−1
h μ

c−1
h .

Let Af denote the finite adeles over Q, and Ap

f ⊂ Af the subgroup of adeles with
trivial component at p. Let K = KpK

p ⊂ G(Af ) where Kp ⊂ G(Q p), and Kp ⊂ G(Ap

f ) are
compact open subgroups.

If Kp is sufficiently small then

ShK(G,X)C = G(Q)\X × G(Af )/K

has a natural structure of an algebraic variety over C, which has a model, ShK(G,X) over
a number field E = E(G,X), which is the minimal field of definition of the conjugacy
class of μh. We will always assume in the following that Kp is sufficiently small that the
quotient above exists as an algebraic variety.

We will sometimes consider the E-schemes

Sh(G,X)= lim← ShK(G,X),

and

ShKp
(G,X)= lim← ShK(G,X),

where K runs through all compact open subgroups in the first limit and through all com-
pact open subgroups with a fixed factor Kp at p in the second limit. These exist as the
transition maps are finite, hence affine.
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4.1.2. — Fix a Q-vector space V with a perfect alternating pairing ψ . For any Q-
algebra R, we write VR = V ⊗Q R. Let GSp = GSp(V,ψ) be the corresponding group
of symplectic similitudes, and let S± be the Siegel double space, defined as the set of maps
h : S → GSpR such that

(1) The C×-action on VR gives rise to a Hodge structure of type (−1,0), (0,−1):

VC
∼= V−1,0 ⊕ V0,−1.

(2) (x, y) �→ψ(x, h(i)y) is (positive or negative) definite on VR.

4.1.3. — For the rest of this subsection we will assume that there is an embedding
of Shimura data ι : (G,X) ↪→ (GSp,S±). We will sometimes write G for GQ p

= G ⊗Q

Q p, when there is no risk of confusion. We will assume from now on that the following
conditions hold

(4.1.4) G splits over a tamely ramified extension of Q p and that p � |π1

(
Gder

)|.
Fix x ∈ B(G,Q p) and let G = Gx be the smooth Zp-group scheme with generic

fibre G, which is the stabilizer of x, so that G◦ is a parahoric group scheme.

4.1.5. — The table [20] 1.3.9 shows that the symplectic representation ι is mi-
nuscule. In Section 1.2 we constructed a toral embedding B(G,Q p)→ B(GSp,Q p) as-
sociated to ι. For simplicity, we again denote by ι this embedding of buildings. Let GSP
be the smooth Zp-group scheme defined by ι(x), and let VZp

⊂ VQ p
be the Zp-lattice

corresponding to the image of x in B(GL(VQ p
),Q p).

By Lemma 1.3.3 ι induces a closed embedding of Zp-group schemes G ↪→ GSP .
By the discussion in (2.3.15) and Corollary 2.3.16, after replacing ι by another symplectic
embedding, we may and do assume that GSP is the group scheme corresponding to a
lattice VZp

⊂ VQ p
such that VZp

⊂ V∨
Zp

, and that ι induces an embedding of local models
Mloc

G,X ↪→ Mloc
GSp,S± .

These models have a more concrete description: Let Ph−1 ⊂ GL(VZp
) be a

parabolic defined over Zp, and corresponding to a cocharacter in the conjugacy class
of μ−1

h for h ∈ X. Let μ be a G-valued cocharacter, defined over Q̄ p, and in the G-
conjugacy class of μh. The orbit G · y ⊂ GL(VZp

)/Ph−1 , where y is the filtration defined
by μ−1, depends only on X and not on the choice of μ, and is defined over E. By Propo-
sition 2.3.7, the OE-scheme Mloc

G,X agrees, (as a subscheme of Mloc
GSp,S± ) with the closure of

G ·μ⊂ GL(VZp
)/Ph−1 .

4.1.6. — Let VZ(p) = VZp
∩ VQ, and fix a Z-lattice VZ ⊂ VQ such that VZ ⊗Z

Z(p) = VZ(p) and VZ ⊂ V∨
Z. The choice of lattice VZ gives rise to an interpretation of

ShK′(GSp,S±) as a moduli space of polarized abelian varieties.
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Consider the Zariski closure GZ(p) of G in GL(VZ(p) ); then GZ(p) ⊗Z(p) Zp
∼= G.

Set Kp = G(Zp), and K′
p = GSP(Zp). We set K = KpK

p and similarly for K′. By [43]
Lemma 2.1.2, for any compact open subgroup Kp ⊂ G(Ap

f ) there exists K′p ⊂ GSp(Ap

f )

such that ι induces an embedding over E

ShK(G,X) ↪→ ShK′
(
GSp,S±)

.

4.1.7. — We now introduce Hodge cycles. Fix a collection of tensors (sα)⊂ V⊗
Z(p)

whose stabilizer is GZ(p) . This is possible by [43] Lemma 1.3.2.
Let h :A→ ShK(G,X) denote the restriction to ShK(G,X) of the universal abelian

scheme, and let V = R1h∗�• be the de Rham cohomology of A. As in [43] §2.2, the sα
give rise to a collection of absolute Hodge cycles sα,dR ∈ V⊗, defined over the reflex field E.

Now let κ ⊃ E be a field of characteristic 0, and κ̄ an algebraic closure of κ . Fix an
embedding Q p ↪→ C and an embedding of E-algebras σ : κ̄ ↪→ C. Let x ∈ ShK(G,X)(κ)
and denote by Ax the corresponding abelian variety over κ . Denote by H1

B(Ax(C),Q)
the Betti cohomology of Ax(C). Write H1

dR(Ax) for its de Rham cohomology and
H1

ét(Ax,κ̄ )= H1
ét(Ax,κ̄ ,Q p) for the p-adic étale cohomology of Ax,κ̄ = Ax ⊗κ κ̄ . The em-

bedding σ induces isomorphisms

H1
dR(Ax)⊗κ,σ C ∼= H1

B

(
Ax(C),Q

) ⊗Q C ∼= H1(Ax,κ̄ ,Q p)⊗Q p
C.

Let sα,dR,x denote the fibre of sα,dR over x, and sα,ét,x ∈ H1
ét(Ax,κ̄ )

⊗ the image of sα,dR,x under
the composite of the above two isomorphisms. As in [43] Lemma 2.2.1 one sees that sα,ét,x

is Gal(κ̄/κ)-invariant and, in particular, independent of the choices made above.

4.2. Integral models

4.2.1. — We keep the notation and assumptions introduced above.
Fix a prime v|p of E, and let O be the ring of integers of E, and kv the residue field

of v. The choice of lattice VZ gives rise to an interpretation of ShK′(GSp,S±) as a moduli
space of polarized abelian varieties, and hence to a natural integral model SK′(GSp,S±)
over Zp, and hence over O(v). We denote by S −

K (G,X) the closure of ShK(G,X) in the
O(v)-scheme SK′(GSp,S±), and by SK(G,X), the normalization of SK(G,X)−.

Fix an algebraic closure Q̄ p of Q p, and an embedding v : E ↪→ Q̄ p. Let E = Ev ,
so that E is the local reflex field of (G, {μh}). We denote by k the residue field of Q̄ p and
write W = W(k) and K0 = W[1/p]. Set Eur = E · K0 in the completion of Q̄ p.

Let K/Eur be a finite extension, and let x ∈ ShK(G,X)(K) be a point which ad-
mits a specialization x̄ ∈ S −

K (G,X)(k). Let Gx denote the p-divisible group over the
OK-valued point corresponding to x, and Gx̄ its special fibre. Write Dx̄ = D(Gx̄)(W).
Let sα,0 ∈ D⊗

x̄ ⊗Zp
Q p be the ϕ-invariant tensors corresponding to sα,ét,x under the p-adic

comparison isomorphism, and GK0 ⊂ GL(Dx̄ ⊗Zp
Q p) the group defined by (sα,0). The

filtration on DK corresponding to Gx corresponds to a parabolic in GK0 ⊗K0 K by [43]
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Lemma 1.4.5 (in the terminology of loc. cit., this filtration is G-split). This is induced by a
G-valued cocharacter which lies in the G-conjugacy class of μ−1

h .
We use the notation of 3.3.11 applied with G = Gx. Thus we have a parabolic

subgroup P ⊂ GL(Dx̄), and a point y = y(x) ∈ (GL(Dx̄)/P)(K), which specializes to P0 =
P ⊗W k, and is induced by a G-valued cocharacter μy, which is conjugate to μh−1 . We
obtain formal local models M̂loc

y = SpfR and M̂loc
G,y = SpfRG defined over OE, the latter

being obtained by completing the orbit closure Mloc
G := GK0 · y(x) ⊂ GL(Dx̄)/P at the

specialization of y.

Proposition 4.2.2. — Let Ûx̄ be the completion of S −
K (G,X)OEur at x̄. Then the irreducible

component of Ûx̄ containing x is isomorphic to M̂loc
G,y as formal schemes over OEur .

Proof. — Recall that we are assuming that G splits over a tamely ramified exten-
sion, and that G◦ is a parahoric group scheme. Note that GK0 ⊂ GL(Dx̄ ⊗Zp

Q p) contains
the scalars, since G ⊂ GL(VQ) contains the image of wh, and RG is normal by The-
orem 2.1.2. It follows that the conditions imposed in the construction of (3.3.11) are
satisfied, and we can equip D ⊗W R with the structure of a Dieudonné display over R
satisfying the conditions in 3.2.12.

In particular, this construction allows us to view R as a versal deformation ring for
Gx̄, so there exists a map  : Ûx̄ → M̂loc

y such that the p-divisible group corresponding to
the chosen Dieudonné display over R pulls back to the p-divisible group over Ûx̄ arising
from the universal family of abelian schemes over Ûx̄. By the Serre-Tate theorem,  is
a closed embedding, and it suffices to show that it factors through M̂loc

G,y since both M̂loc
G,y

and Ûx̄ have the same dimension.
Let K′ ⊃ Eur be any finite extension and x′ ∈ Ûx̄(K′) a point lying on the same

irreducible component of Ûx̄ as x. The same argument as in [43] Proposition 2.3.5
shows that sα,ét,x′ corresponds to sα,0 under the p-adic comparison isomorphism for the
p-divisible group Gx′ : Let U and Ûan

x̄ denote the analytic spaces over Eur attached to SpfR
and Ûx̄ respectively [19, §7]. Since DR = D ⊗W R underlies an F-isocrystal on R, the
sections sα,0 extend uniquely to parallel sections s̃α,0 ∈ D⊗

R |U [42, 3.1]. The isomorphism
H1

cris(Ax̄/W) ⊗ K′ ∼= H1
dR(Ax′) takes sα,0 to s̃α,0|x′ [4, §2.9]. Now (s̃α,0 − sα,dR)|Ûan

x̄
is a

parallel section of D⊗
R |Ûan

x̄
which vanishes at x by construction. Hence it vanishes on the

irreducible component of Ûan
x̄ containing x, and in particular at x′, so that s̃α,0|x′ = sα,dR,x′ .

Finally sα,dR,x′ and sα,ét,x′ correspond under the p-adic comparison isomorphism [5].
Since the filtration on Dx̄ ⊗K0 K′ corresponding to Gx′ is given by a cocharacter

which is conjugate to μ−1
h . It follows from Lemma 3.3.13 that x′ is induced by a point

of M̂loc
G,y. Since this holds for any x′, it follows that  factors through M̂loc

G,y. �

4.2.3. — Let kE denote the residue field of E. If k′/kE is an extension of perfect
fields, and z ∈ Mloc

G,X(k
′), we denote by Mloc

G,X ⊗W(kE) W(k′) by Mloc
G,X,z, and by M̂loc

G,X,z, the
completion of Mloc

G,X,z, at the image of z.
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Corollary 4.2.4. — Let x̄ ∈ SK(G,X) be a closed point of characteristic p. Then there exists

z ∈ Mloc
G,X(k) such that Ûx is isomorphic to M̂loc

G,X,z over OEur .

Proof. — By Proposition 3.3.8 we may identify the subgroup GW ⊂ GL(D) with
the pullback to OEur of G ⊂ GL(VZp

). Hence the lemma follows from Proposition 4.2.2.
The fact that y corresponds to a parabolic of G was already remarked above. �

4.2.5. — We continue to assume that G splits over a tamely ramified extension
of Q p and that p does not divide the order of π1(Gder). The relationship between the
integral model SK(G,X) and local models can be globalized. To explain this, recall that
we have the bundle V = R1h∗�• over ShK(G,X) given by first de Rham cohomology
of the universal abelian scheme and a collection of absolute Hodge cycles sα,dR ∈ V⊗, all
defined over the reflex field E. The bundle V extends to a bundle V over the OE(v) -scheme
SK(G,X).

Consider now the G-torsor S̃hK(G,X) over ShK(G,X) classifying trivializations
f : V∨ ∼−→ V that preserve the tensors, i.e. with f ⊗(sα)= sα,dR.

Proposition 4.2.6. — The sα,dR extend to tensors sα,dR ∈ V⊗ over SK(G,X). The scheme

S̃K(G,X) that classifies trivializations f : V∨
Z(p)

∼−→ V with f ⊗(sα) = sα,dR, is a G-torsor over

SK(G,X).

Proof. — As in the proof of Corollary 3.2.11, since SK(G,X) is normal, to show
that sα,dR belongs to V⊗, it is enough to check that for every ξ : Spec (OK)→ SK(G,X)
with K a finite extension of E, sα,dR,ξ is in ξ ∗(V) (where we again denote by ξ the K-valued
point corresponding to ξ ). A result of Blasius and Wintenberger [5] asserts that the p-adic
comparison isomorphism takes sα,ét,ξ to sα,dR,ξ .6 Let Gξ denote the pullback via ξ of the
universal p-divisible group over SK(G,X). If M = M(TpG ∨

ξ ) then by Theorem 3.3.2,
we have

sα,dR,ξ ∈OK ⊗S ϕ
∗(M)⊗ ∼= D(Gξ )(OK)

⊗ ∼= ξ ∗(V)⊗.
It follows by Proposition 3.3.8 that ξ ∗(S̃K(G,X)) is a G-torsor. Arguing as in the

proof of Corollary 3.2.11, we see that S̃K(G,X) is a G-torsor. �

Theorem 4.2.7. — Under the above assumptions, there exists a diagram of morphisms

(4.2.8) S̃K(G,X)OE

π q

SK(G,X)OE Mloc
G,X,

6 Indeed this result was already used implicitly via the citation of [43] in the proof of Lemma 4.2.2 above.
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of OE-schemes, in which:

– π is the G-torsor given by Proposition 4.2.6,

– q is G-equivariant and smooth of relative dimension dim G.

Proof. — Let K/Eur be a finite extension, and x ∈ ShK(G,X)(K) be a point which
admits a specialization x̄ ∈ S −

K (G,X)(k). We use the notation introduced in 4.2.1.
In particular, we have the orbit closure Mloc

G := GK0 · y(x) ⊂ GL(Dx̄)/P. By Proposi-
tion 3.3.4 and Lemma 3.3.8, we have sα,0,x̄ ∈ D⊗

x̄ and if M̃loc
G is the scheme over Mloc

G
which parametrizes isomorphisms f : Dx̄

∼= V∨
Zp

⊗Zp
W such that f ⊗(sα,0,x̄) = sα , then

M̃loc
G =P ×Mloc

G , where P is a trivial GW-torsor. In particular M̃loc
G is a G-torsor over Mloc

G .
We define a map of OEur -schemes qloc : M̃loc

G → Mloc
G,X by taking (f ,F) to f −1(F). One

sees easily that qloc is a G-torsor. Thus we have a diagram

(4.2.9) M̃loc
G

π loc qloc

Mloc
G Mloc

G,X,

with π loc and qloc are G-torsors.
To construct the morphism q, let (x, f ) be an S-valued point of S̃K(G,X). We

send (x, f ) to the inverse image f −1(F)⊂ V∨
Zp

⊗OS of the Hodge filtration F ⊂ V(S)=
R1h∗�•

A/S, which is an S-valued point of GL(VZp
)/Ph. Now consider the diagram of OE-

schemes

(4.2.10) S̃K(G,X)OE

π q

SK(G,X)OE GL(VZp
)/Ph.

We have to show that q factors through Mloc
G,X and that the resulting morphism to Mloc

G,X
is smooth of relative dimension dim G. To do this it suffices to show these properties for
the corresponding morphism in the diagram of OEur -schemes

(4.2.11) Ûx̄ ×SK(G,X)OE
S̃K(G,X)OE

π

Ûx̄ GL(VZp
)/Ph.
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Here we have written Ûx̄ for the affine scheme with the same affine ring as the formal
scheme Ûx̄, and the map on the left of the diagram is obtained by pulling back π by
Ûx̄ → SK(G,X)OE . One sees directly from the definitions that this last diagram can be
identified with the one obtained from 4.2.9 by pulling back π loc by the isomorphism
Ûx̄

∼= M̂loc
G → Mloc

G , given by Proposition 4.2.2. Since qloc has the required properties, so
does q. �

Corollary 4.2.12. — Under the above assumptions, the scheme SK(G,X) has reduced special

fibre. If Kp = K◦
p , i.e. Kp is parahoric, then the geometric special fibre SK(G,X) ⊗OE k admits a

stratification with locally closed strata parametrized by the μ-admissible set of Kottwitz and Rapoport

(e.g. [59], 9.1.2); the closure of each stratum is normal and Cohen-Macaulay.

Proof. — This follows from the existence of the diagram (4.2.8) and [59] Theo-
rem 1.1 by the standard argument (see loc. cit. Theorem 1.2.) Indeed, the stratification is
obtained from a G-stratification on the geometric special fibre Mloc

G,X ⊗OE k which is given
by realizing this as a union of affine Schubert varieties in an affine Grassmannian. �

Corollary 4.2.13. — Under the above assumptions, including Kp = K◦
p , given a point z ∈

SK(G,X)(Fq), kE ⊂ Fq, there is w ∈ Mloc
G,X(Fq), well defined up to the action of G(Fq) on

Mloc
G,X(Fq), such that we have an isomorphism of henselizations

Oh
SK(G,X),z �Oh

Mloc
G,X,w

.

Proof. — For simplicity, set S = SK(G,X). Lang’s lemma applied to the torsor
πFq

for the smooth connected group scheme GFq
implies that there is z̃ ∈ S̃ (Fq) that lifts

z, i.e. π(z̃)= z, and we takew = q(z̃). Since both π and q are smooth, we there is a section
Spec (Oh

S ,z
)→ S̃ which extends z̃ and is such that the composition b : Spec (Oh

S ,z
)→

S̃ → Mloc
G,X induces an injection of tangent spaces at z andw. This injection is necessarily

an isomorphism and so b is formally étale. The result follows. �

Remark 4.2.14. — a) We expect that the map q : S̃K(G,X)→ Mloc
G,X is surjective.

However, we don’t know how to uniquely characterize the model SK(G,X) of ShK(G,X)
in general, even after assuming this statement. However, see 4.6.27 for a partial result in
this direction.

b) Assume that G is unramified over Q p, i.e. quasi-split over Q p and split over an
unramified extension of Q p. Then given x ∈ B(G,Q p), such that G◦

x (Zp) is contained
in a hyperspecial subgroup, there is x′ ∈ B(G,Q p) such that G◦

x = Gx′ . (One can take x′

to be a generic point of the smallest facet that contains x, see e.g. Lemma 7.0.2 of the
Corrigendum for [35].) Therefore, in this case, Theorem 4.2.7 and its corollaries can be
applied to Shimura varieties for all such parahoric subgroups of G(Q p).
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4.3. Integral models for parahoric level

4.3.1. — We will use the results of the previous section to construct integral
models for Shimura varieties of Hodge type with parahoric level structure. That is, where
the level structure at p is given by G◦(Zp). We keep the notation introduced above, and
write K◦

p = G◦(Zp) and K◦ = K◦
pKp. We denote by G̃ the universal cover of Gder. We begin

with two lemmas.

Lemma 4.3.2. — The composite of the maps

E× [μ−1
h ]→ G(E)/G̃(E)→ G(Q p)/G̃(Q p)→ G(Q p)/G̃(Q p)K

◦
p

is trivial on O×
E . Here the first map is induced by the conjugacy class of μ−1

h for h ∈ X, and the second

map is given by the norm NE/Q p
.

Proof. — Let E0 ⊂ E be the maximal unramified subfield of E, and set K◦
p,E0

=
G◦

x (OE0). It suffices to show that the composite

E× [μ−1
h ]→ G(E)/G̃(E)

NE/E0→ G(E0)/G̃(E0)K
◦
p,E0
,

kills O×
E , since then the lemma follows by applying NE0/Q p

.
To show this, we may replace E by E · E′

0, where E′
0 is a finite unramified extension

of E0, and assume that G is quasi-split over E0. Let T be the centralizer of a maximal
split torus in GE0. Then [μ−1

h ] contains a cocharacter μ ∈ X•(T), defined over E. After
replacing K◦

p,E0
by a conjugate subgroup, we may assume that the point x ∈ B(G,E0)

defining G◦ is in the apartment corresponding to T.
Let T ◦ denote the connected Néron model of T. Consider the composite

RE/E0Gm

μ→RE/E0T
NE/E0→ T.

The corresponding map on E0-points sends O×
E to a bounded subgroup of T(E0). If

�E0 = Gal(Q̄ p/E0), then π1(RE/E0Gm)�E0
= Z is torsion free, and in particular, the image

of O×
E in π1(RE/E0Gm)�E0

and π1(T)�E0
is trivial. Hence the above map sends O×

E into
T ◦(OE0). Since T ◦(OE0)⊂ K◦

p,E0
, the lemma follows. �

4.3.3. — Now let C = ker(G̃ → Gder). For c ∈ H1(Q,C), and l a finite prime,
denote by cl ∈ H1(Ql,C) the image of c. Until further notice, we assume that G satisfies
the following condition.

(4.3.4) If c ∈ H1(Q,C) satisfies cl = 0 for l �= p, then cp = 0.

The condition will be removed at the end, and so does not appear in our final result.
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Lemma 4.3.5. — For Kp sufficiently small

G(Q )∩ K ⊂ K◦.

Proof. — Let ρ : G̃ → G denote the natural map. By [20, Cor. 2.0.5, 2.0.13], we
may choose Kp sufficiently small that

Kp ∩ G(Q )⊂ (
ρG̃

(
Ap

f

) ∩ G(Q )
) · U ⊂ G

(
Ap

f

)
,

where U is any subgroup of finite index in the p-units in ZG(Q ).
By [20, Prop. 2.0.4(ii)], our assumption that (4.3.4) holds implies that

ρG̃
(
Ap

f

) ∩ G(Q)= ρG̃(Af )∩ G(Q ).

Here the intersection on the left (resp. right) is taken in G(Ap

f ) (resp. G(Af )). Thus K ∩
G(Q ) ⊂ ρG̃(Af ) · U. In particular for U and Kp sufficiently small K ∩ G(Q ) ⊂ K◦ by
[38], Prop. 3. �

4.3.6. — Let G(Q )+ denote the preimage of Gad(R)+ in G(Q ), and let G(Q )−+
be the closure of G(Q )+ in G(Af ). Denote by SK◦(G,X) the normalization of SK(G,X)
in ShK◦(G,X).

Proposition 4.3.7. — If Kp satisfies the smallness assumption imposed in (4.1.1) then the

covering SK◦(G,X)→ SK(G,X) is étale. If Kp is sufficiently small, this covering splits over an

unramified extension of OE.

Proof. — By [20] 2.1.3.1, the connected components of ShK◦(G,X) (resp.
ShK(G,X)) over Q̄ p form a torsor under G(Af )/G(Q)+K◦ (resp. G(Af )/G(Q)+K), which
is an abelian group. Suppose that Kp is sufficiently small, so that the conclusion of
Lemma 4.3.5 holds. Then

π0

(
ShK◦(G,X)Q̄ p

) → π0

(
ShK(G,X)Q̄ p

)

is a torsor under

G(Q )+K/G(Q )+K◦ = G(Q)+KpKp/G(Q)+KpK◦
p = Kp/

(
G(Q )+K◦ ∩ Kp

)

= Kp/K
◦
p .

As Kp/K
◦
p transitively on the geometric fibres of

(4.3.8) ShK◦(G,X)→ ShK(G,X)

this implies that (4.3.8) is a Kp/K
◦
p -torsor which becomes trivial over Q̄ p. Lemma 4.3.2

together with [20], Thm. 2.6.3, which describes the action of Gal(Q̄/E) on the geomet-
rically connected components of ShK◦

p
(G,X), now imply that this torsor actually splits
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after base changing to an unramified extension of E. This proves the Proposition for Kp

sufficiently small.
To show the Proposition for any Kp (still satisfying the smallness assumption

imposed in (4.1.1)), Let Kp′ ⊂ Kp such that the Proposition holds for K′ = Kp′Kp and
K′◦ = Kp′K◦

p . Then, by what we have shown above together with Proposition 4.2.2, the
maps

SK′◦(G,X)→ SK′(G,X)→ SK(G,X)

are finite étale. Since the composite of these maps factors through SK◦(G,X), it follows
that

SK◦(G,X)→ SK(G,X)

is finite étale. �

Corollary 4.3.9. — The geometrically connected components of SK◦
p
(G,X) are defined over the

maximal extension of E that is unramified over primes dividing p.

Proof. — This follows from 4.3.2, as well as [20], Thm. 2.6.3, which describes the
action of Gal(Q̄/E) on the geometrically connected components of ShK◦

p
(G,X). �

4.3.10. — The pullback of the torsor π introduced in Theorem 4.2.7, by the
morphism SK◦(G,X)→ SK(G,X) produces a G-torsor

π ◦ : S̃K◦(G,X)→ SK◦(G,X).

We conjecture that this G-torsor has a reduction to a G◦-torsor, although we are unable
to prove this.

4.4. Twisting abelian varieties

4.4.1. — In the next three subsections, we deduce the consequences of the above
results for Shimura varieties of abelian type. Many of the arguments of [43] §3 in the hy-
perspecial case go over unchanged, so we discuss in detail only those points which do not.
One of these concerns the definition of the action of Gad(Q )+ on the models SKp

(G,X)
constructed above. In the hyperspecial case the models SKp

(G,X) satisfy Milne’s exten-
sion property. This implies the action of Gad(Q )+ on the generic fibre extends to the
whole model, and it sufficed in [43] to give a description of this action on the level of
abelian varieties up to isogeny. In the case considered here, we do not have an ana-
logue of the extension property, and we need to give a direct description of the action of
Gad(Q )+. This requires a refined form of the twisting construction in §3.1 of loc. cit.
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4.4.2. — Let A be a commutative ring with identity, Z a flat, affine group scheme
over Spec A, and P a Z-torsor. Note that by flat base change, the coherent cohomology
of P vanishes, so P is affine. We write OZ and OP for the affine rings of Z and P
respectively. If M is an A-module, a Z-action on M is a map of fppf sheaves Z → AutM.
Giving a Z-action on M is equivalent to giving M the structure of an OZ-comodule. For
any such M the subsheaf MZ may be regarded as an A-submodule of M by descent.

Lemma 4.4.3. — With the notation above, the natural map

(4.4.4) (M ⊗A OP)
Z ⊗A OP → M ⊗A OP

is an isomorphism

Proof. — Let π1, π2 be the morphisms Z ×Spec A P → P given by sending (z, h)
to zh and h respectively. A semi-linear action of Z on an OP module N gives rise to an
isomorphism π∗

1 (N)∼= π∗
2 (N), which via the isomorphism Z×P ∼=P ×P is nothing but

a descent datum for the morphism P → Spec A. We apply this to N = M ⊗A OP . The
lemma now follows by faithfully flat descent, since Z is flat over A and hence so is P . �

4.4.5. — We now suppose that Z is of finite type, and that A ⊂ Q. For S a
scheme we define the A-isogeny category of abelian schemes over S to be the category
obtained from the category of abelian schemes over S by tensoring the Hom groups by
⊗ZA. An object A in this category is called an abelian scheme up to A-isogeny over S. For T
an S-scheme we set A(T)= HomS(T,A)⊗Z A.

Let A be an abelian scheme up to A-isogeny over S. Denote by AutA(A) the A-
group whose points in an A-algebra R are given by

AutA(A)(R)=
(
(EndSA)⊗Z R

)×
.

Let Z and P be as above, and suppose that we are given a map of A-groups Z →
AutA(A). We define a pre-sheaf AP in the fppf topology of S by setting

AP(T)= (
A(T)⊗Q OP

)Z
.

Lemma 4.4.6. — AP is a sheaf, represented by an abelian scheme up to A-isogeny.

Proof. — By a result of Moret-Bailly, [55] Thm. 1.6, there exists a finite, integral,
torsion free A-algebra A′ such that P(A′) is non-empty. Specializing (4.4.4) by the map
OP → A′ we obtain an isomorphism AP ⊗A A′ ∼= A⊗A A′. Since A′ is a free A-module
A⊗A A′ is an abelian scheme up to A-isogeny.

We may assume that FrA′ is Galois over Q, when AP is the Gal(FrA′/Q)-
invariants of AP ⊗A A′. Hence AP is the kernel of a map of abelian schemes up to
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A-isogeny. Write this map as n−1 · f where n is an integer which is invertible in A, and f

is a map of abelian schemes. Let B be the connected component of the identity of ker(f ),
and view B as an abelian scheme up to A-isogeny. The cokernel of the natural inclusion
B ⊂ AP is a torsion sheaf, so the natural map B ⊗A A′ → A ⊗A A′ induced by (4.4.4) is
an isomorphism, which implies that B =AP . �

4.4.7. — Keeping the above assumptions, denote by A∗ the dual abelian scheme.
By an A-polarization, we mean an isomorphism A ∼−→ A∗ of abelian schemes up to A-
isogeny, some multiple of which can be realized as a polarization of abelian schemes. Two
A-polarizations are said to be equivalent if they differ by a multiplication by an element
of A×. A weak A-polarization is an equivalence class of A-polarizations.

Let c : Z → Gm be a character. We will denote by A(c) the abelian scheme up to
A-isogeny A equipped with the map Z → AutAA obtained by multiplying the natural
action by c. Let λ : A → A∗ be a weak A-polarization. We have a canonical map Z →
AutA(A∗). We say that λ is a c-polarization if the induced map A→A∗(c) is compatible
with Z-actions. The same argument as in [43] Lemma 3.1.5 proves the following

Lemma 4.4.8. — There is a natural isomorphism (A∗)P ∼= AP∗. If λ : A → A∗ is a

c-polarization, then there is a unique weak A-polarization λP :AP →AP∗ such that the diagram

AP ⊗A OP
λP⊗1

∼

AP∗ ⊗A OP

∼

A⊗A OP
λ⊗1

A∗ ⊗A OP

commutes up to an element of O×
P . Here the map on the right is obtained by composing AP∗ ∼= (A∗)P

with the isomorphism of (4.4.4).

4.5. The adjoint group action

4.5.1. — We now return to the assumptions and notations of Section 4.2. In
particular, we have an embedding of Shimura data (G,X) ⊂ (GSp,S±) where GSp =
GSp(VQ) and VQ is equipped with a lattice VZ, and an embedding

ShK(G,X) ↪→ ShK′
(
GSp,S±)

.

Let B be an abelian scheme up to Z(p)-isogeny over a Z(p)-scheme T. Set V̂p(B)=
lim←−p�n

B[n] and

V̂p(B)Z(p) = V̂p(B)⊗Z Z(p) = V̂p(B)⊗Z Q.
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Suppose B has dimension dimQ VQ/2 and its equipped with a weak Z(p)-isogeny λ.
We denote by Isom(VAp

f
, V̂p(B)Q) the pro-étale sheaf of isomorphisms VAp

f

∼= V̂p(B)Q
which are compatible with the pairings induced by ψ and λ up to a Ap,×

f -scalar. Then
Isom(VAp

f
, V̂p(B)Q)/Kp′ is an étale sheaf.

A point x ∈ SK′(GSp,S±)(T) corresponds to a triple (Ax, λx, ε
p
x), where Ax is an

abelian scheme over T up to Z(p)-isogeny, equipped with a weak Z(p)-polarization λx, and

εp
x ∈ �(

T, Isom
(
VAp

f
, V̂p(Ax)Q

)
/Kp′).

If x ∈ SK(G,X)(T), then as in [43] (3.2.4), εp
x can be promoted to a section εp

x ∈
�(T, Isom(VAp

f
, V̂p(Ax)Q)/K

p). Similarly, if x ∈ SKp
(G,X)(T), then we obtain an ele-

ment

εp
x ∈ lim← Kp

�
(
T, Isom

(
VAp

f
, V̂p(Ax)Q

)
/ Kp

)
.

We denote by Z = ZGZ(p)
the closure in GZ(p) of the center of the Q-group G.

Lemma 4.5.2. — If x ∈ SK(G,X)(T), then there is a natural embedding

Z ↪→ AutZ(p)
(Ax).

Proof. — It suffices to construct the embedding for the universal point with T =
SK(G,X), and by [23] I, 2.7 it suffices to consider T = ShK(G,X).

By [43] Lemmas 3.2.2, 3.4.1 there is a natural embedding Z⊗Z(p) Q ↪→ AutQ(Ax).
For y ∈ ShK(G,X)(C) this embedding specializes to the one induced by the natural action
of G on H1(Ay(C),Q), obtained by choosing a lift ỹ ∈ X×G(Af ) of y. In particular, since
GZ(p) is a subgroup of GL(VZ(p) ), we obtain maps

Z → AutZ(p)
(Ay)→ GL(VZ(p) ).

As the composite is a closed embedding, so is the first map. Hence we get an embedding
Z ↪→ AutZ(p)

(Ax). �

4.5.3. — Let Gad
Z(p)

= GZ(p)/ZGZ(p)
, γ ∈ GZ(p) (Z(p)) and P the fibre of GZ(p) → Gad

Z(p)

over γ . Then P is a ZGZ(p)
-torsor. Fix a Galois extension F/Q such that P admits an

OF,(p) = OF ⊗Z Z(p)-point γ̃ . Such a point exists by the result of Moret-Bailly used in
the proof of Lemma 4.4.6 above. Applying lemma 4.5.2 and specializing (4.4.4) by γ̃ we
obtain a Z(p)-isogeny

ιγ̃ :AP
x ⊗Z(p) OF,(p)

∼−→Ax ⊗Z(p) OF,(p).
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Lemma 4.5.4. — The composite

(4.5.5) VAp

f
⊗Q F

γ̃−1−→ VAp

f
⊗Q F

ε
p
x−→ V̂p(Ax)⊗Q F

ι−1
γ̃−→ V̂p

(
AP

x

) ⊗Q F

is Gal(F/Q)-invariant and induces a section

εp,P
x ∈ �(

T, Isom
(
VAp

f
, V̂p

(
AP

x

)
Q

)
/γKpγ −1

)

Proof. — This is identical to the proof of [43] Lemma 3.4. �

4.5.6. — We recall the notation of [20]. Let H be a group equipped with an ac-
tion of a group �, and � ⊂ H a �-stable subgroup. Suppose given a �-equivariant map
ϕ : �→� where � acts on itself by inner automorphisms, and suppose that for γ ∈ �,
ϕ(γ ) acts on H as inner conjugation by γ . Then the elements of the form (γ,ϕ(γ )−1)

form a normal subgroup of the semi-direct product H ��. We denote by H ∗� � the
quotient of H �� by this subgroup.

For a subgroup H ⊂ G(R) denote by H+ the preimage in H of Gad(R)+, the con-
nected component of the identity in Gad(R). As usual, we write Gad(Q )+ = Gad(Q ) ∩
Gad(R)+.

There is an action of Gad(Q )+ on Sh(G,X) induced by the action by conjugation
of G on itself. Combining this with the action of G(Af ) on Sh(G,X), gives rise to a right
action of

A (G) := G(Af )/Z(Q )− ∗G(Q )+/Z(Q) Gad(Q)+

on Sh(G,X) where Z(Q )− denotes the closure of ZG(Q ) in G(Af ).
Let G(Q )−+ denote the closure of G(Q )+ in G(Af ) and set

A (G)◦ = G(Q )−+/Z(Q)
− ∗G(Q)+/Z(Q ) Gad(Q)+.

This group depends only on Gder and not on G; it is equal to the completion of Gad(Q )+

with respect to the topology whose open sets are images of congruence subgroups in
Gder(Q ) [20] 2.7.12. This definition will be used in the next subsection.

The action of Gad(Q )+ on Sh(G,X) induces an action of the group Gad(Z(p))+ on
ShKp

(G,X). This gives rise to an action of

B(GZ(p) ) := G
(
Ap

f

)
/Z(Z(p))− ∗G(Z(p))+/Z(Z(p)) Gad(Z(p))+

on ShKp
(G,X). Here Z(Z(p))− denotes the closure of Z(Z(p)) in G(Ap

f ).

Lemma 4.5.7. — Let γ ∈ Gad(Z(p))+, and P the fibre of GZ(p) → Gad
Z(p)

over γ . For T a

Z(p)-scheme and x ∈ SKp
(G,X)(T), the assignment

(
Ax, λx, ε

p
x

) �→ (
AP

x , λ
P
x , ε

p,P
x

)
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induces a map

SKp
(G,X)→ SKp

(G,X)

whose generic fibre agrees with the map induced by conjugation by γ .

Combining the Gad(Z(p))+-action with the natural action of G(Ap

f ) on SKp
(G,X) induces an

action of B(GZ(p) ) on SKp
(G,X).

Proof. — The assignment induces a map

SKp
(G,X)→ SK′

p

(
GSp,S±)

.

The same argument as in [43] Lemma 3.2.6 shows that on generic fibres this map fac-
tors through SKp

(G,X) and induces the map obtained from the conjugation by γ . The
lemma follows from the definition of SKp

(G,X) as the normalization of the closure of
ShKp

(G,X) in SK′
p
(GSp,S±).

The final claim follows from the analogous result on generic fibres, which is easily
checked on complex points. �

4.5.8. — Recall that in Theorem 4.2.7 we defined a GZ(p) -torsor S̃K(G,X)OE ,
and we denote by S̃Kp

= S̃Kp
(G,X), its pullback to SKp

(G,X). Let S̃ ad
Kp

be the Gad
Z(p)

-

torsor obtained from S̃Kp
. We remark that the map q in (4.2.8) obviously factors

through S̃ ad
Kp

.
We will show that the action of B(GZ(p) ) on SKp

(G,X) defined above, can be lifted
to S̃ ad

Kp
.

Lemma 4.5.9. — The action of Gad(Z(p))+ on SKp
(G,X) lifts to an action on S̃ ad

Kp
as a

Gad
Zp

-torsor. If we equip Mloc
G,X with the trivial B(GZ(p) )-action, the maps in the diagram of OE-schemes

(4.5.10) S̃ ad
Kp

π q

SKp
(G,X) Mloc

G,X,

are B(GZ(p) )-equivariant. Moreover any sufficiently small Kp ⊂ G(Ap

f ) acts freely on S̃ ad
Kp

, and the

map

S̃ ad
Kp
/ Kp → Mloc

G,X

induced by q is smooth of relative dimension dim Gad.
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Proof. — We begin by defining the action of Gad(Z(p))+ on S̃ ad
Kp

. Let S be an OE-

scheme, and (x, f ) ∈ S̃Kp
(S) where x ∈ SKp

(G,X)(S), and f is a map f : V∨
Zp

⊗ OS
∼=

R1f∗�1
Ax/S

. Let γ ∈ Gad(Z(p))+, and P the corresponding Z-torsor. Choose a number
field F, Galois over Q, and a section γ̃ ∈P(OF). For σ ∈ Gal(F/Q) set cγ̃ (σ )= σ(γ̃ )γ −1.
Consider the composite

γ̃ (f ) : V∨
Zp

⊗OS ⊗OF
∼−→
f

R1f∗�1
Ax/S ⊗OF

∼−→
ι−1
γ̃

R1f∗�1
AP

x /S
⊗OF.

Then (γ (x), γ̃ (f )) ∈ S̃Kp
(S ⊗ OF). Since σ(ιγ̃ )= cγ̃ (σ )

−1ιγ̃ for σ ∈ Gal(F/Q) by [43],
Lemma 3.4.3, (γ (x), γ̃ (f )) induces a point of S̃ ad

Kp
(S), which depends only on the image

of (x, f ) in S̃ ad
Kp
(S) and on γ .

This shows that (x, f ) �→ (γ (x), γ (f )) induces an action of Gad(Z(p))+ on S̃ ad
Kp

,
lifting the action on SKp

(G,X). That the map q is Gad(Z(p))+-equivariant, follows from
the fact that the map ι−1

γ̃ in the definition of γ (f ) respects Hodge filtrations, as it arises
from a map of abelian varieties.

Now lift the action of h ∈ G(Ap

f ) to S̃Kp
by sending (x, f ) to (h(x), f ). It re-

mains to show that this, together with the action of Gad(Z(p))+, defined above, defines
an action of B(GZ(p) ) in S̃ ad

Kp
. To do this we have to check it defines an action of

G(Ap

f ) � Gad(Z(p))+ such that G(Z(p))+ acts trivially. If h ∈ G(Ap

f ) and g ∈ Gad(Z(p))+,
then as G(Ap

f )� Gad(Z(p))+ acts on SKp
(G,X), we have

g
(
h
(
g−1(x, f )

)) = g
(
h
((

g−1(x), g−1(f )
))) = g

(
h
(
g−1(x)

)
, g−1(f )

)

= (
ghg−1(x), f

)
,

which implies that G(Ap

f )� Gad(Z(p))+ acts on S̃Kp
.

If γ lifts to γ̃ ∈ G(Z(p))+, then (γ̃ , γ̃ −1)(x) = x. More precisely, (γ̃ , γ̃ −1)(x) cor-
responds to the triple (AP

x , ε
p,P
x ◦ γ̃ , λPx ), and ιγ̃ : AP

x
∼= Ax induces an isomorphism of

this triple with (Ax, ε
p
x, λx). Similarly, ιγ̃ intertwines the isomorphisms f and γ (f ), which

proves that G(Z(p))+ acts trivially on S̃Kp
.

The final statement follows immediately from the construction of S̃ ad
Kp

. �

4.6. Shimura varieties of abelian type

We continue to use the notation and assumptions of the previous subsection.

4.6.1. — We will define the analogues of A (G)◦ and A (G) for Z(p)-valued
points, but we need some preparation.

Suppose S is an affine Q-scheme, and let SZp
be a flat, affine Zp-scheme, with

generic fibre S⊗Q p. Then there is a canonical Z(p)-scheme SZ(p) with generic fibre S such
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that SZ(p) ⊗Z(p) Zp = SZp
. Indeed SZ(p) is the spectrum of the ring obtained by intersecting

the global functions on SZp
and S inside those on S ⊗ Q p.

Recall the smooth model GZ(p) is defined by a point x ∈ B(G,Q p), and that we set
Gad

Z(p)
= GZ(p)/ZZ(p) . Let Gder

Z(p)
be the closure of Gder in GZ(p) . We denote by G◦ = G◦

Z(p)
,

the connected component of the identity. It is the parahoric group scheme attached to x.
More precisely, x defines a parahoric group scheme over Zp, which descends to Z(p) via
the general construction described above. Similarly, let Gad◦ = Gad◦

Z(p)
and Gder◦ = Gder◦

Z(p)

be the parahoric models of Gad and Gder respectively, defined by the image, xad, of x

in B(Gad,Q p) = B(Gder,Q p). Note that, in general, Gad◦
Z(p)

is not equal to the neutral
component (Gad

Z(p)
)◦ of Gad

Z(p)
, but see (2) below.

Lemma 4.6.2. — We have

(1) Gder
Z(p)

is the stabilizer of xad. In particular, Gder◦
Z(p)

is the connected component of the identity

of Gder
Z(p)

.

(2) Suppose that either the center ZG is connected or that ZGder has rank prime to p. Then Gad◦
Z(p)

is the connected component of the identity of Gad
Z(p)

= GZ(p)/ZZ(p) . In particular, there is a

map of Z(p)-group schemes Gad◦
Z(p)

→ Gad
Z(p)

, extending the identity on generic fibres.

Proof. — Let Gder
Zp

= Gder
Z(p)

⊗Z(p) Zp. Let xder ∈ B(Gder,Q p) ⊂ B(G,Q p) be the
preimage of xad under the identification B(Gder,Q p) = B(Gad,Q p). Then Gxder ↪→
GL(VZp

)ι
xder is a closed embedding by Proposition 1.3.3, and similarly for Gder

xder . Thus,
the closure of Gder in Gxder is smooth, and coincides with Gder

xder , the group scheme stabilizer
of xad. On the other hand, Gxder can be naturally identified with Gx (cf. [70] 3.4.1). In par-
ticular, the closure of Gder in Gx is smooth, and coincides with the group scheme stabilizer
of xad. Now (1), which is the corresponding statement over Z(p), follows.

Let us consider (2). Note that by the functoriality of the group schemes stabilizing a
point of the building, there is always a map (Gad

Z(p)
)◦ → Gad◦

Z(p)
(see 1.1.3). If ZG is connected

(2) follows immediately from Proposition 1.1.4. Suppose that ZGder has rank prime to p.
Then (1) together with 1.1.4 applied to Gder implies that Gad◦

Z(p)
is the quotient of Gder◦

Z(p)
by

the Zariski closure of the center ZGder . This provides a map Gad◦
Z(p)

→ GZ(p)/ZZ(p) = Gad
Z(p)

which gives the inverse Gad◦
Z(p)

→ (Gad
Z(p)
)◦. �

4.6.3. — Let Z◦ denote the Zariski closure of Z in G◦. We denote by Z◦(Z(p))−

the closure of Z◦(Z(p)) in Z◦(Af ). Note that the image of Z◦(Z(p))− in Z◦(Ap

f ) coincides
with the closure of Z◦(Z(p)) in Z◦(Ap

f ).
Let

˜A (GZ(p) )=
[
G

(
Ap

f

) × G◦
Z(p)
(Zp)

]
/Z(Z(p))− ∗G◦(Z(p))+/Z(Z(p)) Gad◦(Z(p))+

⊂ A (G)
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and

˜A (GZ(p) )
◦ = G◦(Z(p))∼+/Z(Z(p))

− ∗G◦(Z(p))+/Z(Z(p)) Gad◦(Z(p))+ ⊂ A (G)◦

where G◦(Z(p))∼+ denotes the closure of G◦(Z(p))+ in G(Ap

f )× G(Zp).
We set

A (GZ(p) )= G
(
Ap

f

)
/Z(Z(p))− ∗G◦(Z(p))+/Z(Z(p)) Gad◦(Z(p))+

and

A (GZ(p) )
◦ = G◦(Z(p))−+/Z(Z(p))

− ∗G◦(Z(p))+/Z(Z(p)) Gad◦(Z(p))+,

where G◦(Z(p))−+ is the closure of G◦(Z(p))+ in G(Ap

f ). Note that the difference between
A (GZ(p) ) and the group B(GZ(p) ) defined in the previous section is that the former is
defined using parahoric models of G and Gad.

In what follows, we will assume that either Z = ZG is connected or that ZGder has
rank prime to p. Under this assumption, by Lemma 4.6.2 (2) and Lemma 4.5.7, the
action of A (GZ(p) ) on ShKp

(G,X) extends to SKp
(G,X). As in Section 4.3, we denote by

SK◦
p
(G,X) the normalization of SKp

(G,X) in ShK◦
p
(G,X). Then the action of A (GZ(p) )

on ShK◦
p
(G,X) extends to SK◦

p
(G,X).

Lemma 4.6.4. — We have

(1) ˜A (GZ(p) )
◦ is the closure of Gad◦(Z(p))+ in A (G)◦.

(2) A (GZ(p) )
◦ is the completion of Gad◦(Z(p))+ with respect to the topology generated by images

of sets of the form Gder◦(Z(p))+ ∩ Kp.

Proof. — (1) is immediate from the definitions. Using [20] 2.0.13, one sees that
A (GZ(p) )

◦ is the completion of Gad◦(Z(p))+ with respect to the topology generated by
images of sets of the form

G◦(Z(p))+ ∩ (
Kp ∩ Gder(Q)

) · U

where U is a finite index subgroup of the group of p-units in ZG(Q ). Suppose g = hu ∈
G◦(Z(p))+ with h ∈ Kp ∩ Gder(Q ) and u ∈ U. Then h fixes xad, so h ∈ Gder(Z(p))+. As in the
proof of Lemma 4.3.5, this implies that h ∈ Gder◦(Z(p))+, for Kp small enough. Thus for Kp

small enough the image of the set above is equal to Kp ∩ Gder◦(Z(p))+. This proves (2). �

4.6.5. — Fix a connected component X+ ⊂ X. We denote by Sh(G,X)+ ⊂
Sh(G,X) the connected Shimura variety corresponding to the choice of X+, and sim-
ilarly for ShK◦

p
(G,X)+ ⊂ ShK◦

p
(G,X). Let Ep ⊂ Ē denote the maximal extension of E

which is unramified at primes dividing p. By 4.3.2 and [20], Thm. 2.6.3, the action of
Gal(Ē/E) on ShK◦

p
(G,X)+ factors through Gal(Ep/E). We again denote by ShK◦

p
(G,X)+
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the Ep-scheme obtained from ShK◦
p
(G,X)+ by descent, and by SK◦

p
(G,X)+ ⊂ SK◦

p
(G,X)

the corresponding component of SK◦
p
(G,X), which is defined over OEp ⊗O O(v).

Let E (G◦
Z(p)
) ⊂ A (GZ(p) ) × Gal(Ep/E) denote the stabilizer of ShK◦

p
(G,X)+ ⊂

ShK◦
p
(G,X) (viewed as Ep-schemes), and let Ẽ (G◦

Z(p)
)⊂ ˜A (GZ(p) )× Gal(Ē/E) denote the

stabilizer of Sh(G,X)+ ⊂ Sh(G,X).

Lemma 4.6.6. — We have

(1) E (G◦
Z(p)
) (resp. Ẽ (G◦

Z(p)
)) is an extension of Gal(Ep/E) (resp. Gal(Ē/E)) by

A (GZ(p) )
◦ (resp. ˜A (GZ(p) )

◦).

(2) There are canonical isomorphisms

A (GZ(p) ) ∗A (GZ(p) )
◦ E

(
G◦

Z(p)

) ∼= A (GZ(p) )× Gal
(

Ep/E
)

˜A (GZ(p) ) ∗ ˜A (GZ(p) )
◦ Ẽ

(
G◦

Z(p)

) ∼= ˜A (GZ(p) )× Gal(Ē/E),

where an element of E (G◦
Z(p)
) (resp. Ẽ (G◦

Z(p)
)) acts on A (GZ(p) ) (resp. ˜A (GZ(p) )) via

conjugation by its image in A (GZ(p) ).

Proof. — Let E×,+ = E× ∩ (E ⊗Q R)×,+. Consider the composite map

(4.6.7) A×
E /E

×(E ⊗Q R)×,+ = Af ×
E /E

×,+ μ
−1
h→ G

(
Af

E

)
/G(E)−+

NE/Q→ G(Af )/G(Q)−+

where G(E)−+ = (RE/QG)(Q )−+. If x ∈ Af ×
E /E

×,+, then by weak approximation x has a
representative (xv) ∈ Af ×

E with xv ∈ O×
Ev for all v|p. Hence, by Lemma 4.3.2, the image

of x under (4.6.7) is contained in G(Ap

f )× G◦
Z(p)
(Zp)/G◦(Z(p))∼+. By [20], Thm. 2.6.3, the

action of Gal(Ē/E) on the geometrically connected components of Sh(G,X) is given by
the composite of (4.6.7) and the class field theory isomorphism. This proves the claim
that Ẽ (G◦

Z(p)
) is an extension of Gal(Ē/E) by ˜A (GZ(p) )

◦.
It follows that the action of Gal(Ep/E) on the geometrically connected components

of ShK◦
p
(G,X) is given by the induced map

Gal
(
Ep/E

) → G
(
Ap

f

) × G◦
Z(p)
(Zp)/G◦(Z(p))∼+G◦

Z(p)
(Zp)

∼= G
(
Ap

f

)
/G◦(Z(p))−+.

This shows that E (G◦
Z(p)
) is an extension of Gal(Ep/E) by A (GZ(p) )

◦. Now (2) follows
easily. �

4.6.8. — Let G2 be a reductive group over Q equipped with a central isogeny
α : Gder → Gder

2 . Let x2 ∈ B(G2,Q p) with xad
2 = xad. We denote by G2 the model of G2
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defined as the stabilizer of x2, and by G2,Z(p) and G◦
2,Z(p)

the group schemes over Z(p)
corresponding to G2 and G◦

2 . Write K◦
2,p = G◦

2(Zp).
Suppose that we have a Shimura datum (G2,X2) such that α induces an isomor-

phism of Shimura data
(
Gad,Xad

) ∼= (
Gad

2 ,X
ad
2

)
.

By the real approximation theorem, after replacing X2 by its conjugate by some element
of Gad

2 (Q ), we may assume that the image of X2 ⊂ Xad
2 contains X+. We denote by E2

the reflex field (G2,X2), and we set E′ = E · E2. We denote by EE′(G◦
Z(p)
) and ẼE′(G◦

Z(p)
)

the pullbacks of E (G◦
Z(p)
) and Ẽ (G◦

Z(p)
) by Gal(E′p/E′)→ Gal(Ep/E) and Gal(Ē/E′)→

Gal(Ē/E) respectively.
We have the groups A (G2) and ˜A (G2)

◦ defined as above, and we set

A (G2,Z(p) )= G2

(
Ap

f

)
/ZG2(Z(p))

− ∗G◦
2(Z(p))+/ZG2 (Z(p))

Gad◦(Z(p))+,

and similarly for ˜A (G2,Z(p) )
◦. Note that the group Gad◦(Z(p))+ is exactly the same one

which appeared in the definition of A (GZ(p) ).
As in Corollary 4.3.9, the geometrically connected components of ShK◦

2,p
(G2,X2)

are defined over E
p

2. We define E (G◦
2,Z(p)

)⊂ A (G2,Z(p) )× Gal(Ep

2/E2) as the stabilizer of
ShK◦

2,p
(G2,X2)

+ ⊂ ShK◦
2,p
(G2,X2). As in the proof of, Lemma 4.6.6, this is an extension of

Gal(Ep

2/E2) by A (G2,Z(p) )
◦.

Similarly, we define Ẽ (G◦
2,Z(p)

) as above. It is an extension of Gal(Ē/E2) by
˜A (G2,Z(p) )

◦.

Lemma 4.6.9. — There exist natural maps of extensions

EE′
(
G◦

Z(p)

) → E
(
G◦

2,Z(p)

)
and ẼE′

(
G◦

Z(p)

) → Ẽ
(
G◦

2,Z(p)

)

Proof. — (cf. [20] 2.5.6) Let G3 be the connected component of the identity of
G ×Gad G2, and X3 the conjugacy class of homomorphisms S → G3,R induced by X
and X2. Repeating the above definitions for G3 we obtain an extension E (G◦

3,Z(p)
). Note

that the reflex field of (G3,X3) is E′, and Gder
3 = Gder. Thus G3 satisfies the condition

(4.3.4), as we are assuming G does. In particular, we have A (G3,Z(p) )
◦ ∼= A (GZ(p) )

◦ by
Lemma 4.6.4(2). It follows that the natural map E (G◦

3,Z(p)
)→ EE′(G◦

Z(p)
) is an isomor-

phism of extensions. The first map of the lemma is given by the composite

EE′
(
G◦

Z(p)

) ∼= E
(
G◦

3,Z(p)

) → E
(
G◦

2,Z(p)

)
.

The construction for the second map is analogous. �



M. KISIN, G. PAPPAS

Lemma 4.6.10. — The diagram

(4.6.11) ˜A (GZ(p) )
◦ ˜A (G2,Z(p) )

A (G)◦ A (G2)

is commutative and Cartesian. In particular, the morphism of complexes

( ˜A (GZ(p) )
◦ → ˜A (G2,Z(p) )

) → (
A (G)◦ → A (G2)

)

induces a bijection on kernels and an injection on cokernels.

Proof. — (cf. [43] Lemma 3.3.3.) We remark that the top map is well defined by
Lemma 4.6.4(1). The diagram commutes, since Gad◦(Z(p))+ is naturally a subgroup of
each term, is dense in ( ˜A (GZ(p) )

◦, and all the maps are the identity on Gad◦(Z(p))+.

Suppose that (g, γ ) ∈ ˜A (G2,Z(p) ) is in the image of (g1, γ1) ∈ A (G)◦. Since g1

may be approximated by an element of G(Q )+, we may assume that g1 is in the image
of G(Ap

f ) × G◦(Zp). Since gγ = g1γ1 in Gad(Af ), we have γ1 = g−1
1 gγ ∈ Gad◦(Z(p))+ so

(g1, γ1) ∈ ˜A (GZ(p) )
◦. Thus the diagram in the lemma is Cartesian. �

4.6.12. — By Lemma 4.6.10 we have an inclusion

A (GZ(p) )
◦\A (G2,Z(p) ) = ˜A (GZ(p)))

◦\ ˜A (G2,Z(p) )/K
◦
2,p

↪→ A (G)◦\A (G2)/K
◦
2,p.

Let J ⊂ G2(Q p) denote a set which maps bijectively to a set of coset representatives
for the image of A (G2,Z(p) ) in A (G)◦\A (G2)/K

◦
2,p.

Recall, we assume either that the center Z of G is connected or that ZGder has rank
prime to p.

Lemma 4.6.13. — There is an isomorphism of Ē-schemes with G2(A
p

f )× Gal(Ē/E′)-action

ShK◦
2,p
(G2,X2)∼=

[[
ShK◦

p
(G,X)+ × A (G2,Z(p) )

]
/A (GZ(p) )

◦]| J|

where h ∈ A (GZ(p) )
◦ acts on A (GZ(p) ) by left multiplication by h−1.

Proof. — By [20] 2.5.6, there is a morphism of extensions EE′(G)→ E (G2), and
in particular, an isomorphism

˜A (G2) ∗ ˜A (G)◦ EE′(G)∼= G2(Af )× Gal
(
Ē/E′).
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We equip Sh(G,X)+×A (G2) with a right action of EE′(G) given by (s, a) · e = (se, ē−1aē),
and with the action of A (G2) induced by right multiplication of A (G2) on itself. Here ē

denotes the image of e under

EE′(G)→ E (G2)→ A (G2).

This induces an action of A (G2)� EE′(G) on Sh(G,X)+ × A (G2), which descends to
an action of A (G2) ∗A (G)◦ EE′(G) on [Sh(G,X)+ × A (G2)]/A (G)◦.

By [20] 2.7.11, 2.7.13, using the above isomorphism gives an isomorphism of Ē-
schemes with G2(Af )× Gal(Ē/E′)-action

Sh(G2,X2)∼=
[
Sh(G,X)+ × A (G2)

]
/A (G)◦.

Dividing both sides by K◦
2,p we obtain an isomorphism of Ē-schemes with G2(A

p

f ) ×
Gal(Ē/E′)-action

ShK◦
2,p
(G2,X2)∼=

[
Sh(G,X)+ × A (G2)/K

◦
2,p

]
/A (G)◦(4.6.14)

∼=
∐

j

[
Sh(G,X)+ × A (G2,Z(p) )j

]
/ ˜A (GZ(p) )

◦.

Since K◦
p ∩ ˜A (GZ(p) )

◦ is contained in the kernel of the composite

˜A (GZ(p) )
◦ → A (GZ(p) )

◦ → A (GZ2,(p) )
◦,

the final quotient above is equal to
∐

j∈J

[
ShK◦

p
(G,X)+ × A (G2,Z(p) )j

]
/A (GZ(p) )

◦.

The lemma follows. �

Corollary 4.6.15. — The OE′p,(v) =OE′p ⊗O O(v)-scheme

(4.6.16) SK◦
2,p
(G2,X2)=

[[
SK◦

p
(G,X)+ × A (G2,Z(p) )

]
/A (GZ(p) )

◦]| J|

has a natural structure of a O′
(v) = OE′ ⊗O O(v)-scheme with G2(A

p

f )-action, and is a model for

ShK◦
2,p
(G2,X2). The local rings on SK◦

2,p
(G2,X2)⊗O Ov are étale locally isomorphic to those on

Mloc
G,X ⊗Ov O′

v .

Proof. — As observed in 4.6.3, the action of A (GZ(p) ) on ShK◦
p
(G,X) extends to

SK◦
p
(G,X). Hence E (G◦

Z(p)
) acts on the OEp,(v)-scheme SK◦

p
(G,X)+. Using Lemma 4.6.9,

as above, there is an isomorphism

A (G2,Z(p) ) ∗A (GZ(p) )
◦ EE′

(
G◦

Z(p)

) ∼= G2

(
Ap

f

) × Gal
(

E′p/E′).
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In particular, the right side of (4.6.16) is an OE′p,(v)-scheme with an action of G2(A
p

f )×
Gal(E′p/E′). Hence by Galois descent it is naturally an O′

(v)-scheme with an action of
G2(A

p

f ). The first statement is now a consequence of Lemma 4.6.13.
The second statement then follows from Theorem 4.2.7 and Proposition 4.3.7 once

we show that

�(G,G2) := ker
(
A (GZ(p) )

◦ → A (G2,Z(p) )
)

acts freely on SKp
(G,X)+. For this we follow the proof of [43] Prop. 3.4.6, which can be

modified to work in our present setting because we have defined the twisting construction
A �→ A P on the level of abelian varieties and not just in the isogeny category.

Let (h, γ −1) ∈�(G,G2) with h ∈ G(Ap

f ) and γ ∈ Gad◦(Z(p))+. Denote by P the Z-
torsor associated to γ , and fix a Galois extension F/Q and a point γ̃ ∈P(OF,(p)) lifting γ .

Let x ∈ SK◦
p
(G,X)(T), where T is the spectrum of an algebraically closed field,

and suppose that (h, γ −1) fixes x. Write (Ax, λ, ε
p) for the corresponding triple. Then by

Lemma 4.5.7, for every compact open subgroup Kp ⊂ G(Ap

f ) there exists a Z(p)-isogeny
α = α(Kp) : Ax

∼= AP
x respecting weak Z(p)-polarizations, and such that the left hand

square of the following diagram commutes modulo Kp. (That is up to multiplication by
an element of Kp on the bottom left hand corner.)

(4.6.17) V̂p(Ax)⊗ F
∼
α⊗1

V̂p(AP
x )⊗ F

ιγ̃

V̂p(Ax)⊗ F

V ⊗ Ap

f ⊗ F
γ̃ hγ̃−1

εp

V ⊗ Ap

f ⊗ F

εp,P

γ̃−1·
V ⊗ Ap

f ⊗ F

εp

while the right square commutes by the definition of εp,P .
For Kp sufficiently small, the map α(Kp) is unique. Hence if Kp is sufficiently small

then α does not depend on Kp, and we may assume that 4.6.17 commutes.
Note that the composite of the maps in the lower row of 4.6.17 is hγ̃ −1. Since

(h, γ −1) ∈�(G,G2), we have hγ̃ −1 ∈ Z(Ap

f ⊗ F), so

ιγ̃ ◦α ∈ Z
(
Ap

f ⊗F
)∩ (AutZ(p)

Ax)(OF,(p))= Z(OF,(p))⊂ (AutQAx)
(
Ap

f ⊗F
)
.

Hence hγ̃ −1 ∈ Z(OF,(p)), and after replacing γ̃ with another lift, we may assume that
hγ̃ −1 = 1. Then γ̃ is Gal(F/Q) invariant, so γ̃ ∈ G(Z(p))+.

In this case the action of (h, γ −1) on ShK◦
p
(G,X) is by the natural right action of

hγ̃ −1 ∈ G(Af ), which is given by the action of γ̃ −1 ∈ G(Q p), since hγ̃ −1 = 1 in G(Ap

f ). It
follows from Lemma 4.3.5 that γ̃ −1 ∈ G◦(Z(p)), so (h, γ −1)= 1. �
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Corollary 4.6.18. — Extend v to an embedding v′ : E′ ↪→ Eur, and set E′ = E′
v′ . We equip

Mloc
G,X with the trivial G2(A

p

f )-action. There is a diagram of OE′-schemes with G2(A
p

f )-action

(4.6.19) S̃ ad
K◦

2,p

π q

SK◦
2,p
(G2,X2) Mloc

G,X,

where π is a Gad
Zp

-torsor, and q is Gad
Zp

-equivariant.

Moreover, any sufficiently small compact open K
p

2 ⊂ G2(A
p

f ) acts freely on S̃ ad
K◦

2,p
, and the mor-

phism S̃ ad
K◦

2,p
/K

p

2 → Mloc
G,X, induced by q, is smooth of relative dimension dim Gad.

Proof. — By Lemma 4.6.2, the B(GZ(p) )-action on the Gad
Zp

-torsor S̃ ad
Kp

given by

Lemma 4.5.9, restricts to an A (GZ(p) )-action. Let S̃ ad+
K◦

p
denote the pullback of S̃ ad

Kp

to SK◦
p
(G,X)+OEur . Denote by EE′′(G◦

Z(p)
) the pullback of EE′(G◦

Z(p)
) by Gal(Eur/E′) →

Gal(Ep/E′). Then the stabilizer of S̃ ad+
K◦

p
in A (GZ(p) )× Gal(Eur/E′) is EE′′(G◦

Z(p)
). Set

(4.6.20) S̃ ad
K◦

2,p
= [[

S̃ ad+
K◦

p
× A (G2,Z(p) )

]
/A (GZ(p) )

◦]| J|

Note that the group ker(A (GZ(p) )
◦ → A (G2,Z(p) )) need not be finite, but this causes no

difficulty in the formation of the quotient; see [44, E.7].
As above, S̃ ad

K◦
2,p

is equipped with an action of G2(A
p

f ) × Gal(Eur/E′), and de-

scends to an OE′ -scheme with G2(A
p

f )-action. By construction, it is a Gad
Zp

-torsor over
SK◦

2,p
(G2,X2), and q is Gad

Zp
-equivariant. The final claim can be checked over OEur , when

it follows easily from Lemma 4.5.9. �

4.6.21. — Let (H,Y) be a Shimura datum with Had a classical group. Recall
([20], cf. [43] 3.4.13) that there is central isogeny H̃ → H! (which depends also on Y if H
has a factor of type D) such that (H,Y) is of abelian type if and only if Hder is a quotient
of H!.

For the remainder of this subsection we let (G2,X2) be a Shimura datum of abelian
type with reflex field E2. We choose x2 ∈ B(G2,Q p), and we denote by K◦

2,p ⊂ G2(Q p) the
corresponding compact open, parahoric subgroup and by K2,p ⊂ G2(Q p) the stabilizer
of x2. As always we assume p> 2.

Lemma 4.6.22. — Suppose that G2 splits over a tamely ramified extension of Q p. Then there

exists a Shimura datum of Hodge type (G,X), together with a central isogeny Gder → Gder
2 , which

induces an isomorphism (Gad,Xad) ∼= (Gad
2 ,X

ad
2 ). Moreover, (G,X) can be chosen to satisfy the

following conditions.
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(1) π1(Gder) is a 2-group, and is trivial if (Gad,Xad) has no factors of type DH. Moreover G
satisfies the condition (4.3.4).

(2) G splits over a tamely ramified extension of Q p.

(3) If E denote the reflex field of (G,X) and E′ = E · E2, then any primes v2|p of E2 splits

completely in E′.
(4) ZG is a torus.

(5) X•(Gab)IQ p
is torsion free, where IQ p

⊂ GQ p
denotes the inertia subgroup.

Proof. — Write Gad
2 = ∏

i Gi where each Gi is Q-simple and adjoint. Then Gi =
ResFi/QG′

i where Fi is totally real, and G′
i is absolutely simple over Fi and adjoint. Since

we are assuming that G splits over a tamely ramified extension of Q p each Fi is tamely
ramified over p.

Choose (G,X) of Hodge type such that there exists a central isogeny Gder → Gder
2

inducing an isomorphism of Shimura data (Gad,Xad) ∼= (Gad
2 ,X

ad
2 ). By [20] 2.3.10, we

may choose G so that Gder = ∏
ResFi/QG′!

i . Then π1(Gder) is an elementary 2-group (the
only contributions comes from factors G′

i of type DH), and in particular p � |π1(Gder).
Moreover, ker(G̃der → Gder) has the form

∏
ResFi/QCi where each Ci is either trivial,

or μ2. In particular one sees using Cebotarev density that the condition (4.3.4) is satisfied.
Next we explain how to choose (G,X) so that G splits over a tamely ramified ex-

tension of Q p, and any prime v|p of Ead = E(Gad,Xad) splits completely in E = E(G,X).
Suppose first that Gad = ResF/QG′. Following [20] 2.3, let Ic be the set of real places v of F
such that G′(Fv) is compact, and Inc the real places of F not in Ic. Let K/F be a quadratic,
totally imaginary extension of F in which the primes above p split completely. Fix an iso-
morphism C ∼= Q̄ p. Then Gal(Q̄ p/Q p) acts on the embeddings K ↪→ C. Let T be a set
of embeddings K ↪→ C which map bijectively to Ic, and such that if τ ∈ Gal(Q̄ p/Q p)

preserves Ic then it preserves T. This is possible since all the primes of F above p split
completely in K.

Define a morphism hT : C× → K ⊗Q R by requiring that K ⊗σ C has type (−1,0)
if σ ∈ T, type (0,−1) if σ̄ ∈ T, and type (0,0) otherwise. If τ ∈ Gal(Q̄ p/Q p) fixes Ead,
then in particular it preserves Ic, and hence preserves T, and fixes E(K×, hT). This implies
that any prime of Ead above p splits completely in Ead · E(K×, hT). By [20] 2.3.10, (G,X)
may be chosen so that E = Ead · E(K×, hT). In particular, any prime of Ead over p splits
completely in E. Moreover, the construction of loc. cit produces a group such that ZG is
contained in a product of ZGder , K×, and a torus which splits over the fixed field of the
subgroup of Gal(Q̄/Q) which acts trivially on the Dynkin diagram of Gad. In particular
G splits over a tamely ramified extension of Q p. In general, when Gad is not assumed
simple, the above construction applies to each of the factors ResFi/QG′

i . Finally, any prime
v2|p of E2 splits completely in E′ = E · E2.

We will now show that we can arrange so that, in addition, the center Z of G is
connected. Let (G,X) ↪→ (GSp(V),S±) be the Hodge embedding. Choose h ∈ X corre-
sponding to a special point; there is a maximal torus T0 in G defined over Q, such that h
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factors through T0R. By an argument as in [43], proof of Prop. 2.2.4, one sees that h and
T0 can be chosen so that T0 splits over a tamely ramified extension of Q p. Observe that
T0R/wh(Gm) is compact, as T0R/wh(Gm) ↪→ GSp(VR)/diag(Gm) and the centralizer of h

in GSp(VR)/diag(Gm) is compact. Consider G′ = (G × T0)/ZG. Then the center of G′

is T0 (which is connected), and G, G′ have the same derived group.
Let W = HomZG(V,V) (Q-linear maps which are ZG-equivariant). The group G′

acts on W via ((g, t) · f )(x)= gf (t−1x). Since W contains G, one sees easily see that this
G′-action is faithful. We equip W with a Hodge structure by writing W = HomZ(V2,V),
where V2 is V with trivial Hodge structure; the corresponding Deligne cocharacter h′ of
G′ is given by h × 1. Then W has type {(−1,0), (0,−1)}. Since T0R/wh(Gm) is compact,
it follows that ad h′(i) gives a Cartan involution on G′

R/wh′(Gm). Hence, we can apply
[20] Prop. 2.3.2, to obtain an alternating form on W and a corresponding Hodge em-
bedding (G′,X′) ↪→ (GSp(W),S±

W). Notice again that all primes of E2 above p split in
E2 · E(G′,X′).

Finally, we show that (G,X) may be chosen to satisfy the last condition. We may
assume that (G,X) already satisfies the first four conditions. In particular ZG is a torus,
which splits over a tamely ramified extension of Q p. Since (G,X) is of Hodge type, ZG

splits over a CM field F. Let F0 be the totally real subfield of F. Let F1 be a quadratic
imaginary field in which p splits, and which is linearly disjoint from F, and set F′ = F · F1.
The F′ is a CM field, and we denote by F′

0 its totally real subfield.
Let T and T0 be the tori whose Q-points are given by F′× and ker(F′× → F′×

0 )

respectively. Fix an embedding Q̄ ↪→ Q̄ p. The action of complex conjugation on X•(T)
does not coincide with that of any element of the inertia subgroup IQ p

, since the latter
acts trivially on F×

1 . In particular X•(T0)IQ p
= X•(T)c=−1

IQ p
is torsion free since X∗(T) is an

induced Galois module. Here c denotes complex conjugation.
Since ZG/wh(Gm)(R) is contained in a compact real Lie group, c acts by −1

on X•(ZGder). Hence for some integers n, r there exists an embedding X•(ZGder) ↪→
X•(T0[n]r). Denote by T1, the pushout of

1 → T0[n]r → Tr
0

n→Tr
0 → 1

by the corresponding map T0[n]r → ZGder . Then ZGder ⊂ T1, and T1/ZGder ∼= Tr
0. Let

(ZG)0 ⊂ ZG be the subtorus corresponding to X•(ZG)
c=−1 ⊂ X•(ZG). There is an em-

bedding (ZG)0 ↪→ Ts
0 for some integer s. Set G′ = (G × T1 × Ts

0)/(ZGder × (ZG)0), where
ZGder × (ZG)0 acts on G via the multiplication ZGder × (ZG)0 → (ZG)0. Let X′ be the G′-
conjugacy class induced by X. Then (G′,X′) has the same reflex field as (G,X), and
satisfies the first four conditions of the Lemma. Moreover, one sees as above that (G′,X′)
is of Hodge type.

We have G′der = Gder, and (ZG′)0/ZGder = (T1 × Ts
0)/ZGder with z ∈ ZGder acting by

(z, z−1). Hence we have an exact sequence

0 → X•
(
Ts

0

) → X•
(
(ZG′)0/ZGder

) → X•(T1/ZGder)→ 0.
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In particular, X•((ZG′)0/ZGder)IQ p
is torsion free. Finally X•(G′ab) is an extension of Z by

X•((ZG′)0/ZGder), so X•(G′ab)IQ p
is torsion free. �

Theorem 4.6.23. — If G2 splits over a tamely ramified extension of Q p, then there exists a

Shimura datum of Hodge type (G,X) such that the conditions of Corollary 4.6.15 are satisfied, and

all primes v2|p of E2 split completely in E′. In particular, for any prime v2|p of E2, the construction in

Corollary 4.6.15 gives rise to a G2(A
p

f )-equivariant OE2,v2-scheme, SK◦
p
(G2,X2) with the following

properties.

(1) SK◦
2,p
(G2,X2) is étale locally isomorphic to Mloc

G,X.

(2) If p � |π1(Gder
2 )|, then SK◦

2,p
(G2,X2) is étale locally isomorphic to Mloc

G2,X2
.

(3) For any discrete valuation ring R of mixed characteristic 0, p the map

SK◦
2,p
(G2,X2)(R)→ SK◦

2,p
(G2,X2)

(
R[1/p])

is a bijection.

(4) If (Gad
2 ,X

ad) has no factors of type DH, then (G,X) can be chosen so that there exists a

diagram of OE2-schemes with G2(A
p

f )-action

(4.6.24) S̃ ad
K◦

2,p

π q

SK◦
2,p
(G2,X2) Mloc

G,X,

where π is a Gad◦
2,Zp

-torsor, q is Gad◦
2,Zp

-equivariant, and for any sufficiently small, compact

open K
p

2 ⊂ G(Ap

f ), the map S ad
K◦

2,p
/K

p

2 → Mloc
G,X, induced by q is smooth of relative dimen-

sion dim Gad
2 .

In particular, if κ ′ is a finite extension of κ(v2), and y ∈ SK◦
2,p
(κ ′), then there exists

z ∈ Mloc
G,X(κ

′) such that

Oh
SK◦

2,p
,y =Oh

Mloc
G,X,z
.

(5) If G2,Q p
is unramified, and there exists x′

2 ∈ B(G2,Q p) with G2,x′ad
2

= G◦
2,xad

2
, then

(G,X) can be chosen so that the construction in Corollary 4.6.15 applies with x′
2 in place

of x2, and gives rise to an OE2,v2-scheme SK◦
2,p
(G2,X2) satisfying the conclusion of (4)

above.

Proof. — We apply Lemma 4.6.22 and choose (G,X) satisfying conditions (1)–(4)
of that Lemma. As before, after conjugating X by an element of Gad(Q ), we may assume
that X ⊂ Xad = Xad

2 contains some connected component X+
2 of X2. Then (2) and (4)



INTEGRAL MODELS OF SHIMURA VARIETIES WITH PARAHORIC LEVEL STRUCTURE

imply that the conditions of Corollary 4.6.15 are satisfied, and (3) implies that v2 extends
to a place v′ of E′ such that E′ = E2,v2 . The claim (1) in the Theorem then follows from
Corollary 4.6.18. The claim (2) follows by combining this with Proposition 2.2.7.

Let

SK′
p

(
GSp,S±) = lim← K′p

SK′
pK′p

(
GSp,S±)

where SK′
pK′p(GSp,S±) is defined in 4.2.1. Then SK′

p
(GSp,S±) satisfies the extension

property in (3), by the Néron-Ogg-Shafarevich criterion. Indeed a R[1/p] point of
SK′

p
(GSp,S±) defines an abelian variety over R[1/p], together with a trivialization of

its l-adic Tate module for any l �= p. Hence the abelian variety has good reduction, and
the R[1/p]-point comes from an R-point. Now (3) follows for (G2,X2) of Hodge type
and then of abelian type, by construction.

To see (4), we choose (G,X) satisfying (5) of Lemma 4.6.22. Since in this case
π1(Gder)= {1}, we have π1(G)= X•(Gab), and π1(G)IQ p

is torsion free. In particular, if
x ∈ B(G,Q p) lifts xad

2 , the Kottwitz map κG is trivial on Gx(Zur
p ), and Gx = G◦

x . Hence the
existence of the diagram in (4) of the Theorem follows by combining Corollary 4.6.18
with Lemma 4.6.2. The final claim in (4) follows by Lang’s lemma.

For (5), choose x′
2 ∈ B(G2,Q p) such that G2,x′ad

2
= G◦

2,xad
2

. Then G2,x′
2
(Zur

p )⊂ G2(Qur
p )

consists of those points which map to G2,x′ad
2
(Zur

p ) and into the maximal bounded subgroup
of Gab

2 (Q
ur
p ). In particular G2,x′

2
(Zur

p )⊂ G2,x2(Z
ur
p ) and for any g ∈ G2,x′

2
(Zur

p ), κG2(g) maps
to 0 in π1(Gad

2 ) and X•(Gab
2 ). Hence κG2(g)= 0, and G2,x′

2
= G◦

2,x2
.

Now choose (G,X) satisfying (1)–(4) of Lemma 4.6.22. From the construction one
sees easily that one may in fact choose (G,X) so that GQ p

is unramified. Choose x ∈
B(G,Q p) lifting x′ad

2 , The condition on x′
2 implies that the Kottwitz map κG : Gx(Zur

p )→
π1(G) factors through X•(ZG), and hence is trivial, as the latter group has no torsion.
Hence Gx = G◦

x . Now (5) follows using the same argument as in (4). �

Remark 4.6.25. — a) If K
p

2 ⊂ G2(A
p

f ) is sufficiently small, the conclusions of
Theorem 4.6.23 about étale local structure also hold for the quotient SK◦

2
(G2,X2) =

SK◦
2,p
(G,X)/Kp

2.
b) The form of Theorem 4.6.23 is that a particular construction gives a model of

the Shimura variety with parahoric level structure with the described properties. Unfor-
tunately we do not know how to characterize the models constructed in Theorem 4.6.23,
for example using an extension property as in the hyperspecial case. However, it seems
to us that this should not be a problem in applications. For example, the methods of [52]
should show that the models we construct are proper when the group Gad is anisotropic
over Q (so the corresponding Shimura variety is proper). Secondly, the construction
should be well adapted for applications involving computation of the zeta function (see
[44]) for the hyperspecial case.
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c) Theorem 0.4 of the Introduction follows from Theorem 4.6.23(4), (5), by using
Proposition 2.2.7 and Remark 4.2.14.

Corollary 4.6.26. — Let p> 2 and (G,X) be a Shimura datum of abelian type7 with reflex

field E, such that G splits over a tamely ramified extension of Q p. Let x ∈ B(G,Q p) and K◦
p ⊂ G(Q p)

the corresponding compact open, parahoric subgroup. Suppose v|p is a prime of E, and assume that Kp is

sufficiently small.

Then the special fibre of the integral model SK◦(G,X) over OE,v constructed above is reduced;

the geometric analytic branches of the special fibre at each point are normal and Cohen-Macaulay.

If x is a special vertex in B(G,Qur
p ) then the special fibre in normal (hence analytically unibranch

at each point) and Cohen-Macaulay.

Proof. — This follows from Theorem 4.6.23 combined with [59] Theorem 9.1 and
Corollary 9.4 applied to the local model for the corresponding Hodge type group (de-
noted by G in Theorem 4.6.23 and its proof). In particular, p> 2 implies the assumption
on the fundamental group needed in [59]. �

4.6.27. — For a Shimura datum (G2,X2) of abelian type, as in 4.6.23, the con-
struction of the integral model SK◦

2
(G2,X2) depends on the choice of Shimura datum

(G,X), as well as the choice of symplectic embedding (G,X) ↪→ (GSp,S±). It seems
reasonable to conjecture that the resulting integral model is independent of all choices,
but we do not know how to prove this in general; by the argument in [54, §2], the ex-
tension property in 4.6.23(3) is enough to guarantee only that two such models contain
isomorphic open neighborhoods containing all generic points of the special fibre. We give
show the independence in the special case:

Proposition 4.6.28. — Let (G,X) be as in Corollary 4.6.26, and suppose that K◦
2,p is a very

special parahoric subgroup and that Gad is absolutely simple. Then the model SK◦
2
(G,X) does not

depend on the choices made in its construction.

Proof. — Consider any Shimura datum (G,X), such that Gad is absolutely simple.
Let h ∈ Xad, and let T ⊂ Gad

C be a maximal torus with μh ∈ X∗(T), and B ⊃ T a Borel
subgroup of G for which μ−1

h is dominant. We denote by P ⊃ B the parabolic subgroup of
G corresponding to μ−1

h , and by N ⊂ P the unipotent radical. Since μh is minuscule, and
Gad is absolutely simple, there is exactly one simple root which is contained in Lie (N),
and it generates the space of characters X•(P) of P. For any compact open subgroup
K ⊂ G(AF), any such character χ gives rise to a line bundle ωχ on ShK(G,X) which is
defined over the reflex field [53]. The group X•(P)= Z, has a unique generator χ0 such
that ωχ0 is ample, and we write ωG for ωχ0 .

7 Note that the group G2 in Theorem 4.6.23 is now denoted by G.
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Now let (G,X) be as in Corollary 4.6.26, and assume that K◦
p is very special.

Then SK◦(G,X) has normal special fibre. We claim that any irreducible component
of SK◦(G,X) has irreducible special fibre. From the construction, it suffices to prove
this when (G,X) is of Hodge type. By [52] there is an open embedding SK◦(G,X) ↪→
S K◦(G,X) whose complement is a relative Cartier divisor, and such that S K◦(G,X) has
normal special fibre. This implies the claim, first for S K◦(G,X) in place of SK◦(G,X)
by Stein factorization, and then for SK◦(G,X).

In particular, any extension of a line bundle on ShK◦(G,X) to SK◦(G,X) is unique,
in the sense that any two extensions differ by an automorphism of ωG which is a scalar
on any irreducible component of ShK◦(G,X). We will first show that for some n> 0, ω⊗n

G

extends to an ample line bundle L on SK◦(G,X). For that one reduces easily to the case of
(G,X) of Hodge type. For any symplectic embedding ι : (G,X) ↪→ (GSp,S±), ι∗(ωGSp)

is ample, and corresponds to a character of P. Hence it is equal to ω⊗n
G for some n > 0.

Since ωGSp has an ample extension, ι∗(ωGSp) has an ample extension, by construction.
Now suppose that we have two (a priori) different models S = SK◦(G,X) and

S ′ = S ′
K◦(G,X) of ShK◦(G,X) with ample line bundles L and L′ which extend the

same power ω⊗n
G . As remarked above, S and S ′ contain isomorphic open subschemes

containing all generic points of the special fibres. Moreover, as above, we can assume that
the isomorphism between these open subschemes lifts to an isomorphism between the
corresponding restrictions of L and L′. Assume that U is a common open neighborhood
of S and S ′, which contains the generic fibre and all generic points of the special fibres.
Then, since S and S ′ are normal, we have �(S ,L⊗j) = �(U,ω⊗nj

G ) = �(S ′,L′⊗j).
Since both L and L′ are ample, this allows us to view both S and S ′ as open subschemes
of Proj(A), with A = ⊕j≥0�(U,ω

⊗nj

G ).
To show S = S ′, it is now enough to verify that S (k) = S ′(k), where k is an

algebraic closure of Fp. By flatness each k-valued point of S lifts to an R-valued point
of S where R is some strictly henselian discrete valuation ring of mixed characteristic 0,
and similarly for S ′. Since SK◦

p
(G,X)→ S is pro-étale, the R-valued point of S lifts

to an R-valued point of SK◦
p
(G,X), and similarly for S ′ and S ′

K◦
p
(G,X). The result now

follows using the extension property 4.6.23(3) and the fact that Proj(A) is separated. �

4.7. Nearby cycles

We now give some results about the nearby cycles of the integral models SK◦(G,X)
over OE,v which can be obtained easily by combining the above with results of [59] about
the nearby cycles of local models.

4.7.1. — Let l �= p be a prime. Set S = Spec (OE), η= Spec (E), s = Spec (kE), so
that (S, s, η) is a henselian trait. Let Ē be an algebraic closure of E, with residue field kĒ,
and write η̄= Spec (Ē), s̄ = Spec (kĒ) and S̄ for the normalization of S in η̄. If f : X → S
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is a scheme of finite type and F in Db
c(Xη, Q̄ l) we set

R�(X,F)= ī∗Rj̄∗(Fη̄)

for the “complex” of nearby cycles. Here ī : Xs̄ ↪→ XS̄ and j̄ : Xη̄ ↪→ XS̄ are the closed and
open immersions of the geometric special and generic fibres and Fη̄ is the pull-back of F
to Xη̄. Recall that R�(X,F) is an object in Db

c(Xs̄, Q̄ l) which supports a continuous ac-
tion of �E = Gal(η̄/η) compatible with the action on Xs̄ via �E = Gal(η̄/η)→ Gal(s̄/s).
See [39] for more details. For a point x ∈ X(Fq), Fq ⊃ kE, and corresponding geometric
point x̄ = Spec (s̄)→ X, the inertia subgroup IE ⊂ �E acts on the stalk R�(X,F)x̄ and
one can define [62] the semi-simple trace of Frobenius

Trss
(
Frobx,R�(X,F)x̄

)
.

We will denote R�(X, Q̄ l) simply by R�X.
We refer the reader to [32], [34], [37], for more details, additional references and

background on nearby cycles of integral models of Shimura varieties.

4.7.2. — For the following result, the notation and hypotheses are as in Corol-
lary 4.6.26. In addition, we denote by F ⊂ Ē a tamely ramified, finite extension of E over
which G splits.8 In particular, we have x ∈ B(G,Q p), and the group schemes G = Gx and
Gad = Gad

xad . For notational simplicity, we set S = SK◦(G,X).

Corollary 4.7.3. — The inertia subgroup IF of Gal(Ē/F) acts unipotently on all the stalks

R�S
z̄ , for z̄ in S (kĒ). If x ∈ B(G,Q p) is a very special vertex, then IF acts trivially on all the stalks

R�S
z̄ , z̄ as above.

Proof. — This follows from Corollary 4.6.26, [59] Theorems 10.9 and 10.12, and
the fact that the stalk of the nearby cycles at z̄ with its inertia action depends only on the
strict henselization of the local ring at z̄. �

4.7.4. — Now suppose that there exists a G(Ap

f )-equivariant local model diagram

(4.7.5) S̃ ad
K◦

p

π q

SK◦
p
(G,X2) Mloc

G,X,

where π a Gad◦-torsor, q is a Gad◦-equivariant map, any sufficiently small compact open
Kp ⊂ G(Ap

f ), acts freely on S̃ ad
K◦

p
, and the map S̃ ad

K◦
p
/Kp → Mloc

G,X induced by q is smooth

8 Note that the conditions of Corollary 4.6.26 imply that E is tamely ramified over Q p, so F is also.
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of relative dimension dim Gad. Such a diagram exists when p � |π1(Gder)| and, either
(Gad,Xad) has no factors of type DH, or G is unramified over Q p and K◦

p is contained
in a hyperspecial, by Theorem 0.4.

Suppose y ∈ S (Fq), where Fq ⊃ kE. Using Lang’s Lemma we see that there is a
point w ∈ Mloc

G,X(Fq), well-defined up to the action of Gad◦(Fq), such that we have an
isomorphism of henselizations

(4.7.6) Oh
S ,y �Oh

Mloc
G,X,w

.

This in turn implies an equality of semi-simple traces

(4.7.7) Trss
(
Froby,R�S

ȳ

) = Trss
(
Frobw,R�

Mloc
G,X

w̄

)
.

Set r = [Fq : kE]. Consider the function

ψr : S (Fq)→ Q̄l ; ψr(y) := Trss
(
Froby,R�S

ȳ

)
.

(The function ψr appears in the Langlands-Kottwitz method for the calculation of the
factor at v of the semi-simple zeta function of the Shimura variety ShK◦(G,X).) By (4.7.7)
ψr factors as a composition

S (Fq)
q−→ G◦(Fq)\Mloc

G,X(Fq)
ϕr−→ Q̄l

where

ϕr : Mloc
G,X(Fq)→ Q̄l ; ϕr(w)= Trss

(
Froby,R�

Mloc
G,X

w̄

)
.

4.7.8. — In [59] there is a construction of a reductive group G′ over Fp((t)),
resp. a parahoric subgroup scheme G ′ over Fp[[t]], of the “same type” as G, resp. G◦;
in particular, we can identify the special fibres of G◦ and G ′ over Fp. We have an
G ′(Fq[[t]])-equivariant embedding Mloc

G,X(Fq)⊂ G′(Fq((t)))/G ′(Fq[[t]]), with G ′(Fq[[t]]) act-
ing on Mloc

G,X via G◦(Fq). Set P′
r = G ′(Fq[[t]]). We have

G◦(Fq)\Mloc
G,X(Fq)⊂ P′

r\G′(Fq

(
(t)

))
/ P′

r.

We again denote by ϕr the extension by 0 of ϕr to G′(Fq((t)))/P
′
r . Then ϕr is P′

r-equivariant
and so it gives

ϕr ∈Hr

(
G′,G ′) = Cc

(
P′

r\G′(Fq

(
(t)

))
/P′

r

)

in the parahoric Hecke algebra of compactly supported P′
r-bivariant locally constant Q̄ l-

valued functions on G′(Fq((t))) under convolution (see [59] §10.4.2.). By loc. cit., The-
orem 10.14, for all r ≥ 1, the function ϕr belongs to the center of the Hecke algebra
Hr(G′,G ′).
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4.7.9. — Let us now assume in addition that G is unramified over Q p, p �
|π1(Gder)|, and that either (Gad,Xad) has no factor of type DH, or K◦

p is contained in a
hyperspecial. Then we can apply the above discussion to the local model diagram given
by Theorem 4.6.23 (4), (5).

The extension E/Q p is unramified; denote by Er ⊂ L the unramified extension of
E of degree r = [Fq : kE] with residue field Fq and by Or = W(Fq) the ring of integers of
Er Set Pr = G◦(Or), P′

r = G ′(Fq[[t]]). By the construction of G′, for each r ≥ 1, there is a
natural bijection

(4.7.10) P′
r\G′(Fq

(
(t)

))
/P′

r
∼= Pr\G(Er)/Pr

which gives

G◦(Fq)\Mloc
G,X(Fq) ↪→ Pr\G(Er)/Pr.

Using this, we can view ϕr : G◦(Fq)\Mloc
G,X(Fq)→ Q̄ l as an element of the parahoric

Hecke algebra Cc(Pr\G(Er)/Pr). Set d = dim(ShK◦(G,X)) and let μ be a cocharacter in
the conjugacy class of μh.

Theorem 4.7.11. — (Kottwitz’s conjecture) Suppose that (G,X) is of abelian type with G
unramified, p � |π1(Gder)|, and either (Gad,Xad) has no factor of type DH, or K◦

p is contained in a

hyperspecial. For y ∈ S (Fq), we have

(4.7.12) Trss
(
Froby,R�S

ȳ

) = qd/2zμ,r(w)

where w ∈ Mloc
G,X corresponds to y and zμ,r is the Bernstein function attached to μ in the center of the

parahoric Hecke algebra Cc(Pr\G(Er)/Pr).

Proof. — See [51] (also the work of Haines [34–36]) for the definition of the Bern-
stein function zμ,r .

Let us pick an alcove in the apartment of the standard split torus S (cf. 2.1.4) whose
closure contains x and let x0 be a hyperspecial vertex in the same closure. This alcove
defines an Iwahori group scheme I ′ over F[[t]]. Set I′r = I ′(Fq[[t]]) so that I′r ⊂ P′

r . We also
set K′

r = G ′
0(Fq[[t]]), where G ′

0 is the reductive group scheme corresponding to x0. Then
K′

r is a maximal compact subgroup of G′(Fq((t))) and we also have I′r ⊂ K′
r .

By [59] Theorem 10.16, for each r ≥ 1, the function ϕr is the unique element
of the center Z(Cc(P

′
r\G′(Fq((t)))/P

′
r)) whose image under the Bernstein isomorphism

(− ∗ 1K′
r
) · (− ∗ 1P′

r
)−1 obtained by composing the convolutions ([35] Theorem 3.1.1)

− ∗ 1P′
r
:Z(

Cc

(
I′r\G′(Fq

(
(t)

))
/I′r

)) ∼−→Z
(
Cc

(
P′

r\G′(Fq

(
(t)

))
/ P′

r

))
,

− ∗ 1K′
r
:Z(

Cc

(
I′r\G′(Fq

(
(t)

))
/I′r

)) ∼−→ Cc

(
K′

r\G′(Fq

(
(t)

))
/K′

r

)
,
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is the characteristic function 1K′
r sμ′ K′

r
where sμ′ ∈ G′(Fq((t))) is the element determined by

the coweight μ′ of G′ which corresponds to μ as in [59]. (Note that the result in loc. cit.

is given for the intersection complex Q̄ l[d](d/2).) It follows from the compatibility of
the Bernstein and Satake isomorphisms that ϕr is qd/2z′

μ′,r , where z′
μ′,r is the Bernstein

function in the center of the parahoric Hecke algebra Cc(P
′
r\G′(Fq((t)))/P

′
r). It remains

to note that (4.7.10) induces an algebra isomorphism

(4.7.13) Cr

(
P′

r\G′(Fq

(
(t)

))
/P′

r

) ∼= Cc

(
Pr\G(Er)/Pr

)

which takes the Bernstein function z′
μ′,r to zμ,r and the result then follows from (4.7.7). �
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