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ABSTRACT

Motivated by the stringent requirements on delay perfor-
mance in data center networks, we study a connection-level
model for bandwidth sharing among data transfer flows,
where file sizes have phase-type distributions and propor-
tionally fair bandwidth allocation is used. We analyze
the expected number of files in steady-state by setting the
steady-state drift of an appropriately chosen Lyapunov func-
tion equal to zero. We consider the heavy-traffic regime and
obtain asymptotically tight bounds on the expected number
of files in the system. Our results show that the expected
number of files under proportionally fair bandwidth alloca-
tion is insensitive in heavy traffic to file size distributions,
thus complementing the diffusion approximation result of
Vlasiou et al. [20].

1. INTRODUCTION
We consider the following resource allocation problem that

stems from the transfer of data in communication networks,
illustrated in Figure 1. Data transfer requests arrive to a
network, and the transfer of each data file, also referred
to as a flow, is through a predetermined route that con-
sists of a set of consecutive links connecting the source node
and destination node. Each link in the network has a finite
bandwidth capacity, allocated to the flows on the link by
a bandwidth allocation policy. The bandwidth/rate a flow
receives determines the speed at which its data can be trans-
ferred, thus determines the delay of the file transfer, namely
the time from when the file arrives until the completion of
the transfer. We are interested in analyzing the delay as a
performance metric.

This model was first proposed by Massoulié and Roberts
[16] as a connection-level model for data transfer in the In-
ternet. It has been used to study congestion control schemes
(e.g., TCP Vegas) and inform new protocol designs. Now
with data centers being the backbone of the ubiquitous data
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technology, data transfer in data centers has attracted great
attention, motivating research studies to provide better un-
derstanding on fundamental performance limits.

An important bandwidth allocation policy that has been
considered is proportionally fair policy, introduced by Kelly
[10]. This policy has been studied in the heavy-traffic regime,
where the load of a system is close to the boundary of sys-
tem capacity. Heavy-traffic analysis is an approach that has
been widely adopted to study queueing systems. It provides
approximations on the performance of a system, and these
approximations are also often found useful for other traffic
regimes. Heavy-traffic analysis also gives insights into policy
design since it examines a policy in the critical scenario of
heavy load.

For exponentially distributed file sizes and Poisson ar-
rivals, delay analysis of proportionally fair policy in heavy
traffic was first studied by Kang et al. [9] using diffusion
approximation, where they need a local traffic assumption.
This assumption requires that for each link, there is a flow
that uses this link only. The local traffic assumption is in-
appropriate in a data center context since a data transfer
flow is from a server to another server, but links connect
servers to switches or switches to switches. To justify that
the diffusion approximation in [9] is a valid approximation,
Shah et al. [18] established the so-called interchange of lim-
its, also under the local traffic assumption. Ye and Yao [26]
removed the local traffic assumption and replaced it with
a much weaker assumption that requires the routing ma-
trix to have full row-rank. We refer to this assumption as
the full-rank assumption. Ye and Yao later established the
corresponding interchange of limits in [27].

With the above results for proportionally fair policy as-
suming exponentially distributed file sizes, a question that is
of great importance to both practice and theoretical research
is whether this policy is insensitive. A bandwidth allocation
policy is said to be insensitive if its performance does not
depend on file size distributions. Insensitivity is a highly de-
sirable property since file size distributions in practice may
not be exponential, and they may change over time with the
evolvement of application scenarios. For proportionally fair



policy, Paganini et al. [17] showed that the natural stability
condition that was proved to be sufficient for exponentially
distributed file sizes in [6] is still a sufficient condition for
generally distributed file sizes, by considering a fluid approx-
imation to the original stochastic system. For certain net-
work topologies, the stationary distribution of the number
of flows on different routes was also shown to be insensitive
[16, 3, 4]. Notably, Vlasiou et al. [20] recently showed that
the diffusion approximation for proportionally fair policy is
insensitive. However, it remains an open problem to prove
interchange of limits for this diffusion approximation.

In this paper, we avoid the interchange-of-limits issue
by directly working with the stationary distribution of the
connection-level model. In particular, we analyze the ex-
pected number of flows in steady state and show that it is
insensitive in heavy traffic in the following sense. We con-
sider a class of phase-type distributions that can approxi-
mate any file size distribution arbitrarily closely. We prove
the following main result assuming file size distributions in
this class, Poisson arrivals and the full-rank assumption. Let
nr be the number of flows on a route r in steady state, and
then

∑
r nr is the total number of flows on all the routes,

which is also referred to as the backlog. We show that the
expected backlog is bounded as follows:

E

[
∑

r

nr

]

=
L

ε
+ o

(
1

ε

)
, (1)

where L is the number of links in the network, and ε > 0 is
the heavy-traffic parameter, depending only on the mean file
sizes and representing how far away the traffic load is from
the boundary of the system capacity. Since the dominant
term, L/ε, does not depend on the specific file size distri-
butions except for their means, we say that the expected
number of flows is insensitive in heavy traffic. This result
complements the diffusion approximation result of Vlasiou
et al. [20] since it justifies the validity of the backlog bound
given by diffusion approximation in steady state.

We remark that this backlog bound in (1) scales linearly
with the number of links, while static planning for band-
width allocation would result in a backlog that scales lin-
early with the number of routes. This scaling behavior of
proportionally fair policy is very appealing to data centers
and the Internet, since the number of links is typically sev-
eral orders of magnitude smaller than the number of routes.

Our analysis is under the drift-based framework devel-
oped by Eryilmaz and Srikant [7] and [13], where the ba-
sic idea is to obtain bounds on expected backlog by set-
ting the steady-state drift of an appropriately chosen Lya-
punov function equal to zero. A key step in this approach
is to establish a state-space collapse result in the follow-
ing sense. The system is represented by a Markov chain,
whose state space is a multi-dimensional vector space. Con-
sider the steady state of this Markov chain and a lower-
dimensional subspace of the state space. We say that the
state-space collapses to this lower-dimensional subspace if
the moments of the distance between the steady state and
the lower-dimensional subspace are upper bounded by con-
stants as the heavy-traffic parameter ε goes to 0. This in-
tuitively means that the steady state concentrates around
the lower-dimensional subspace in heavy traffic, hence the
term collapse. In [7] and the papers [14, 22, 25] that apply
this approach to different settings, the state-space collapses
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Figure 1: Bandwidth Sharing Network.

are to single-dimensional subspaces. Papers [13] and [15]
generalized this approach to the case where the state space
collapses to a multi-dimensional subspace, and resolved the
open problem on the scaling behavior of backlog in a switch
under the MaxWeight algorithm.

In this paper, our state-space collapse result is of a differ-
ent type from the existing work above. Recall that the state-
space collapse in the existing work above indicates that the
distance between the steady state and a lower-dimensional
subspace has constant moment upper bounds. In our state-
space collapse result, these moment upper bounds are not
constants: they grow to infinity as the heavy-traffic parame-
ter ε goes to 0, but at a speed slower than the corresponding
moments of the length of the state vector. Specifically, the
m-th moment of this distance grows as O

(
(1/

√
ε)m
)
, while

the m-th moment of the length of the state vector grows as
Θ
(
(1/ε)m

)
. Therefore, the ratio between this distance and

the length of the state vector still goes to 0. In this sense,
the state-space collapse in this paper is of a multiplicative
type, which has a similar flavor to the multiplicative state-
space collapse in the diffusion approximation literature (see,
e.g., [5, 24, 9]). We remark that a recent work [21] that
studies switches with reconfiguration delay also deals with
multiplicative type of state-space collapse, but does not give
explicit moment upper bounds.

To establish the state-space collapse result and obtain
backlog bounds, we construct an inner product that is dif-
ferent from the usual dot product in the state space, in-
spired by the Lyapunov function in [17]. This inner prod-
uct rotates the space in a way such that the utilization
of resources under proportionally fair policy is reflected by
quantities with clear geometric meanings. This enables us
to study the dynamics of geometric quantities such as the
aforementioned distance between the state vector and a
lower-dimensional subspace and the corresponding projec-
tion, which are needed in the drift-based approach. To show
that the constructed inner product is well-defined and has
desired properties, we make an interesting connection to the
Popov-Belevitch-Hautus (PBH) test, which is a linear alge-
braic result well-known to control theorists.

2. SYSTEM MODEL

Basic Notation. Let R and Z+ denote the set of real num-
bers and positive integers, respectively. Let [K] for a posi-
tive integer K denote the set {1, 2, . . . ,K}. We use 1K×1 to
denote an all-one vector with dimension K×1 for a positive
integer K, and omit the subscript when it is clear from the
context.

Bandwidth Sharing Network. We consider a network where
nodes are connected by a set of links L = {1, 2, . . . , L}, il-
lustrated in Figure 1. Data transfer requests arrive to the
network, and the transfer of each data file, also referred



to as a flow, is through a predetermined route that con-
sists of a set of consecutive links connecting the source node
and destination node. We consider a fixed set of routes
R = {1, 2, . . . , R}. We write ` ∈ r if link ` is on route r.
The relation between links and routes can be represented by
the routing matrix H = (h`r)`∈L,r∈R with h`r = 1 if ` ∈ r,
and h`r = 0 otherwise. We assume that the routing matrix
has full row-rank, referred to as the full-rank assumption.

The system is operated in continuous time. Each link ` in
the network has a bandwidth capacity C`, allocated to the
flows on the link by a bandwidth allocation policy. A band-
width allocation policy specifies how much bandwidth/rate
each flow receives according to the number of flows present
on all the routes, subject to bandwidth capacity constraints.
The rate a flow receives determines the speed at which the
flow’s data can be transferred. We are interested in the de-
lay of a file transfer, namely the time from when the flow
arrives until the completion of the transfer. Specifically, if
we allocate a rate of x(t) at time t to a flow that arrives at
time A and has a file size F , then its delay D is given by
the following equation:

∫ A+D

A

x(t)dt = F, (2)

i.e., the transfer completes when the accumulative rate equals
to the file size. Therefore, the bandwidth allocation policy
affects the delay by specifying the rates x(t)’s for the flows.

Proportionally Fair Policy. LetNr(t) be the total number
of flows on route r at time t. The so-called proportionally
fair policy allocates a rate of xr(t) to each flow on route
r, where (xr(t))r∈R is the optimal solution of the following
optimization problem with nr equal to Nr(t):

max
(x1,...,xR)

∑

r

nr log xr (3)

subject to
∑

r:`∈r

nrxr ≤ C`, ∀`, (4)

xr ≥ 0, ∀r, (5)

and xr(t) = 0 when nr = 0. The constraints in (4) are the
bandwidth capacity constraints of the links, which indicates
that the total rate allocated to the flows on the link should
be within the link’s capacity C`. Let p` denote the Lagrange
multiplier for the capacity constraint of link `. Then the rate
allocation (xr(t))r∈R satisfies

xr(t) =

{
1∑

l:l∈r p`
when nr > 0,

0 otherwise.
(6)

For simplicity, we will just write xr(t) = xr in the remainder
of this paper, but keep in mind that xr implicitly depends
on the flow counts at time t.

Arrivals and Service. Flows arrive at route r as a Poisson
process with rate λr, and the arrival processes for different
routes are independent. Let λ = [λ1, . . . , λR]

T denote the
arrival rate vector. The file sizes of flows on route r are i.i.d.
with a phase-type distribution given by the absorption time
of a Markov chain specified as follows:

• The Markov chain has Kr + 1 states, where state 0 is an
absorbing state and states 1, 2, . . . ,Kr are transient states
(or phases).

• The initial distribution is (β0,βr) with β0 = 0, where βr

is a 1×Kr vector.

• The transition rate matrix is
[
0 0
sr Sr

]
, (7)

where sr is a Kr × 1 vector and Sr is a Kr ×Kr matrix.

We further assume that this phase-type distribution be-
longs to a special class of phase-type distributions: (finite)
mixtures of Erlang distributions [1] where these Erlangs have
different rates. It can be proved that any probability distri-
bution on [0,∞) can be approximated arbitrarily closely by
a distribution in this class. With this assumption, each Sr

is a block-diagonal matrix in the following form:

Sr =





S
(1)
r 0 · · · 0

0 S
(2)
r · · · 0

...
...

. . .
...

0 0 · · · S
(Br)
r




, (8)

where each matrix S
(b)
r with 1 ≤ b ≤ Br has the following

form:

S(b)
r =





−µ
(b)
r µ

(b)
r 0 · · · 0

0 −µ
(b)
r µ

(b)
r · · · 0

...
. . .

. . .
. . .

...

0 · · · 0 −µ
(b)
r µ

(b)
r

0 · · · 0 0 −µ
(b)
r




. (9)

The µ
(b)
r ’s are the rates of the Erlangs, so they are positive

and distinct for different b’s. The initial distribution βr

has the following structure: βr,k > 0 for each phase k that

corresponds to the first row of some S
(b)
r , and βr,k = 0 for

other phases.
For the above phase-type distribution with the parameter

(βr, Sr), the expected flow size is given by

1

µr

= βr(−Sr)
−11Kr×1. (10)

We define the load on route r to be ρr = λr/µr.

State Representation. With the above model for arrivals
and service, a Markovian representation of the flow dynam-
ics consists of the flow counts for every phase on every route.
Let Nr,k(t) denote the number of flows present on route r
that are in phase k at time t. Let

Nr(t) = [Nr,1(t), . . . , Nr,Kr (t)]
T , (11)

N(t) = [(N1(t))
T , . . . , (NR(t))

T ]T , (12)

i.e., Nr(t) is a vector stacking together the Nr,k(t)’s, and
N(t) is a vector concatenating the Nr(t)’s. Note that the
scaler Nr(t), the total number of flows on route r at time
t used in the proportionally fair policy, is given by Nr(t) =∑

k∈[Kr ]
Nr,k(t). Then the flow count vector N(t) is a vec-

tor in R
K with K =

∑
r Kr, and the flow count process

(N(t) : t ≥ 0) is a Markov chain.
Below we give the state transition rates for this Markov

chain. Let e(r,k) ∈ R
K be a vector in the state space whose

entry that corresponds to phase k of route r is equal to 1



and other entries are equal to 0. Then the transition rate
qnn′ from state n to state n′ 6= n is as follows:

qnn′ =






λrβr,k if n′ = n+ e(r,k),

nr,k1xr(Sr)k1,k2 if n′ = n− e(r,k1) + e(r,k2),

nr,kxr

∑
k′(−Sr)k,k′ if n′ = n− e(r,k), nr,k > 0,

0 otherwise.

(13)

Heavy­Traffic Regime. We are interested in the station-
ary distribution of the flow count process in a heavy-traffic
regime. Specifically, we consider a sequence of systems with
the arrival rate vectors approaching the boundary of the ca-
pacity region. Let the systems be indexed by a nonnegative
parameter ε, which represents how far away the arrival rate
vector is from the boundary of the system capacity, with
smaller ε being closer and ε = 0 being on the boundary. We
study the expected number of flows, i.e., backlog, in steady
state for each system, and then look at how they scale in
the heavy-traffic regime where ε is small.

For clarity, we append the superscript (ε) to the quantities
that depend on ε in the ε-th system. We say a quantity
is a constant if it does not depend on either the system
state or ε. Assume that the arrival rate vector is given by
λ(ε) = (1 − ε)λ(0) for some λ(0) on the boundary of the
capacity region such that all the links are saturated. Recall

that the load on route r is ρ(ε)r = λ
(ε)
r /µr. Then

∑

r:`∈r

ρ(0)r = C`, for all `. (14)

We call
∑

r:`∈r ρ
(ε)
r the load on link `, which is equal to

(1− ε)C` in this heavy-traffic regime. Note that the results
in this paper can be easily generalized to the heavy-traffic
regime where only a subset of links are saturated, i.e., the
regime where the equality (14) holds for only some `’s in-
stead of all the `’s. But for ease of exposition, we only
present the all-saturated regime.

An L­Dimensional Cone. We introduce an L-dimensional
cone K in the state space RK , which is where the state space
collapses to in heavy traffic. Note that L ≤ K due to the
full-rank assumption. The cone K is finitely generated by a
set of vectors {b(`), ` ∈ L}, i.e.,

K =

{
y ∈ R

K : y =
∑

`∈L
α`b

(`), α` ≥ 0 for all ` ∈ L
}
, (15)

where the b(`)’s are defined below. For each route r, we
define the load vector as follows:

ρ
(ε)
r = λ(ε)

r (−Sr)
−T

β
T
r . (16)

The k-th entry of this vector, ρ
(ε)
r,k, can be thought of as

the load of phase k on route r, since the k-th entry of
(−Sr)

−TβT
r is the expected time a flow spends in phase

k if given a unit of bandwidth. We can verify that the load
on route r we have introduced, ρ(ε)r , is the sum of loads of

phases on this route, i.e., ρ(ε)r =
∑

k∈[Kr ]
ρ
(ε)
r,k. Let ρ

(ε) be a

vector concatenating the ρ
(ε)
r ’s, i.e.,

ρ
(ε) = [(ρ

(ε)
1 )T , . . . , (ρ

(ε)
R )T ]T . (17)

Now we construct a K×1 vector b(`) from ρ(0) for each link
`: we index the entries of b(`) using the route and phase

(r, k), and let b
(`)
r,k = ρ

(0)
r,k1{`∈r}, where 1{`∈r} is equal to 1

when route r uses link ` and equal to 0 otherwise. That is,
we keep the entries of ρ(0) that correspond to phases of the
routes that use link `, and set other entries to zero. We give
a concrete example below to explain this structure of b(`)’s.

Example 1. Consider the network illustrated in Figure 2.

link 1 link 2

route 1 route 2

route 3

Figure 2: Example with two links and three routes.

The routing matrix is

H =

[
1 0 1
0 1 1

]
. (18)

Suppose the service time distributions of routes 1, 2 and 3
have K1 = 2,K2 = 1 and K3 = 3 phases, respectively. Then

ρ
(0) =

[
ρ
(0)
1,1 ρ

(0)
1,2 ρ

(0)
2,1 ρ

(0)
3,1 ρ

(0)
3,2 ρ

(0)
3,3

]
, (19)

and

b
(1) =

[
ρ
(0)
1,1 ρ

(0)
1,2 0 ρ

(0)
3,1 ρ

(0)
3,2 ρ

(0)
3,3

]T
, (20)

b
(2) =

[
0 0 ρ

(0)
2,1 ρ

(0)
3,1 ρ

(0)
3,2 ρ

(0)
3,3

]T
. (21)

3. MAIN RESULTS
In this section, we present the two main results of this pa-

per: state-space collapse and an asymptotically tight bound
on backlog. The proofs are given in Sections 5 and 6, re-
spectively.

3.1 State­Space Collapse
Our first main result is state-space collapse, which intu-

itively means that the steady state of the flow count pro-
cess concentrates around a lower-dimensional subspace of
the state space in heavy traffic. Specifically, the state space
of the flow count process (N(t) : t ≥ 0) is the K-dimensional
space R

K with K =
∑

r Kr. We consider the L-dimensional
cone K defined in (15), which lies in a lower dimensional

subspace since L ≤ K. Let N
(ε)

denote a random vector
whose distribution is the stationary distribution of the flow

count process (N (ε)(t) : t ≥ 0). We decompose N
(ε)

into its
projection onto the cone, referred to as the parallel compo-

nent and denoted by N
(ε)
q

, and the remainder, referred to

as the perpendicular component and denoted by N
(ε)
⊥ since

it is perpendicular to the parallel term. Then

N
(ε)

= N
(ε)
q

+N
(ε)
⊥ , (22)

where N
(ε)
q

∈ K and ‖N (ε)
⊥ ‖ is the distance between N

(ε)

and K. The state-space collapse indicates that as the arrival
rate vector approaches the boundary of the capacity region,

the perpendicular component N
(ε)
⊥ becomes negligible com-

pared to the parallel component N
(ε)
q

. We formally state
this result in terms of moments in the following theorem.



Theorem 1. Consider a sequence of bandwidth sharing
networks under the proportionally fair policy, indexed by a
parameter ε with 0 < ε < 1. The load on each link ` is (1−
ε)C`, where C` is the bandwidth capacity of link `. Let N

(ε)

denote a random vector whose distribution is the stationary
distribution of the flow count process (N (ε)(t) : t ≥ 0). Then

the m-th moment of ‖N (ε)
⊥ ‖ can be bounded as follows:

E

[∥∥∥N (ε)
⊥

∥∥∥
m]

= O

((
1√
ε

)m
)

, for all m ∈ Z+. (23)

We remark that E[‖N (ε)
⊥ ‖]/E[‖N (ε)

q
‖] → 0 as ε → 0+ since

it can be proved that E[‖N (ε)
q

‖] = Θ(1/ε). Therefore, our
state-space collapse is of a multiplicative type. We obtain
moment bounds based on Lyapunov drift using an approach
similar to that in [2]. However, approaches such as [8, 2]
require the drift to be negative whenever the value of the
Lyapunov function is large enough. But for this system and
the Lyapunov function V (n) = ‖n⊥‖, where n is a state of
the flow count process, large ‖n⊥‖ alone may not be enough
to give a negative drift. We prove that the drift is negative
under the additional condition that the ratio ‖n⊥‖/‖n‖ is
also large enough, which leads to the multiplicative type of
state-space collapse.

Note that we have not specified the inner product and the
corresponding norm for the projection and the state-space
collapse result. In fact, if we can obtain moment bounds for
a norm, then we can actually have moment bounds in the
same orders for any norm, since all the norms are equivalent
in R

K . However, we will see that the choice of inner product
is crucial in obtaining proper drift bounds, and the inner
product we choose is different from the usual dot product
in R

K . We defer the definition of the specific inner product
we choose to Section 4.

3.2 Backlog Bound
Based on the state-space collapse result, we establish the

following bound on the backlog, which is asymptotically
tight in the heavy-traffic regime where ε becomes small.
This bound is said to be insensitive in heavy traffic since
the dominant term, L/ε, does not depend on the specific file
size distributions except for their means.

Theorem 2. Consider a sequence of bandwidth sharing
networks under the proportionally fair policy, indexed by a
parameter ε with 0 < ε < 1. The load on each link ` is (1−
ε)C`, where C` is the bandwidth capacity of link `. Let N

(ε)

denote a random vector whose distribution is the stationary
distribution of the flow count process (N (ε)(t) : t ≥ 0). Then

E

[∑

r,k

N
(ε)
r,k

]
=

L

ε
+ o

(
1

ε

)
, (24)

where L is the number of links in the network.

4. INNER PRODUCT
In this section, we present the inner product and its in-

duced norm used throughout this paper. We prove that the
constructed inner product satisfies two conditions that are
essential for the proofs of the main results. The meaning
of these two conditions will become clearer when we reach
those proofs.

For the space R
K where the states of the flow count pro-

cess lie in, we consider the following weighted inner product
defined by a block-diagonal matrix M :

〈y, z〉 = y
TMz, y, z ∈ R

K , (25)

where

M =





M1 0 · · · 0
0 M2 · · · 0
...

...
. . .

...
0 0 · · · MR




, (26)

and each Mr is a Kr ×Kr matrix defined as follows:

Mr =
1

λ
(0)
r

∫ +∞

0

exp(Srσ)1Kr×11
T
Kr×1 exp(S

T
r σ)

βr(−Sr)−1 exp(Srσ)1Kr×1
dσ. (27)

Then the induced norm is defined as:

‖y‖ =
√

〈y,y〉 =
√

yTMy, y ∈ R
K . (28)

We remark that the Lyapunov function ‖n‖2 under this
norm, where n is a state, is equivalent to the Lyapunov func-
tion in [17] with a parameter K there chosen to be 1. But
this choice for K is not allowed in [17]. To study weighted
delay in switches, [11] also considers a weighted norm, where
the matrix that defines it is a diagonal matrix.

Below we justify the validity of the constructed inner
product in Lemma 1 and give two properties of Mr in Lem-
mas 2 and 3, which will be used later to show that the inner
product satisfies two desired conditions. The proofs of these
lemmas are given in Appendix A.

Lemma 1. The inner product defined by the matrix M is
well-defined, i.e., the matrix M is well-defined and positive
definite.

Lemma 2. For each route r,

(ρ(0)
r )TMr(−ST

r ) = 1T
Kr×1. (29)

Lemma 3. For each route r, there exists a constant κr >
0, such that the matrix 1

2
Mr(−ST

r ) +
1
2
(−Sr)Mr − κrMr is

positive semi-definite.

Next we identify the conditions on the inner product that
are needed in the proofs of the main results. Recall that
{b(`), l ∈ L} are constructed from the load vector ρ(0) such

that b
(`)
r,k = ρ

(0)
r,k1{l∈r}. Similarly, we construct a set of vec-

tors {b̂(`), l ∈ L} from the current rate allocation as follows.
Recall that a state n is a K×1 vector that has the form n =
[nT

1 , . . . ,n
T
R]

T with nr = [nr,1, . . . , nr,Kr ]
T , and xr is the

bandwidth allocated to each flow on route r based on n by
proportionally fair sharing. Let nx = [nT

1 x1, . . . ,n
T
RxR]

T ,
whose (r, k)-th entry, nr,kxr, is the total bandwidth allo-

cated to the flows in phase k on route r. Then b̂(`) is de-

fined by b̂
(`)
r,k = nr,kxr1{l∈r}. We claim that the constructed

inner product satisfies the following two conditions, where
the norm is the induced norm:

(C1) For each link `,

〈b(`), (−ST )(ρ(0) − nx)〉 = U`,

where U` is the unused bandwidth on link `, i.e., the
amount of bandwidth that is not allocated to any flow.



(C2) For each link `,

〈b(`) − b̂
(`), (−ST )(ρ(0) − nx)〉 ≥ κmin‖b(`) − b̂

(`)‖2

for a positive constant κmin, where

S =





S1 0 · · · 0
0 S2 · · · 0
...

...
. . .

...
0 0 · · · SR




.

We remark that both conditions are concerned with the
difference between the load vector ρ(0) and the bandwidth
allocation vector nx, rotated and scaled by −ST . Condi-
tion (C1) requires the projection of this altered difference

(−ST )(ρ(0) − nx) onto the vector b(`) to be the unused
bandwidth. For condition (C2), observe that under the

regular dot product of Euclidean space, 〈b(`) − b̂(`),ρ(0) −
nx〉Euclidean = ‖b(`)−b̂(`)‖2Euclidean. Condition (C2) requires
that this Euclidean inner product is not diminished by the
matrix (−ST ) under the constructed inner product.

Proof of Conditions (C1), (C2). We first prove (C1):

〈b(`), (−S)T (ρ(0) − nx)〉
= (b(`))TM(−S)T (ρ(0) − nx) (30)

=
∑

r:`∈r

(ρ(0)
r )TMr(−Sr)

T (ρ(0)
r − nrxr) (31)

=
∑

r:`∈r

1T (ρ(0)
r − nrxr) (32)

= C` −
∑

r:`∈r

∑

k

nr,kxr (33)

= U`, (34)

where (32) follows from Lemma 2, and (33) follows from the
heavy-traffic condition in (14).

Next we prove condition (C2). The inner product can be
written in the following form:

〈b(`) − b̂
(`), (−ST )(ρ(0) − nx)〉

= (b(`) − b̂
(`))TM(−ST )(ρ(0) − nx)

=
∑

r:`∈r

(ρ(0)
r − nrxr)

TMr(−ST
r )(ρ

(0)
r − nrxr)

=
1

2

∑

r:`∈r

(ρ(0)
r − nrxr)

T (Mr(−ST
r ) + (−Sr)Mr)(ρ

(0)
r − nrxr).

Then by Lemma 3,

1

2

∑

r:`∈r

(ρ(0)
r − nrxr)

T (Mr(−ST
r ) + (−Sr)Mr)(ρ

(0)
r − nrxr)

≥
∑

r:`∈r

κr(ρ
(0)
r − nrxr)

TMr(ρ
(0)
r − nrxr)

≥ κmin‖b̂(`) − b
(`)‖2,

where κmin = minr{κr} > 0. Therefore,

〈b(`) − b̂
(`), (−ST )(ρ(0) − nx)〉 ≥ κmin‖b̂(`) − b

(`)‖2,

which completes the proof.

5. STATE­SPACE COLLAPSE
In this section, we prove the state-space collapse result in

Theorem 1. We divide the proof into three steps: (i) We
establish a bound on the drift of the Lyapunov function
V (n) = ‖n⊥‖, where n is a state of the flow count pro-

cess (N (ε)(t) : t ≥ 0); (ii) We bound the distribution tail of
‖N⊥‖ based on the drift bound using an approach similar
to that in Bertsimas et al. [2]; (iii) We obtain the moment
bounds using the tail bound.

(i) Drift Bound. For any Lyapunov function V (n), the drift
of V at a state n in the ε-th system is defined as

∆V (n) =
∑

n′:n′ 6=n

qnn′(V (n′)− V (n)). (35)

where qnn′ is the transition rate from state n to n′ of the
flow count process (N (ε)(t) : t ≥ 0). We establish the fol-
lowing drift bound for V (n) = ‖n⊥‖, the proof of which is
given in Section 5.1.

Lemma 4. In the ε-th system, the drift of the Lyapunov
function ‖n⊥‖ satisfies that

∆‖n⊥‖ ≤ −
√
ε (36)

when

ε ≤ εmax, ‖n⊥‖ ≥ A1

2ξ1
√
ε
,

‖n⊥‖∑
r,k nr,k

≥ ξ2
√
ε

κminCmin
, (37)

where εmax, A1, ξ1, ξ2, κmin and Cmin are positive constants.

We remark that the last condition on ‖n⊥‖/
∑

r,k nr,k in

(37) is equivalent to that ‖n⊥‖/‖n‖ is large enough, since
all norms are equivalent in R

K and thus there exist positive
constants a1 and a2 such that a1‖n‖ ≤∑r,k nr,k ≤ a2‖n‖.

(ii) Tail Bound. Next we bound the distribution tail of
‖N⊥‖ based on the drift bound in Lemma 4. Bertsimas
et al. [2] gave an exponential type upper bound on the dis-
tribution tail of a Lyapunov function when the Lyapunov
function has a negative drift for large enough value of the
Lyapunov function. However, their results do not directly
apply here since the drift bound in Lemma 4 has an addi-
tional requirement on ‖n⊥‖/

∑
r,k nr,k. We use a similar

approach and show the following tail bound, which has an
additional term besides the exponential term. The proof is
given in Section 5.2.

Lemma 5. For any nonnegative ε ≤ εmax, the tail distri-
bution of ‖N⊥‖ is bounded by an exponential term plus an
additional term as follows: for any nonnegative integer j,

P

(
‖N⊥‖ >

A1

2ξ1
√
ε
+ 2ν1j

)

≤ αj+1 + ξ2(1− α)

j∑

i=0

αi
(
βθ/

√
ε
)j−i

, (38)

where A1, ξ1, ξ2 are the constants in Lemma 4, ν1 and θ are
positive constants, and

α =
a

a+
√
ε
, β =

b

b+ ε
, (39)

for positive constants a and b.



(iii) Moment bounds. The tail bound in Lemma 5 is enough
to give the O

(
(1/

√
ε)m
)

bound on the m-th moment of

‖N⊥‖ in Theorem 1. The derivation of the moment bounds
based on the tail bound is much intuitive and is similar to
[13], so the proof is given in our technical report [23] due to
space limit.

5.1 Proof of Lemma 4 (Drift Bound)

Proof. Recall that a state n is a K × 1 vector that has
the form n = [nT

1 , . . . ,n
T
R]

T with nr = [nr,1, . . . , nr,Kr ]
T ,

and xr is the bandwidth allocated to each flow on route r
based on n by proportionally fair sharing. Also recall that
nx denotes a vector whose (r, k)-th entry is nr,kxr, which
is the total bandwidth allocated to the flows in phase k on
route r. We fix an ε > 0 and omit the superscript (ε) for
conciseness.

We prove Lemma 4 by combining the following claim,
which holds for any inner product and its induced norm,
with the conditions (C1) and (C2) that are satisfied by the
inner product we choose in Section 4. The proof of the fol-
lowing claim is given at the end of this proof.

Claim 1.

∆‖n⊥‖ ≤ 1

‖n⊥‖
〈n− nq, (−ST )(ρ(0) − nx)〉

+ ε‖(−ST )ρ(0)‖+ A1

2‖n⊥‖
,

where A1 is a constant.

Next we analyze the terms in Claim 1, utilizing conditions
(C1) and (C2). We first consider the term 〈n, (−ST )(ρ(0) −
nx)〉. By the proportionally fair sharing, (xr)r∈R satisfies

xr =

{
1∑

l:l∈r p`
when

∑
k∈[Kr ]

nr,k > 0,

0 otherwise,

where p` is the Lagrange multiplier of the capacity con-
straint of link `. Then nr,k can be written as

nr,k = nr,kxr

∑

l:l∈r

p`,

i.e.,

n =
∑

l:l∈r

p`b̂
(`).

Note that by condition (C1) and complementary slackness,

p`〈b(`), (−ST )(ρ(0) − nx)〉 = p`U` = 0.

Thus

〈n, (−ST )(ρ(0) − nx)〉
=
∑

`

p`〈b̂(`) − b
(`), (−ST )(ρ(0) − nx)〉

(a)

≤ −κmin

∑

`

p`‖b̂(`) − b
(`)‖2,

where (a) follows from (C2). Note that

‖n⊥‖2
(a)

≤
∥∥∥∥n−

∑

`

p`b
(`)

∥∥∥∥
2

=

∥∥∥∥
∑

`

p`
(
b̂
(`) − b

(`)
)∥∥∥∥

2

≤
(∑

`

p`‖b̂(`) − b
(`)‖
)2

(b)

≤
(∑

`

p`

)(∑

`

p`‖b̂(`) − b
(`)‖2

)

(c)

≤ 1

Cmin

(∑

r,k

nr,k

)(∑

`

p`‖b̂(`) − b
(`)‖2

)
,

where (a) follows from the definition of projection, (b) fol-
lows from Cauchy-Schwarz inequality, and (c) is due to the
equality

∑
` p`C` =

∑
r,k nr,k derived from the proportion-

ally fair sharing policy and Cmin = min` C`. Then there
holds

〈n, (−ST )(ρ(0) − nx)〉 ≤ −κminCmin
‖n⊥‖2∑
r,k nr,k

. (40)

We then consider the term 〈nq, (−ST )(ρ(0) −nx)〉. Since
nq ∈ K, we can represent it by

nq =
∑

`

α`b
(`), α` ≥ 0 for all `.

Then

〈nq, (−ST )(ρ(0) − nx)〉 =
∑

`

α`〈b(`), (−ST )(ρ(0) − nx)〉

(a)
=
∑

`

α`U`

≥ 0, (41)

where (a) follows from condition (C1).
Combining (40) and (41) yields

∆‖n⊥‖ ≤ −κminCmin
‖n⊥‖∑
r,k nr,k

+ ε‖(−ST )ρ(0)‖+ A1

2‖n⊥‖
.

We choose constants ξ1 > 0, ξ2 > 0 such that

ξ2 − ξ1 = 2. (42)

Then when

ε ≤ εmax ,
1

‖(−ST )ρ(0)‖2 , ‖n⊥‖ ≥ A1

2ξ1
√
ε
,

‖n⊥‖∑
r,k nr,k

≥ ξ2
√
ε

κminCmin
,

we have ∆‖n⊥‖ ≤ −ξ2
√
ε+

√
ε+ ξ1

√
ε = −√

ε, which is the
drift bound in Lemma 4.

Lastly, we prove the Claim 1 at the beginning of this proof.
We first bound ∆‖n⊥‖ in the following form

∆‖n⊥‖ ≤ 1

2‖n⊥‖
∆‖n⊥‖2

=
1

2‖n⊥‖
(∆‖n‖2 −∆‖nq‖2),

where the inequality follows from the fact that ‖n⊥‖ =√
‖n⊥‖2 and the square-root function is concave. The drifts

∆‖n‖2 and ∆‖nq‖2 can be bounded as follows, where we

omit the superscript (ε) for conciseness.

∆‖n‖2

(a)
=
∑

r

(
∑

k∈[Kr ]

λrβr,k

(
‖n+ e

(r,k)‖2 − ‖n‖2
)



+
∑

k1,k2∈[Kr ]
k1 6=k2

nr,k1xr(Sr)k1,k2

·
(
‖n− e

(r,k1) + e
(r,k2)‖2 − ‖n‖2

)

+
∑

k∈[Kr ]

nr,kxr

∑

k′
(−Sr)k,k′

(
‖n− e

(r,k)‖2 − ‖n‖2
))

(b)

≤ 2〈n,





λ1β
T
1

λ2β
T
2

...
λRβ

T
R




−





−ST
1 0 · · · 0

0 −ST
2 · · · 0

...
...

. . .
...

0 0 · · · −ST
R









n1x1

n2x2

...
nRxR




〉

+A1,

(c)
= 2〈n, (−ST )(ρ− nx)〉+A1

= 2〈n, (−ST )(ρ(0) − nx)〉 − 2ε〈n, (−ST )ρ(0)〉+A1. (43)

where (a) follows from the transition rates of the flow count
process (N(t) : ≥ 0) under the proportionally fair sharing,
(b) is obtained by expressing norms in terms of inner prod-

ucts and bounding the sum of the terms with ‖e(r,k)‖2’s by
a constant A1, and (c) follows from the definition of ρ in
(17). We can derive a lower bound on ∆‖nq‖2 in a similar
way:

∆‖nq‖2

(a)
=
∑

r

(
∑

k∈[Kr ]

λrβr,k

(
‖(n+ e

(r,k))q‖2 − ‖nq‖2
)

+
∑

k1,k2∈[Kr ]
k1 6=k2

nr,k1xr(Sr)k1,k2

·
(
‖(n− e

(r,k1) + e
(r,k2))q‖2 − ‖nq‖2

)

+
∑

k∈[Kr ]

nr,kxr

∑

k′
(−Sr)k,k′

(
‖(n− e

(r,k))q‖2 − ‖nq‖2
))

(b)

≥
∑

r

(
∑

k∈[Kr ]

λrβr,k

(
2〈nq, e

(r,k)〉
)

+
∑

k1,k2∈[Kr ]
k1 6=k2

nr,k1xr(Sr)k1,k2

(
2〈nq,−e

(r,k1) + e
(r,k2)〉

)

+
∑

k∈[Kr ]

nr,kxr

∑

k′
(−Sr)k,k′

(
2〈nq,−e

(r,k)〉
))

(c)
= 2〈nq, (−ST )(ρ− nx)〉
= 2〈nq, (−ST )(ρ(0) − nx)〉 − 2ε〈nq, (−ST )ρ(0)〉, (44)

where (a) still follows from the transitions rates of the flow
count process, (b) follows from that 〈nq,n⊥〉 = 0 and 〈nq, (n+

e(r,k))⊥〉 ≤ 0, 〈nq, (n − e(r,k1) + e(r,k2))⊥〉 ≤ 0, 〈nq, (n −
e(r,k))⊥〉 ≤ 0 since perpendicular components are in the po-
lar cone of the coneK, and (c) still follows from the definition
of ρ. Combining the above bounds (43) and (44) we have

∆‖n⊥‖

≤ 1

‖n⊥‖
〈n− nq, (−ST )(ρ(0) − nx)〉

− ε
〈n⊥, (−ST )ρ(0)〉

‖n⊥‖
+

A1

2‖n⊥‖

≤ 1

‖n⊥‖
〈n− nq, (−ST )(ρ(0) − nx)〉

+ ε‖(−ST )ρ(0)‖+ A1

2‖n⊥‖
,

which completes the proof of the claim.

5.2 Proof of Lemma 5 (Tail Bound)
Before presenting the proof, let us first define some param-

eters needed. We still fix an ε > 0 and omit the superscript
(ε) for conciseness. Recall that qnn′ is the transition rate
from state n to n′ of the flow count process (N(t) : t ≥ 0),
where a state is a vector stacking together the flow counts
on every route in every phase. Let

q = sup
n

(−qnn),

ν0 = sup
n,n′ : q

nn
′>0

∣∣‖n′‖ − ‖n‖
∣∣, η0 = sup

n

∑

n′ : ‖n‖<‖n′‖
qnn′ ,

ν1 = sup
n,n′ : q

nn
′>0

∣∣‖n′
⊥‖ − ‖n⊥‖

∣∣, η1 = sup
n

∑

n′ : ‖n⊥‖<‖n′
⊥‖

qnn′ ,

α =
η1ν1

η1ν1 +
√
ε
.

It can be verified that q < +∞, ν0 < +∞ and ν1 < +∞.
Note that by this definition of α, the constant a in (39) of
Lemma 5 equals to η1ν1.

We also need the following lemma to bound the distri-
bution of

∑
r,k Nr,k. The proof of this lemma is given in

our technical report [23] due to space limit. In the proof,
we analyze the drift ∆‖n‖, and then apply a continuous-
time version of the exponential-type tail bound in [2]. Note
that the definition of β in (46) below corresponds to b =
η0ν0/(κminA2/µmax) for the constant b in (39) of Lemma 5.

Lemma 6. For any nonnegative ε ≤ εmax, the distribution
of
∑

r,k Nr,k has the following exponential tail bound: for
any nonnegative integer j,

P

(∑

r,k

Nr,k >
µmaxA1A3

2κminA2ε
+ 2ν0A3j

)
≤ βj+1, (45)

where µmax, A2, A3 are positive constants, and

β =
η0ν0

η0ν0 + εκminA2/µmax
< 1. (46)

Now we are ready to prove Lemma 5, where we derive the
tail bound for ‖N⊥‖.

Proof of Lemma 5. Note that E[‖N⊥‖] < +∞ since
E[
∑

r,k Nr,k] < +∞ by the proof of Lemma 6. Let A denote
A1

2ξ1
√

ε
. Fix a c ≥ A − ν1. Let V̂ (n) = max{c, ‖n⊥‖}. Let

π denote the distribution of N . Then similar to the proof
of the exponential-type bound in [2], since E[V̂ (N)] < +∞
and q < +∞,

0 =
∑

n

π(n)
∑

n′ : n′ 6=n

Qnn′(V̂ (n′)− V̂ (n))

=
∑

n : ‖n⊥‖≤c−ν1

π(n)
∑

n′ : n′ 6=n

Qnn′(V̂ (n′)− V̂ (n)) (47)

+
∑

n : c−ν1<‖n⊥‖≤c+ν1

π(n)
∑

n′ : n′ 6=n

Qnn′(V̂ (n′)− V̂ (n))

(48)



+
∑

n : ‖n⊥‖>c+ν1

π(n)
∑

n′ : n′ 6=n

Qnn′(V̂ (n′)− V̂ (n)).

(49)

(i) The first summand (47) is 0 since when ‖n⊥‖ ≤ c−ν1,

V̂ (n′) = V̂ (n) = c for n′ with Qnn′ > 0.

(ii) Consider the second summand (48). We can check
that for any two states n and n′, either

0 ≤ V̂ (n′)− V̂ (n) ≤ ‖n′
⊥‖ − ‖n⊥‖,

or

‖n′
⊥‖ − ‖n⊥‖ ≤ V̂ (n′)− V̂ (n) ≤ 0,

regardless of the relation between c and ‖n′
⊥‖, ‖n⊥‖. Then,

∑

n′ : n′ 6=n

Qnn′(V̂ (n′)− V̂ (n))

=
∑

n′ : V̂ (n′)>V̂ (n)

Qnn′(V̂ (n′)− V̂ (n))

+
∑

n′ : V̂ (n′)≤V̂ (n)

Qnn′(V̂ (n′)− V̂ (n))

≤
∑

n′ : V̂ (n′)>V̂ (n)

Qnn′(V̂ (n′)− V̂ (n))

≤
∑

n′ : ‖n′
⊥‖>‖n⊥‖

Qnn′ν1

≤ η1ν1.

Thus the second summand satisfies
∑

n : c−ν1<‖n⊥‖≤c+ν1

π(n)
∑

n′ : n′ 6=n

Qnn′(V̂ (n′)− V̂ (n))

≤ η1ν1
(
P(‖N⊥‖ > c− ν1)− P(‖N⊥‖ > c+ ν1)

)
.

(iii) Consider the third summand (49). When ‖n⊥‖ > c+

ν1, V̂ (n) = ‖n⊥‖ and V̂ (n′) = ‖n′
⊥‖ for n′ with Qnn′ > 0.

Therefore,
∑

n : ‖n⊥‖>c+ν1

π(n)
∑

n′ : n′ 6=n

Qnn′(V̂ (n′)− V̂ (n))

=
∑

n : ‖n⊥‖>c+ν1

π(n)∆‖n⊥‖

=
∑

n : ‖n⊥‖>c+ν1
‖n⊥‖

∑
r,k nr,k

≥ ξ2
√

ε

κminCmin

π(n)∆‖n⊥‖+
∑

n : ‖n⊥‖>c+ν1
‖n⊥‖

∑
r,k nr,k

<
ξ2

√
ε

κminCmin

π(n)∆‖n⊥‖

(a)

≤ −
√
εP

(
‖N⊥‖ > c+ ν1,

‖N⊥‖∑
r,k Nr,k

≥ ξ2
√
ε

κminCmin

)

+ (ξ1 + 1)
√
εP

(
‖N⊥‖ > c+ ν1,

‖N⊥‖∑
r,k Nr,k

<
ξ2
√
ε

κminCmin

)

(b)
= −

√
εP(‖N⊥‖ > c+ ν1)

+ ξ2
√
εP

(
‖N⊥‖ > c+ ν1,

‖N⊥‖∑
r,k Nr,k

<
ξ2
√
ε

κminCmin

)

≤ −
√
εP(‖N⊥‖ > c+ ν1)

+ ξ2
√
εP

(
∑

r,k

Nr,k >
(c+ ν1)κminCmin

ξ2
√
ε

)

.

The inequality (a) follows from the drift bounds given in
Lemma 4, and (b) follows from the choice of ξ1 and ξ2 in the
proof of Lemma 4.

Combining the three summands we have

P(‖N⊥‖ > c+ ν1) ≤
η1ν1

η1ν1 +
√
ε
P(‖N⊥‖ > c− ν1)

+
ξ2
√
ε

η1ν1 +
√
ε
P

(
∑

r,k

Nr,k >
(c+ ν1)κminCmin

ξ2
√
ε

)

.

Recall that we let α denote η1ν1
η1ν1+

√
ε
. Let c = A+(2j− 1)ν1

for a nonnegative integer j. Then

P(‖N⊥‖ > A+ 2ν1j) ≤ αP(‖N⊥‖ > A+ 2ν1(j − 1))

+ ξ2(1− α)P

(
∑

r,k

Nr,k >
(A+ 2ν1j)κminCmin

ξ2
√
ε

)

.

Now we use Lemma 6 to bound the last probability above.
Recall that we have chosen ξ1 and ξ2 in (42) such that ξ2 −
ξ1 = 2. We can further require that

ξ1ξ2 =
κ2
minCminA2

µmaxA3
. (50)

It can be verified that such constants ξ1 and ξ2 are well-
defined. Also recall that A = A1

2ξ1
√

ε
. Define a constant

θ = ν1κminCmin
ξ2ν0A3

. Then

P

(
∑

r,k

Nr,k >
(A+ 2ν1j)κminCmin

ξ2
√
ε

)

= P

(
∑

r,k

Nr,k >
A1κminCmin

2ξ1ξ2ε
+

2ν1κminCmin

ξ2
√
ε

j

)

≤ P

(
∑

r,k

Nr,k >
µmaxA1A3

2κminA2ε
+ 2ν0A3

⌊
jθ√
ε

⌋)

≤ βbjθ/√εc+1

≤
(
βθ/

√
ε
)j

.

Therefore,

P(‖N⊥‖ > A+ 2ν1j)

≤ αP(‖N⊥‖ > A+ 2ν1(j − 1)) + ξ2(1− α)
(
βθ/

√
ε
)j

.

Using this inequality for k − 1, k − 2, · · · yields

P

(
‖N⊥‖ >

A1

2ξ1
√
ε
+ 2ν1j

)

≤ αj+1 + ξ2(1− α)

j∑

i=0

αi
(
βθ/

√
ε
)j−i

.

This completes the proof of Lemma 5.

6. BACKLOG BOUND
In this section, we prove the backlog bound in Theorem 2,

by deriving upper and lower bounds that are asymptotically
tight. We obtain these bounds by setting the steady-state
drift of the Lyapunov function V (n) = ‖ns

q
‖ to 0, where ns

q

is the projection of the state n onto the subspace where the



cone K lies in, i.e., the subspace S spanned by b(`)’s. Note
that in this section, we often consider the projection onto
the subspace instead of the projection onto the cone. We
use the superscript s to indicate when the projection is onto
the subspace. Then ns

q
can be written as

n
s
q
=
∑

l

αs
`b

(`), (51)

where the coefficients αs
` ’s can be negative. The projection

onto the subspace is a linear operator, i.e., (y+z)s
q
= ys

q
+zs

q

for any y, z ∈ R
K .

For a state n, recall that p` is the Lagrange multiplier
for the capacity constraint of link `. A key step in deriving
the backlog bounds is to show that the p`’s are close to
the αs

` ’s in heavy traffic. We know that when n = ns
q
,

i.e., ‖n⊥‖ = ‖ns
⊥‖ = 0, the Lagrangian multipliers p`’s

are equal to the coefficients αs
` ’s of the projection. Then

intuitively, when ‖n⊥‖ is small, the rate allocation based on
n should not be far away from the rate allocation based on
ns

q
, and thus the p`’s should not be far away from the α`’s.

Then we can use the state-space collapse result to bound
the difference |αs

` − p`| in heavy traffic. Specifically, the
following lemma bounds the difference |αs

` −p`| using ‖n⊥‖,
where notice that n⊥ is the projection onto the cone. The
proof of this lemma is given in Section 6.2.

Lemma 7. There exists a constant B3 > 0 such that for
any state n and any link `,

|αs
` − p`| ≤ B3‖n⊥‖1/2

(
∑

r,k

nr,k

)1/2

. (52)

6.1 Proof of Theorem 2

Proof. For ease of notation, we fix an ε and omit the
superscript (ε) when it is clear from context. We obtain the
backlog bounds by analyzing the drift of ‖ns

q
‖2. Similar to

(44)(a),

∆‖ns
q
‖2

=
∑

r

(
∑

k∈[Kr ]

λrβr,k

(
2〈ns

q
, (e(r,k))s

q
〉+ ‖(e(r,k))s

q
‖2
)

+
∑

k1,k2∈[Kr ]
k1 6=k2

nr,k1xr(Sr)k1,k2

(
2〈ns

q
,−(e(r,k1))s

q
+ (e(r,k2))s

q
〉

+ ‖ − (e(r,k1))s
q
+ (e(r,k2))s

q
‖2
)

+
∑

k∈[Kr ]

nr,kxr

(
−
∑

k′
(Sr)k,k′

)

·
(
−2〈ns

q
, (e(r,k))s

q
〉+ ‖(e(r,k))s

q
‖2
))

(a)
= 2〈ns

q
, (−ST )(ρ− nx)〉+B1

= −2ε〈ns
q
, (−ST )ρ(0)〉+ 2〈ns

q
, (−ST )(ρ(0) − nx)〉+B1,

where in (a) we have used the fact that 〈ns
q
, (e(r,k))s

q
〉 =

〈ns
q
, e(r,k)〉 for any r, k since 〈ns

q
, (e(r,k))s⊥〉 = 0, and

B1 =
∑

r

(
∑

k∈[Kr ]

λrβr,k‖(e(r,k))s
q
‖2

+
∑

k1,k2∈[Kr ]
k1 6=k2

nr,k1xr(Sr)k1,k2‖ − (e(r,k1))s
q
+ (e(r,k2))s

q
‖2

+
∑

k∈[Kr ]

nr,kxr

(
−
∑

k′
(Sr)k,k′

)
‖(e(r,k))s

q
‖2
)

.

When the system is in steady state, we have E[∆‖Ns
q
‖2] = 0.

Therefore,

εE[〈Ns
q
, (−ST )ρ(0)] = E[〈Ns

q
, (−ST )(ρ(0) −nx)] +E[B1]/2.

(53)
We analyze the three terms in (53) term by term.

(i) We first consider the term εE[〈Ns
q
, (−ST )ρ(0)〉] and

show that it is close to εE[
∑

r,k Nr,k]. For any state n, since
ns

q
∈ S, it can be written as

n
s
q
=
∑

l∈L
αs
`b

(`).

Thus

〈ns
q
, (−ST )ρ(0)〉 =

∑

`

αs
`〈b(`), (−ST )ρ(0)〉 (a)

=
∑

`

αs
`C`,

(54)

where (a) follows from arguments similar to those in the
proof of condition (C1) in (30)–(34). We also know that∑

r,k nr,k =
∑

` p`C`. Let Cmax = max` C`. Then

∣∣∣∣
∑

r,k

nr,k − 〈ns
q
, (−ST )ρ(0)〉

∣∣∣∣ ≤
∑

`

|αs
` − p`|C`

≤ CmaxB3‖n⊥‖1/2
(
∑

r,k

nr,k

)1/2

,

where the second inequality follows from Lemma 7. There-
fore,

εE

[∣∣∣∣
∑

r,k

Nr,k − 〈Ns
q
, (−ST )ρ(0)〉

∣∣∣∣

]

≤ εCmaxB3E

[

‖N⊥‖1/2
(
∑

r,k

Nr,k

)1/2]

(a)

≤ εCmaxB3E[‖N⊥‖]1/2
(

E

[
∑

r,k

Nr,k

])1/2

(b)
= O(ε1/4),

where (a) follows from Cauchy-Schwarz inequality, and (b)
follows from the state-space collapse result in Theorem 1
and the bound on E[

∑
r,k Nr,k] indicated by Lemma 6.

(ii) Next, we bound the term E[〈Ns
q
, (−ST )(ρ(0) − nx)].

Again, since ns
q
∈ S and recall the condition (C1) for the

inner product, we have

〈ns
q
, (−ST )(ρ(0) − nx)〉 =

∑

`

αs
`〈b(`), (−ST )(ρ(0) − nx)〉

=
∑

`

αs
`U`.

By Lemma 7 and Hölder’s inequality:



E[|αs
`U`|] = E[|(αs

` − p`)U`|]

≤ B3

(

E

[

‖N⊥‖
τ1
2

(∑

r,k

Nr,k

) τ1
2

]) 1
τ1 (

E[Uτ2
` ]
) 1

τ2 ,

where we pick τ1 and τ2 such that τ1 is an even integer with
τ1 > 4 and 1

τ1
+ 1

τ2
= 1. Using Cauchy-Schwarz inequality

we have
(

E

[

‖N⊥‖
τ1
2

(∑

r,k

Nr,k

) τ1
2

]) 1
τ1

≤ (E[‖N⊥‖τ1 ])
1

2τ1

(

E

[(∑

r,k

Nr

)τ1
]) 1

2τ1

= O(ε−
3
4 ),

where again the last equality follows from the state-space
collapse result in Theorem 1 and the bound on E[

∑
r,k Nr,k]

indicated by Lemma 6. Next we bound E[Uτ2
` ]. We can

prove that E[U`] = εC` by considering the Lyapunov func-

tion w`(n) = 〈b(`),n〉. Its drift is

∆w`(n) = −ε〈b(`), (−ST )(ρ(0)〉+ 〈b(`), (−ST )ρ(0) − nx)

= −εC` + U`.

Since in the steady state E[∆w`(N)] = 0, we have E[U`] =
εC`. Since 0 ≤ U` ≤ C`, there holds

(
E

[
Uτ2

`

]) 1
τ2 ≤

(
E

[
U` · Cτ2−1

`

]) 1
τ2 = ε

1
τ2 C`.

Combining these bounds we have E[|αs
`U`|] = O(ε

1
4
− 1

τ1 ),
and thus

E[|〈Ns
q
, (−ST )(ρ(0) − nx)|] = E

[∣∣∣∣
∑

`

αs
`U`

∣∣∣∣

]

= O(ε
1
4
− 1

τ1 ).

(iii) Lastly, we claim that the last term E[B1]/2 = (1−ε)L.
The proof is given in our technical report [23] due to space
limit.

Combining (i), (ii) and (iii) for the terms in (53) gives

E

[
∑

r,k

Nr,k

]

=
L

ε
+ o

(
1

ε

)
,

which completes the proof.

6.2 Proof of Lemma 7

Proof. We first bound the distance between the instant
rate allocation and the load in the following claim.

Claim 2. There exists a constant B2 > 0 such that for
any state n,

∑

`

p`‖b̂(`) − b
(`)‖2 ≤ B2‖n⊥‖.

Proof of the Claim. Consider the term 〈n, (−ST )(ρ(0)−
nx)〉. By the proof of Lemma 4, we know that

〈n, (−ST )(ρ(0) − nx)〉 ≤ −κmin

∑

`

p`‖b̂(`) − b
(`)‖2. (55)

On the other hand, by the duality principle for minimum
norm problems [12],

‖n⊥‖ = sup
y∈K◦ : ‖y‖≤1

〈n,y〉,

where K◦ is the polar cone of the cone K. It is easy to see
that ‖ST (ρ(0) − nx)‖ is well-defined. Let y = ST (ρ(0) −
nx)/‖ST (ρ(0) − nx)‖. We can verify that y ∈ K◦ since

〈b(`), ST (ρ(0) − nx)〉 = −U` ≤ 0 for all `. Thus

−〈n, (−ST )(ρ(0) − nx)〉 = ‖ST (ρ(0) − nx)‖〈n,y〉
≤ ‖ST (ρ(0) − nx)‖‖n⊥‖. (56)

Combining (55) and (56) gives

∑

`

p`‖b̂(`) − b
(`)‖2 ≤ ‖ST (ρ(0) − nx)‖

κmin
‖n⊥‖.

Since each entry of the rate allocation nx can be bounded
using a constant independent of n and ε, there exists a con-

stant B2 > 0 such that ‖ST (ρ(0)−nx)‖
κmin

≤ B2. Therefore,

∑

`

p`‖b̂(`) − b
(`)‖2 ≤ B2‖n⊥‖,

which completes the proof of the claim.

Next we bound |αs
` − p`| using this claim. We first write

each (ns
⊥)r,k = nr,k − (ns

q
)r,k in the following form

(ns
⊥)r,k = nr,kxr

∑

l:l∈r

p` − ρ
(0)
r,k

∑

l:l∈r

αs
`

= ρ
(0)
r,k

∑

l:l∈r

(p` − αs
`) + (nr,kxr − ρ

(0)
r,k)

∑

l:l∈r

p`.

Then for each (r, k),
∣∣∣∣∣
∑

l:l∈r

(αs
` − p`)

∣∣∣∣∣ ≤
1

ρ
(0)
r,k

|nr,kxr − ρ
(0)
r,k|

∑

l:l∈r

p` +

∣∣∣∣∣
(ns

⊥)r,k

ρ
(0)
r,k

∣∣∣∣∣
(57)

By the claim above,
∑

r

∑

k:k∈[Kr ]

(nr,kxr − ρ
(0)
r,k)

2
∑

l:l∈r

p` =
∑

`

p`‖b̂(`) − b
(`)‖2

≤ B2‖n⊥‖.

Since each summand on the left hand side is nonnegative,
we have that for each (r, k),

(nr,kxr − ρ
(0)
r,k)

2
∑

l:l∈r

p` ≤ B2‖n⊥‖.

Inserting this to (57) we get
∣∣∣∣∣
∑

l:l∈r

(αs
` − p`)

∣∣∣∣∣

≤
√
B2

ρ
(0)
r,k

‖n⊥‖1/2
(
∑

l:l∈r

p`

)1/2

+

∣∣∣∣∣
(ns

⊥)r,k

ρ
(0)
r,k

∣∣∣∣∣

(a)

≤
√
B2

ρ
(0)
r,k

√
Cmin

‖n⊥‖1/2
(
∑

r,k

nr,k

)1/2

+

∣∣∣∣∣
(ns

⊥)r,k

ρ
(0)
r,k

∣∣∣∣∣,



where (a) follows from that
∑

l:l∈r p` ≤
∑

` p` and
∑

` p`C` =∑
r,k nr,k. Since ‖ns

⊥‖ ≤ ‖n⊥‖ ≤ ‖n‖, (a) indicates that
there exists a constant B4 such that

∣∣∣∣∣
∑

l:l∈r

(αs
` − p`)

∣∣∣∣∣ ≤ B4‖n⊥‖1/2
(
∑

r,k

nr,k

)1/2

.

Next we bound |αs
` − p`| for each link `. Recall that H is

the routing matrix defined as H = (hlr)l∈L,r∈R with hlr = 1
if l ∈ r, and hlr = 0 otherwise. Since we assume that H has

full row rank, HHT is invertible. Let h
(l)T

be the lth row

of (HHT )−1H. Then h
(l)T

HT = e(`), where e(`) is a L × 1
vector with the lth entry being 1 and other entries being 0.
Thus

αs
` − p` = h

(l)T
HT (αs − p) =

∑

r

h
(`)
r

∑

l′:l′∈r

(αs
l′ − pl′).

Therefore, we have the following bound

|αs
` − p`| ≤

∑

r

∣∣∣h(`)
r

∣∣∣

∣∣∣∣∣
∑

l′:l′∈r

(αs
l′ − pl′)

∣∣∣∣∣

≤
(∑

r

∣∣∣h(`)
r

∣∣∣
)
B4‖n⊥‖1/2

(
∑

r,k

nr,k

)1/2

.

Note that h
(`)
r ’s are constants independent of ε, i.e., B3 =

(
∑

r |h
(`)
r |)B4 is a constant. Thus,

|αs
` − p`| ≤ B3‖n⊥‖1/2

(
∑

r,k

nr,k

)1/2

,

which completes the proof of Lemma 7.

7. CONCLUSIONS AND FUTURE WORK
In this paper, we studied a bandwidth sharing network un-

der the proportionally fair bandwidth allocation policy for
a general, dense class of file-size distributions. We obtained
asymptotically tight bounds on the expected number of files
in steady state in the heavy-traffic regime. These bounds
show that the mean delay of file transfers under proportion-
ally fair policy in heavy traffic does not depend on file-size
distributions beyond the mean file-sizes, which gives delay
insensitivity of proportionally fair policy in heavy traffic.
Our results indicate that the backlog bound given by dif-
fusion approximation is valid in steady state, thus comple-
menting the diffusion approximation result of Vlasiou et al.
[20].

With these results, some interesting extensions deserve
further exploration. Our state-space collapse result is for
steady states of the systems, so it gives a possible direction
for proving the interchange of limits for the diffusion ap-
proximation in [20], which still remains an open problem.
We are also interested in bounds on higher moments of the
backlog, which may also be obtained using the drift-based
framework, since Eryilmaz and Srikant [7] derived bounds
on higher moments of the backlog for join-the-shortest-queue
and MaxWeight in their settings.
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APPENDIX

A. PROOFS OF LEMMAS 1, 2 AND 3

Proof of Lemma 1. It suffices to prove that for each
route r, Mr is well-defined and positive definite since M is
block-diagonal.

We first prove that Mr is well-defined, i.e., the integral
below is (entry-wise) finite:

Mr =
1

λ
(0)
r

∫ +∞

0

exp(Srσ)11
T exp(ST

r σ)

βr(−Sr)−1 exp(Srσ)1
dσ.

Let P (σ) = exp(Srσ)1 and χ = (−Sr)
−1. Then from the

properties of phase-type distributions we know that χk1k2

is the expected time spent in phase k2 given that phase
k1 is the initial state. Let χ = (βrχ)

T . Then χk is the
expected time spent in phase k for the initial distribution
βr. Therefore, χk > 0 for all k ∈ [Kr]. With the above
notation, the (k1, k2)th entry of Mr can be written as

(Mr)k1,k2 =
1

λ
(0)
r

∫ +∞

0

Pk1(σ)Pk2(σ)∑
k χkPk(σ)

dσ

≤ 1

λ
(0)
r

∫ +∞

0

Pk1(σ)Pk2(σ)

χk2
Pk2(σ)

dσ

=
1

λ
(0)
r χk2

∫ +∞

0

Pk1(σ)dσ.

By our assumptions, Sr is an upper triangular matrix with
all the main diagonal entries being negative. So Sr is invert-
ible and limσ→+∞ exp(ST

r σ) is an all-zero matrix. There-
fore, Pk1(σ) is integrable and thus Mr is well-defined.
Next we prove that Mr is positive definite. Let G(u)

denote the complementary cumulative distribution function
(CCDF) of the file size distribution on route r. Then

G(u) = βr exp(Sru)1,

∫ +∞

0

G(u)du =
1

µr

.

The denominator inside the integral of Mr can be written
as

βr(−Sr)
−1 exp(Srσ)1 =

1

µr

−
∫ σ

0

G(u)du,

which is positive for all σ ≥ 0. Therefore, it is obvious that
Mr is positive semi-definite. Further, Mr is positive definite
if and only if there exists no y 6= 0 such that

y
T exp(Srσ)1 = 0, for all σ ≥ 0, (58)

where 0 is an all-zero vector with dimension Kr × 1. If
we view the pair (Sr,1) as the (A,B) matrix of a control
system, (58) is equivalent to the controllability of the sys-
tem (A,B) [19]. By the Popov-Belevitch-Hautus (PBH) test
(also referred to as Hautus Lemma) in control theory [19],
this is equivalent to that rank[λI − Sr,1] = Kr for each
eigenvalue λ of the matrix Sr, which is further equivalent to
that ST

r has no eigenvector v such that vT1 = 0. Now let
us look at the eigenvectors of ST

r . With the mixture Erlang
assumption, recall that ST

r has a block-diagnoal structure

given in (8) with rate µ
(b)
r for each block b, where µ

(b)
r ’s are

positive and distinct. Then the −µ
(b)
r ’s are the eigenvalues of

ST
r . Let v be an eigenvector associated with the eigenvalue

−µ
(b)
r . Then v satisfies that





(S
(1)
r )T + µ

(b)
r I 0 · · · 0

0 (S
(2)
r )T + µ

(b)
r I · · · 0

...
...

. . .
...

0 0 · · · (S
(Br)
r )T + µ

(b)
r I




v

= 0.



Since (S
(b′)
r )T + µ

(b)
r I is full rank for all b′ 6= b and

(S(b)
r )T + µ(b)

r I =





0 0 · · · 0

2µ
(b)
r 0 · · · 0
...

. . .
. . .

...

0 · · · 2µ
(b)
r 0




,

the eigenvector v has only one nonzero entry. Then vT1 6= 0.
This completes the proof that Mr is positive definite.

Proof of Lemma 2. By the definitions of ρ
(0)
r and Mr

in (17) and (27), respectively,

(ρ(0)
r )TMr(−Sr)

T

= βr(−Sr)
−1

∫ +∞

0

exp(Srσ)11
T exp(ST

r σ)(−Sr)
T

βr(−Sr)−1 exp(Srσ)1
dσ

=

∫ +∞

0

1T exp(ST
r σ)(−Sr)

T dσ

= −1T exp(ST
r σ)

∣∣∣
+∞

0

= 1T .

Here we have used that fact that limσ→+∞ exp(ST
r σ) is an

all-zero matrix since Sr is an upper triangular matrix and
its main diagonal entries are all negative. This completes
the proof.

Proof of Lemma 3. We first derive another representa-
tion of Mr(−ST

r ) + (−Sr)Mr. Let

Mr(t) =
1

λ
(0)
r

∫ t

0

exp(Srσ)11
T exp(ST

r σ)

βr(−Sr)−1 exp(Srσ)1
dσ.

Then

Mr(−ST
r ) + (−Sr)Mr = lim

t→+∞

(
Mr(t)(−ST

r ) + (−Sr)Mr(t)
)
.

We can verify that

Mr(t)(−ST
r ) + (−Sr)Mr(t)

= − 1

λ
(0)
r

exp(Srt)11
T exp(ST

r t)

βr(−Sr)−1 exp(Srt)1
+

1

ρr
11T

+
1

λ
(0)
r

∫ t

0

exp(Srσ)11
T exp(ST

r σ)

βr(−Sr)−1 exp(Srσ)1

· βr exp(Srσ)1

βr(−Sr)−1 exp(Srσ)1
dσ. (59)

We have proved that Mr is well-defined, so

lim
t→0

(
− 1

λ
(0)
r

exp(Srt)11
T exp(ST

r t)

βr(−Sr)−1 exp(Srt)1

)
= (0)Kr×Kr ,

where (0)Kr×Kr is the all-zero Kr ×Kr matrix.
Now it suffices to prove that there exists a constant κr > 0

such that for any σ ≥ 0,

βr exp(Srσ)1

βr(−Sr)−1 exp(Srσ)1
≥ 2κr, (60)

since combining this with (59) implies that for any y ∈ R
Kr ,

y
T

(
1

2
Mr(−ST

r ) +
1

2
(−Sr)Mr − κrMr

)
y

= lim
t→+∞

y
T

(
1

2
Mr(t)(−ST

r ) +
1

2
(−Sr)Mr(t)− κrMr(t)

)
y

≥ lim
t→+∞

1

2λ
(0)
r

∫ t

0

yT exp(Srσ)11
T exp(ST

r σ)y

βr(−Sr)−1 exp(Srσ)1
· (2κr)dσ

− κry
TMry +

1

2ρr
(yT1)2

=
1

2ρr
(yT1)2

≥ 0.

Let g(u) and G(u) denote the probability density function
(PDF) and the complementary cumulative distribution func-
tion (CCDF) of the file size distribution on route r, respec-
tively. Then

G(σ) =

∫ +∞

σ

g(u)du = βr exp(Srσ)1,

and
∫ +∞

σ

G(u)du = βr(−Sr)
−1 exp(Srσ)1.

Thus (60) is equivalent to that there exists a constant κr > 0

such that for any u ≥ 0, g(u)
G(u)

≥ 2κr, i.e., the hazard function

is lower bounded by 2κr. Since Sr is the sub-transition rate
matrix associated with a mixture of Erlang distributions,
the eigenvalues of Sr are the rates of the phases, denoted
by µr,k’s with k ∈ [Kr], which are all positive. Consider
the Jordan canonical form Sr = ΦJΦ−1. Then exp(Sru) =
Φ exp(Ju)Φ−1, where the (i, j)th entry of exp(Ju) is either
e−µr,iuuj−1/(j − 1)! or 0. So G(u) can be written as

G(u) =
∑

i,j∈[Kr ]

cije
−µr,iu uj−1

(j − 1)!

for some constants cij , and thus

g(u) = −G′(u) =
∑

i,j∈[Kr ]

cijµr,ie
−µr,iu uj−1

(j − 1)!
.

Therefore, limu→+∞
g(u)
G(u)

≥ mink∈[Kr ] µr,k > 0. It can be

verified that g(u) > 0 and G(u) > 0 for any u ≥ 0. Thus
there exists a constant κr > 0 such that for any u ≥ 0,
g(u)
G(u)

≥ 2κr.


