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ABSTRACT

We have developed a 3D elastic full-waveform inversion
(FWI) method for geotechnical site characterization.
The method is based on a solution of 3D elastic-wave equa-
tions for forward modeling to simulate wave propagation
and a local optimization approach based on the adjoint-state
method to update the model parameters. The staggered-grid
finite-difference technique is used to solve the wave equa-
tions together with implementation of the perfectly matched
layer condition for boundary truncation. Seismic wavefields
are acquired from geophysical testing using sensors and
sources located in uniform 2D grids on the ground surface,
and they are then inverted for the extraction of 3D sub-
surface wave velocity structures. The capability of the pre-
sented FWI method is tested on synthetic and field data sets.
The inversion results from synthetic data indicate the ability
of characterizing laterally variable low- and high-velocity
layers. Field experimental data were collected using 96
receivers and a propelled energy generator to induce seismic
wave energy. The field data result indicates that the wave-
form analysis was able to delineate variable subsurface soil
layers. The seismic inversion results are generally consistent
with invasive standard penetration test N-values, including
identification of a low-velocity zone.

INTRODUCTION

Site characterization is important for successful design of
substructures because unanticipated site conditions such as highly
variable soil/rock layers with embedded low-velocity anomalies
(soft soils) cause significant problems during and after the construc-
tion of foundations. Surface-based seismic methods are often used
for geotechnical site characterization to assess spatial variation and

material properties. They include surface wave, refraction tomog-
raphy, and full-waveform tomography methods. Surface-wave
methods such as multichannel analysis of surface waves (Park et al.,
1999) use the dispersive characteristics of Rayleigh waves to deter-
mine 1D S-wave velocity VS profiles. This method tends to average
VS values over considerable volumes of material, and it is not very
sensitive to thin embedded low-velocity layers. Refraction tomog-
raphy uses the first-arrival times to determine P-wave velocity VP

profiles. Because the first-arrival signals tend to propagate through
high-velocity layers, embedded low-velocity layers are not well-
characterized.
As reviewed by Vireux and Operto (2009), by extracting infor-

mation contained in the complete waveforms, the full-waveform
inversion (FWI) approach offers the potential to produce higher res-
olution models of the subsurface structures than approaches that
consider only the dispersive characteristic of Rayleigh waves or
first-arrival times of body waves. The FWI approach could be used
to identify and quantify embedded anomalies and characterize var-
iable soil/rock layers because the propagation properties of seismic
waves are modulated by the anomalies and layer interfaces. The VS

and VP structures could be inverted independently to increase the
credibility of characterized profiles.
Many algorithms for waveform inversion have been developed

and applied to synthetic and real seismic data in large-scale (km
scale) domains including 2D FWI (Pratt et al., 1998; Shipp and
Singh, 2002; Ravaut et al., 2004; Cheong et al., 2006; Sheen et al.,
2006; Askan et al., 2007; Brenders and Pratt, 2007; Sears et al.,
2008; Brossier et al., 2010; Ben-Hadj-Ali et al., 2011; Prieux
et al., 2011, 2013; Operto et al., 2013; Vigh et al., 2013; Métivier
et al., 2014; Castellanos et al., 2015) and 3D FWI (Ben-Hadj-
Ali et al., 2008; Epanomeritakis et al., 2008; Fichtner et al., 2009;
Plessix, 2009; Sirgue et al., 2010; Vigh et al., 2011; Warner et al.,
2013; Ha et al., 2015). Due to computational challenges, the 3D
FWI algorithms often use acoustic modeling, therefore neglecting
the elastic effects. The acoustic approximation generally performs
well for marine hydrophone data, but it is limited for land seismic
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data due to the importance of S-waves (Butzer et al., 2013), and thus
it cannot be used for geotechnical site investigation. Studies on
elastic 3D FWI are still rare.
At long propagation distances, surface waves can well separate

from body waves and be removed from the inversion process. How-
ever, at a smaller length scale (0–100 m), it is difficult to separate
body waves from surface waves. Only a small number of studies
involved body and surface waves for near-surface investigations in-
cluding 2D FWI on synthetic data (Gélis et al., 2007; Romdhane
et al., 2011) and real seismic data (Tran and McVay, 2012; Bretau-
deau et al., 2013; Kallivokas et al., 2013; Tran et al., 2013; Köhn
et al., 2016; Nguyen et al., 2016; Sullivan et al., 2016; Tran and
Luke, 2017), and 3D FWI on synthetic data (Butzer et al., 2013;
Fathi et al., 2015) and real data (Fathi et al., 2016). At small scales,
inherent challenges include inconsistent wave excitation, strong at-
tenuation, strong variability of near-surface soil/rock lithology, and
poor a priori information. These challenges have prevented FWI
techniques from being used routinely for geotechnical site charac-
terization (Tran and Luke, 2017).
This paper presents a new 3D FWI method for geotechnical site

characterization. The method is based on a solution of 3D elastic-
wave equations for forward modeling to simulate wave propagation
and a cross-adjoint gradient approach for model updating to extract
material property. The seismic wavefields are acquired from geo-
physical testing using receivers and sources located in uniform

2D grids on the ground surface and then inverted for the extraction
of 3D subsurface wave velocity structures. For demonstration, the
presented method was tested on synthetic data generated from a
realistic subsurface profile with variable high- and low-velocity soil
layers. It was also applied to field experimental data collected at a
Florida test site, and FWI results are compared with invasive SPT
N-values for verification.

FWI METHODOLOGY

The presented 3D FWI method includes forward modeling to
generate synthetic wavefields, as well as the use of the adjoint
gradient method to update the model parameters (soil/rock wave
velocities). For the forward modeling, the classic velocity-stress
staggered-grid finite-difference method was used in combination
with perfectly matched layer (PML) boundary conditions to solve
the equations. For model updating, the gradient approach is used to
minimize the residuals between the estimated responses obtained by
forward simulation and the observed seismic data.

FORWARD MODELING OF 3D WAVE
PROPAGATION

Three-dimensional elastic-wave propagation is modeled by a set
of the first-order linear partial differential equations for isotropic
materials. The first set of three equations governs particle velocities,
whereas the second set of six equations governs the stress-strain
tensors:

8>>><
>>>:

v̇x ¼ 1
ρ

�
∂σxx
∂x þ ∂σxy

∂y þ ∂σxz
∂z

�

v̇y ¼ 1
ρ

�
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∂y þ ∂σyz
∂z

�
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ρ

�
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� ; (1)
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�

; (2)

where (vx; vy; vz) is the particle velocity vector, (σxx; σyy; σzz; σxy;
σxz; σyz) is the stress tensor, ρ is the mass density, μ and λ
are the Lamé’s coefficients, and the over-dot denotes a time
derivative.
The classic velocity-stress staggered-grid finite-difference

method (Virieux, 1986) was used to solve the equations in the time
domain. The code was developed in MATLAB in which all stresses
and particle velocities were calculated in matrix form at each time
step and then advanced in the time domain. Shot parallelization was

Figure 1. The 3D wave propagation with and without the PML
boundary truncation.
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implemented to reduce the computer time. For example, the forward
simulations for 32 shots were done simultaneously on our 32-core
computer during inversion.

An accurate free-surface boundary condition is implemented
using the explicit finite-difference and image technique (Roberts-
son, 1996), whereas the perfectly matched layer (PML) (Kama-
titsch and Martin, 2007) is applied at the other boundaries. The
PML is an added zone surrounding the domain of interest to
absorb energy of outgoing waves, and it is an efficient method
for domain truncation (Kallivokas et al., 2013). As an example,
Figure 1 presents 3D wave propagation in a homogeneous medium
with and without the PML conditions. The medium has VS of
200 m∕s and VP of 400 m∕s for the entire domain. The source
is located on the free surface (depth z ¼ 0). With the imple-
mentation of the PML, almost no reflected signals from bounda-
ries are observed (Figure 1a), whereas significant reflected
signals from boundaries are seen after 0.3 s (Figure 1b) without
the PML.

GRADIENT-BASED MODEL UPDATE USING
THE ADJOINT-STATE METHOD

For model updating, the steepest-descent method using the ad-
joint-state approach (Tarantola, 1984; Mora, 1987) is used to min-
imize the residuals between the estimated data from the forward

Figure 2. Test configuration used for synthetic and field experi-
ments: source (cross), receiver (circle). The SPTs (square) are only
for the field experiment.

Figure 3. Synthetic model: distribution of VS and
VP (m∕s): (a) true model used to generate syn-
thetic data for inversion analysis, (b) initial model
used at the beginning of inversion, and (c) final
inverted models, respectively.
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simulation and the observed (measured) waveform data. The misfit
function is defined as a least-squares error EðmÞ:

EðmÞ ¼ 1

2
ΔutΔu;

where Δu ¼ fΔui;j; i ¼ 1; ::;NS; j ¼ 1; ::;NRg; (3)

Δui;jðtÞ ¼ ∫ t
0 Fi;jðm; τÞdτ − ∫ t

0 di;jðτÞdτ, di;j and Fi;jðmÞ are the
time-domain observed data (vertical particle velocity) and estimated
data associated with the model m (VS and VP of cells) from the
forward simulation for shot i and receiver j. The term Δu is the
displacement residual vector, which is a combination of residuals
from all receivers and shots. NS and NR are the numbers of shots
and receivers, respectively.
The gradients of the least-squares error E with respect to λ and μ

can be calculated using the adjoint-state method in the time domain
(Plessix, 2006; Butzer et al., 2013):

Figure 4. Synthetic model: normalized least-squares error versus the
iteration number for both inversion runs at 5–20 and 5–30 Hz. The
error defines the degree of match between the estimated and observed
waveforms during the inversion analysis. The error increases at
higher frequencies because the model is not yet appropriate to pro-
duce the recorded wave propagation of shorter wavelengths.

Figure 5. Synthetic model: waveform comparison
for a sample shot: (a) observed data and estimated
data associated with the initial model, (b) observed
data and estimated data associated with the final
inverted mode, (c) initial residual, and (d) final
residual.
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(4)

where uk and ψk are the forward and backward wavefields, with k
denoting the spatial direction x, y, or z. Reversed-in-time dis-
placement residuals are induced as multiple sources at all receiver
locations for simulation of the backward wavefields. Forward wave-
fields (all time steps) and backward wavefields at the current time
step of simulation (one time step) are stored in RAM for calculation
of the gradients shot by shot.
Based on the wave velocity and Lamé’s coefficient relationships:

VP ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðλþ 2μÞ∕ρp
and VS ¼ ffiffiffiffiffiffiffiffi

μ∕ρ
p

, the gra-
dients of the least-squares error E with respect
to VS and VP are calculated as

δVP ¼ 2ρVPδλ

δVS ¼ −4ρVSδλþ 2ρVSδμ: (5)

Gradient precondition is implemented to speed up
the convergence rate. The precondition helps sup-
press large gradient values near the source and
receiver positions to reduce inversion artifacts
near the free surface. Specifically, a tapering ra-
dius from the source and receiver locations is used
for gradually increasing the gradient scales from
zero at the source/receiver locations to one at
the outside of the circle. Furthermore, the gra-
dients are linearly scaled with depth to resolve
deeper structures (Ben-Hadj-Ali et al., 2008). Ti-
khonov regularization is also used to reduce inver-
sion artifacts for reliability of inverted results. The
regularized gradients are determined as

δ�VP ¼ RVP
ðLVPÞ þ δVP

δ�VS ¼ RVS
ðLVSÞ þ δVS; (6)

where RVS
and RVP

are the VS and VP

regularization factors: RVP
¼ βkδVPk∕kLVPk,

RVS
¼ βkδVSk∕kLVSk and L is the Laplacian

matrix (discretization of 3D Laplacian operator).
Several computations have been conducted in this
study, and the value of β as 0.50 at the beginning
and linearly decreased to 0.25 by the end of inver-
sion analysis (for each inversion run) is selected
because it produces good results for synthetic
and field data.
Finally, VS and VP of cells at iteration nþ 1

are updated from iteration n as

Vnþ1
P ¼ Vn

P − αPδ
�VP

Vnþ1
S ¼ Vn

S − αSδ
�VS; (7)

where αP and αS are the optimal step lengths that
are estimated by parabola fitting (Nocedal and

Wright, 2006). The gradient of VP is scaled (e.g., maxðδ�VPÞ∕
maxðVPÞ ¼ maxðδ�VSÞ∕maxðVSÞ) to determine one optimal step
length, which is then scaled accordingly for αP and αS. During
the inversion, the mass density is kept constant for the whole do-
main. Our efforts to invert the mass density have been shown to be
unsuccessful because of dominant Rayleigh waves in surface-based
waveform data that are not very sensitive to the mass density. The
VS and VP of cells are updated iteratively, and a constraint is applied
to VP to maintain Poisson’s ratio of all cells more than 0 and less
than 0.45. The inversion analysis is stopped when no optimal step
length is found (no better model) or the selected maximum number
of iterations is reached.

APPLICATION ON SYNTHETIC DATA

Synthetic study allows data from a specific scenario to be gen-
erated for inversion. Synthetic model refers to an earth model whose
velocity profile (i.e., VS and VP of cells) is assumed or known a

Figure 6. Synthetic model: comparison of (a) VS and (b) VP profiles at two locations.

Geotechnical site characterization with 3D FWI R393

D
ow

nl
oa

de
d 

08
/1

7/
18

 to
 1

28
.2

27
.1

13
.1

87
. R

ed
is

tri
bu

tio
n 

su
bj

ec
t t

o 
SE

G
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 T

er
m

s o
f U

se
 a

t h
ttp

://
lib

ra
ry

.se
g.

or
g/



priori. Using a known velocity structure, surface waveform data are
calculated for an assumed test configuration (i.e., 2D uniform grids
of shots and receivers as shown in Figure 2). These waveform data
are then input to the inversion program as if the waveforms were
acquired from a field test. Inverting the data produces 3D profiles of
VS and VP structures, which lie directly below the receiver and shot
area. Theoretically, the interpreted velocity profile should be the
same as the true model.
To investigate the capability of the 3D FWI method, it was tested

on a challenging model with high- and low-velocity layers. The syn-
thetic model is 18 m deep, 36 m long, and 9 m wide, consisting of
three soil layers (Figure 3a) with a low-velocity second layer. The
three layers have VS of 400, 200, and 600 m∕s, and VP of 800, 400,
and 1200 m∕s (twice that of VS). The mass density is 1800 kg∕m3

for the whole model. It represents the typical soil profile at the test
site presented later for the field experiment.
For synthetic data generation, the test configuration (Figure 2)

includes 96 receivers and 52 shots (sources) located in 2D uniform
grids. The receiver grid is 4 × 24 at 3 and 1.5 m spacing in shorter
and longer directions, respectively, and the source grid is 4 × 13 at
3 m spacing in both directions. The waveform data were created up
to 30 Hz using the forward simulation (solutions of Equations 1 and
2) for 52 shots and recorded at the 96 receiver locations. A medium
grid of 0.75 m vertical-force source and vertical receivers was used
for the simulation. The Ricker wavelet of 15 Hz central frequency
was used for the source signature, and the recorded time was 0.9 s
with a sampling rate of 0.0003 s.

The inversion analysis began with a 1D initial model with VS

and VP linearly increased with depth (Figure 3b), which could
be obtained from analysis of Rayleigh-wave dispersion (see the case
of the field data for a detailed discussion). The VS profile increases
from 400 m∕s on the free surface (0 m depth) to 600 m∕s at the
bottom of the model (18 m depth), and the VP is twice that of VS.
The mass density of 1800 kg∕m3 for the whole model is assumed
known and kept constant during inversion. It is noted that no prior
information of the low-velocity layer is included in the initial
model.
Two inversion runs were conducted from the data sets with two

frequency bandwidths: 5–20 and 5–30 Hz with central frequencies
of approximately 10 and 20 Hz, respectively. The same generated
synthetic data set (using Ricker wavelet source of 15 Hz central
frequency) was filtered through the two frequency bandwidths and
were used as observed waveform data for the two inversion runs.
The first run began with the lower frequency range (central fre-
quency of 10 Hz) with the given initial model. The subsequent
analysis was performed with the central frequency of 20 Hz using
the final inverted results from the first run as the input model.
During the inversions, the VS and VP of each cell were updated
simultaneously. The optimal step length was calculated to update
the model at every iteration. Both inversion runs were stopped after
20 iterations, when the change of the least-squares error was small
(less than 1% from one to the next iteration). The complete analysis
took approximately 17 h on a desktop computer (32 cores of
3.46 GHz each and 256 GB of memory).
The normalized least-squares error for all 40 iterations of the

two inversion runs is shown in Figure 4. The error reduces
approximately 98% from the first to the last iteration of the first
inversion run, and it also reduces during the second inversion
run. It is noted that the error increases when adding higher fre-
quency components from 20 to 30 Hz because the model is not
yet appropriate to produce the recorded wave propagation of shorter
wavelengths.
Figure 5 shows the waveform comparison of a sample shot. The

estimated waveforms associated with the initial model and the final
inverted model are shown in Figure 5a and 5b, respectively, together
with the observed data. Apparently, the final inverted model produ-
ces significant better match; the observed and final estimated data in
Figure 5b are almost identical suggesting that the initial model is
sufficent. No cycle skipping was observed for any shots. Residuals
associated with the initial and final inverted models are shown in
Figure 5c and 5d, respectively. The initial residuals are very large
(Figure 5c), whereas the final residuals are close to zero for all chan-
nels (Figure 5d).
The final analyzed results (5–30 Hz) are shown in Figure 3c. It is

evident that the inverted profile is very similar to the true profile
(Figure 3a). The layer interfaces were accurately characterized. True
VS and VP values of the three layers were recovered, including the
low-velocity second layer. For detailed comparison, the VS and VP

profiles of the inverted model at two locations are plotted in Fig-
ure 6, together with these of the true model and the initial model.
The inverted profiles are quite different from the initial profiles, sug-
gesting considerable parameter change during inversion analysis. A
good match is found between the inverted and true profiles, except
the sharp interface between the bottom two layers. This is the limi-
tation of the standard Tikhonov regularization used in the waveform
analysis (Equation 6). It always generates smooth inverted velocityFigure 7. Field experiment: (a) test site and (b) PEG.
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models. Nevertheless, the 3D FWI method shows great potential for
characterization of challenging site conditions with variable high-
and low-velocity layers.

APPLICATION ON FIELD DATA

Obtaining promising results on synthetic waveform data set, the
presented 3D FWI method was then applied to field experimental
data. The test site was a dry retention pond in Gainesville, Florida,
USA (Figure 7a). The same test configuration of 96 receivers and
52 shots (Figure 3) was used for the field seismic survey. The
receiver grid was 4 × 24, and the source grid was 4 × 13. The seis-
mic wavefields were generated by a propelled energy generator
(PEG, 40 kg model) as shown in Figure 7b, and simultaneously
recorded by 48 4.5 Hz vertical geophones in two stages. In stage
one, the 48 geophones were placed at the first half of the receiver
grid (the first two lines, 24 geophones each line) and 52 shots were
conducted for the entire source grid. In stage two, the 48 geophones
were placed at the second half of the receiver grid (the last two lines,
24 geophones each line), and 52 shots were repeated. The PEG gen-
erated the same impact load (the same drop weight and height), and
the trigger was attached to the impact plate to activate the seismo-
graph at the same time (the same delayed time in the recorded data)
for every shot location. The collected data from the two stages were

combined to produce 96-channel shot gathers. The recorded time
was 0.7 s with the sampling rate of 0.0005 s. Four standard pen-
etration tests (SPTs) were also conducted at a distance of 24 m on
each geophone line for verification of the seismic results.

Figure 9. Field experiment: spectral analysis of measured data for
one sample shot and one line of 24 geophones.

Figure 8. Field experiment: (a) measured data for
a sample shot and (b) corresponding spectrum.
Data are high-cut filtered to remove frequency
components of greater than 30 Hz.
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As an example, the measured data combined from the two stages
for the first shot are shown in Figure 8a. The data were high-cut
filtered to remove frequency components larger than 30 Hz.
Consistent wave magnitudes and propagation patterns are observed.
The corresponding frequency spectrum, whose central frequency is
approximately 22 Hz, is shown in Figure 8b.
For inversion analysis, issues associated with initial models, at-

tenuation of the measured data, and unknown impact forces (source
signatures) were addressed. An appropriate initial model is required
to avoid cycle skipping that produces inaccurate local solutions.
The initial model could be generated by using global inversion tech-
niques, such as the genetic algorithm (Tran and Hiltunen, 2012a) or
simulated annealing (Tran and Hiltunen, 2012b) on full-waveform
data. This approach likely produces the global solution but requires
significant computer time. Alternatively, from the synthetic study,
the 1D initial model of increasing wave velocities with depth was
sufficient to invert the profile with variable high- and low-velocity
layers. Such a 1D initial model was estimated via spectral analysis
of the measured data. Figure 9 shows the spectral image of the
measured data for one sample shot and one line of 24 geophones.
The Rayleigh-wave velocities VR were determined from 250 to
400 m∕s at the frequency range of 12–50 Hz. The VR at the surface
associated with high frequencies was known, approximately
250 m∕s. The half-space was assumed starting at the depth of a
half-maximum wavelength (0.5 × wavelength ¼ 0.5 × velocity∕
frequency ¼ 0.5 × 400∕12 ¼ 16.6 m) and having a constant VR

of 400 m∕s. Because VS is similar to Rayleigh-wave velocity,
the initial model was established having VS increasing with depth

from 250 m∕s at the surface to 400 m∕s at the bottom of the model
(Figure 10a). The depth of the model was assumed to be a half of the
longer dimension of the test configuration as 18 m (good signal
coverage). The value VP was calculated from VS, and we assumed

Figure 10. Field experiment: distribution of VS
and VP (m∕s): (a) initial model used at the begin-
ning of inversion and (b) final inverted models at
5–30 Hz.

Figure 11. Field experiment: estimated source signatures for all
52 shots. The estimated source signatures were obtained by decon-
volution of measured data with the Green’s function.
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a Poisson’s ratio of 1/3 for the entire medium, which was taken as
the middle value of the 1/4–1/2 range for typical soils. The mass
density was assumed as 1800 kg∕m3 for the whole medium and
kept constant during inversion.
To further avoid local solutions, the inversion analysis was done

in a sequence of increasing frequencies because lower frequency
data (large wavelengths) require fewer details in the initial models.
Two inversion runs were conducted for filtered data sets at two fre-
quency bandwidths: 5–20 and 5–30 Hz with central frequencies of
approximately 12 and 22 Hz, respectively. The first run at 5–20 Hz
began with the initial model shown in Figure 10a, and the second
run began with the inverted result of the first run.
Attenuation of the field data due to radiation damping (geometric

spreading) and material damping (anelasticity) must be accounted
in the waveform analysis (Groos et al., 2014). The geometric
spreading attenuation was already included in the 3D forward sim-
ulation, in which the field source impact was modeled as a concen-
trated dynamic load. To compensate for the attenuation due to
material damping, modeled waveform data (estimated data) were
adjusted by an offset-dependent correction factor of the form yðrÞ ¼
A · rα (Schäfer et al., 2012), where r is the source-receiver offset
and the factor A and exponent α were determined with an iterative

Figure 12. Field experiment: waveform compari-
son for a sample shot: (a) observed data and esti-
mated data associated with the initial model,
(b) observed data and estimated data associated
with the final inverted mode, (c) initial residual,
and (d) final residual.

Figure 13. Field experiment: normalized least-squares error versus
the inversion iteration number for both inversion runs at 5–20 and
5–30 Hz. The error defines the degree of match between the estimated
and observed waveforms during the inversion analysis. The error in-
creases at higher frequencies because the model is not yet appropriate
to produce the recorded wave propagation of shorter wavelengths.

Geotechnical site characterization with 3D FWI R397

D
ow

nl
oa

de
d 

08
/1

7/
18

 to
 1

28
.2

27
.1

13
.1

87
. R

ed
is

tri
bu

tio
n 

su
bj

ec
t t

o 
SE

G
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 T

er
m

s o
f U

se
 a

t h
ttp

://
lib

ra
ry

.se
g.

or
g/



least-squares inversion that minimizes the energy of the waveform
residuals. The correction factor represents an average attenuation
for the entire data set for all receivers and all shots.
For forward simulations, accurate source signatures are required.

If the source signatures are inaccurate, the estimated data could be
significantly off in phase and magnitude to those of the measured
data. This may lead to undesired local solutions and inversion
artifacts. The source estimation approach (Tran and Luke, 2017)
developed for a 2D FWI method was used herein. The estimated
source was obtained by deconvolution of the measured data with
the Green’s function, which were explicitly calculated by forward
simulation with an assumed source. The assumed source was a
Ricker wavelet having the same central frequency of analyzing data
(e.g., 12 or 22 Hz), unit magnitude, and a delayed time of 0.2 s. It is
noted that the magnitude and delayed time of the assumed source
are different from those of estimated source signatures. The source
signatures associated with the initial model for 52 shots are shown
in Figure 11. They are similar in phase and magnitude, showing the
consistency of the PEG source. Because the Green’s function was

changing during inversion due to the updated material properties VS

and VP, the estimated source signatures were determined (updated)
at the beginning of each inversion iteration.
The 18 × 36 × 9 m (depth × length × width) medium was di-

vided into 13,824 cells of 0.75 × 0.75 × 0.75 m. The cell size of
0.75 m was selected as a half of the smaller geophone spacing
(1.5 m), and it was used for both inversion runs. Similar to the syn-
thetic study, the optimal step length was determined for each iter-
ation to update the model. The VS and VP of the cells were updated
simultaneously, and both inversion runs stopped at 20 iterations.
The complete analysis took approximately 20 h on the same com-
puter used for the synthetic data analysis. The third inversion run
with higher frequency data at 5–40 Hz was also attempted, but the
least-squares error did not decrease. The inverted result was almost
the same as that of the run at 5–30 Hz, and it is not included in
this paper.
Figure 12 shows the waveform comparison for a sample shot.

The estimated waveforms associated with the initial model and final
inverted model are shown in Figure 12a and 12b, respectively, to-
gether with the observed data. The final inverted model produces a
better waveform match than the initial model. The observed and the
final estimated data in Figure 12b agree well, and no cycle skiping is
observed, suggesting that the 1D initial model was sufficent. Resid-
uals associated with the initial and final inverted models are shown
in Figure 12c and 12d, respectively, and the final residuals are
smaller than the initial residuals.
The normalized least-squares error for all 40 iterations of the two

inversion runs is shown in Figure 13. Unlike the synthetic study, the
error for field data only reduces by approximately 25% from the
first to the last iteration of the first run and it reduces less for
the second run because the selected initial model is closer to the
true profile than that of the synthetic case. The initial residuals
of the field data (Figure 12c) are much smaller than those of the
synthetic data (Figure 5c), thus it is more difficult to reduce. This
is also due to the material damping that could not be completely
addressed by the proposed offset-dependent correction and resulted
in discrepancy between measured and estimated data (remaining in
the final residuals).
The final inverted model for data at 5–30 Hz is shown in

Figure 10b. The VS profile consists of soft soil layers
(VS ∼ 100 − 300 m∕s) with embedded low-velocity zones at shal-
low depths, underlain by a stiffer weather limestone layer
(VS ∼ 400 − 500 m∕s). The VP profile is consistent with the VS

profile. For a better illustration of lateral variation, Figure 14 shows
VS profiles along four receiver lines at y ¼ 0, 3, 6, and 9 m, together
with the four SPT locations. Consistent variation of the soil layers
is observed along the y-direction.
A comparison between the initial and inverted VS profiles and

SPT N-values at four locations is shown in Figure 15. The SPTs
were conducted down to an approximately 21 m depth. The inverted
profiles are quite different from the initial profiles, particularly at the
low-velocity zones, suggesting that considerable VS was changed
during the inversion analysis. The seismic and SPT results are gen-
erally consistent. Both show softer materials from 0 to 5 m in depth,
linearly increasing stiffness with depth from 5 to 10 m in depth, and
stiffer materials at less than 10 m depth. Interestingly, the low-
velocity zone at approximately 5 m in depth identified by the 3D
FWI analysis is confirmed by the SPT results, particularly at SPT-3
and SPT-4.

Figure 14. Field experiment: inverted VS and SPT locations along
four receiver lines at y ¼ 0, 3, 6, and 9 m.
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CONCLUSION

A 3D FWI method is presented for geotechnical site characteri-
zation. The method is based on a solution of 3D elastic-wave
equations for forward modeling to simulate wave propagation
and a cross-adjoint gradient approach for model updating to extract
material property. Seismic wavefields are acquired from geophysi-
cal testing using sensors and sources located in uniform 2D grids on
the ground surface and then inverted for the extraction of 3D subsur-
face wave velocity structures. The method was applied to synthetic
and field data sets. The results from synthetic data set suggest
that the waveform analysis can characterize variable high- and low-
velocity subsurface layers. For the field data, VS and VP of 3D
variable soil layers are characterized. There also appears to be
good consistency between the VS and SPT N-values, including

the identification of a buried low-velocity zone.
In addition, the 3D FWI method is computation-
ally practical; the presented results were all ob-
tained within 20 h on a standard desktop computer.
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