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ABSTRACT

We introduce a new sub-linear space sketch—the Weight-Median

Sketch—for learning compressed linear classi�ers over data streams

while supporting the e�cient recovery of large-magnitude weights

in the model. This enables memory-limited execution of several

statistical analyses over streams, including online feature selec-

tion, streaming data explanation, relative deltoid detection, and

streaming estimation of pointwise mutual information. Unlike re-

lated sketches that capture the most frequently-occurring features

(or items) in a data stream, the Weight-Median Sketch captures

the features that are most discriminative of one stream (or class)

compared to another. The Weight-Median Sketch adopts the core

data structure used in the Count-Sketch, but, instead of sketching

counts, it captures sketched gradient updates to the model param-

eters. We provide a theoretical analysis that establishes recovery

guarantees for batch and online learning, and demonstrate empiri-

cal improvements in memory-accuracy trade-o�s over alternative

memory-budgeted methods, including count-based sketches and

feature hashing.
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1 INTRODUCTION

With the rapid growth of streaming data volumes, memory-e�cient

sketches are an increasingly important tool in analytics tasks such

as� nding frequent items [10, 15, 41, 52], estimating quantiles [26,

45], and approximating the number of distinct items [24]. Sketching

algorithms trade o� between space utilization and approximation

accuracy, and are therefore well suited to settings where mem-

ory is scarce or where highly-accurate estimation is not essential.

For example, sketches are used in measuring tra�c statistics on

resource-constrained network switch hardware [74] and in pro-

cessing approximate aggregate queries in sensor networks [12].

Moreover, even in commodity server environments where memory

is more plentiful, sketches are useful as a lightweight means to per-

form approximate analyses like identifying frequent search queries

or URLs within a broader stream processing pipeline [6].
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Figure 1: Overview of our approach, where online updates

are applied to a sketched (i.e., compressed) classi�er from

which estimates of the largest weights can be retrieved.

Machine learning is applicable in many of the same resource-

constrained deployment scenarios as existing sketching algorithms.

With the widespread adoption of mobile devices, wearable elec-

tronics, and smart home appliances, there is increasing interest in

memory-constrained learning, where statistical models on these

devices are updated on-the-�y in response to locally-observed data

[36, 44, 49, 62]. These online updates allow ML-enabled systems

to adapt to individual users or local environments. For example,

language models on mobile devices can be personalized in order to

improve the accuracy of speech recognition systems [49], mobile

facial recognition systems can be updated based on user supervi-

sion [36], packet� lters on network routers can be incrementally

improved [18, 67], and human activity classi�ers can be tailored to

individual motion patterns for more accurate classi�cation [44, 75].

Online learning in memory-constrained environments is partic-

ularly challenging in high-dimensional feature spaces. For example,

consider a spam classi�er on text data that is continually updated

as new messages are observed and labeled as spam or not spam.

The memory cost of retaining n-gram features grows rapidly as

new token combinations are observed in the stream. In an experi-

ment involving an ⇠80M token newswire dataset [11], we recorded

⇠47M unique word pairs that co-occur within 5-word spans of text.

Disregarding the space required to store strings, maintaining inte-

ger vocabulary indexes and 32-bit� oating point weights for each

of these features would require approximately 560MB of memory.

Thus, the memory footprint of classi�ers over high-dimensional

streaming data can quickly exceed the memory constraints of many

deployment environments. Moreover, it is not su�cient to simply

apply existing sketches for identifying frequently-occurring fea-

tures, since the features that occur most often are not necessarily

the most discriminative.

In this work, we develop a new sketching algorithm that targets

ML applications in these memory-constrained settings. Building

on prior work on sketching for identifying frequent items, we

introduce theWeight-Median Sketch (WM-Sketch) for learning com-

pressed linear classi�ers over data streams. Figure 1 illustrates the

high-level approach: we� rst allocate a� xed region of memory as

the sketch data structure, and as new examples are observed in the

stream, the weights stored in this structure are updated via gradi-

ent descent on a given loss function. In contrast to previous work

that employs the “hashing trick” to reduce the memory footprint
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of a classi�er [60, 69], the WM-Sketch supports the approximate

recovery of the most heavily-weighted features in the classi�er:

at any time, we can e�ciently return a list of the top-K features

along with estimates of their weights in an uncompressed classi�er

trained over the same sequence of examples.

The ability to retrieve heavily-weighted features from the WM-

Sketch confers several bene�ts. First, the sketch provides a classi�er

with low memory footprint that retains a degree of model inter-

pretability. This is often practically important as understanding

which features are most in�uential in making predictions is rele-

vant to feature selection [76], model debugging, issues of fairness

in ML systems [13], and human perceptions of model trustworthi-

ness [55]. Second, the ability to retrieve heavily-weighted features

enables the execution of a range of analytics workloads that can

be formulated as classi�cation problems over streaming data. In

this paper, we demonstrate the e�ectiveness of the WM-Sketch

in three such applications: (i) streaming data explanation [3, 51],

(ii) detecting large relative di�erences between data streams (i.e.,

detecting relative deltoids) [16] and (iii) streaming identi�cation of

highly-correlated pairs of features via pointwise mutual informa-

tion [22]. The WM-Sketch is able to perform these analyses while

using far less memory than uncompressed classi�ers.

The key intuition behind theWM-Sketch is that by randomly pro-

jecting the gradient updates to a linear classi�er, we can incremen-

tally maintain a compressed version of the true, high-dimensional

model. By choosing this random projection appropriately, we can

support e�cient approximate recovery of the model weights. In par-

ticular, the WM-Sketch maintains a Count-Sketch projection [10]

of the weight vector of the linear classi�er. However, unlike Heavy

Hitters sketches that simply increment or decrement counters, the

WM-Sketch updates its state using online gradient descent [29].

Since these updates themselves depend on the current weight es-

timates, a careful analysis is needed to ensure that the estimated

weights do not diverge from the true (uncompressed) model param-

eters over the course of multiple online updates.

We analyze the WM-Sketch both theoretically and empirically.

Theoretically, we provide guarantees on the approximation error

of these weight estimates, showing that it is possible to accurately

recover large-magnitude weights using space sub-linear in the fea-

ture dimension. We describe an optimized variant, the Active-Set

Weight-Median Sketch (AWM-Sketch) that outperforms alterna-

tive memory-constrained algorithms in experiments on benchmark

datasets. For example, on the standard Reuters RCV1 binary classi-

�cation benchmark, the AWM-Sketch recovers the most heavily-

weighted features in the model with 4⇥ better approximation error

than a frequent-features baseline using the Space Saving algorithm

[52] and 10⇥ better than a naïve weight truncation baseline, while

using the same amount of memory. Moreover, we demonstrate that

the additional interpretability of the AWM-Sketch does not come at

the cost of reduced classi�cation accuracy: empirically, the AWM-

Sketch in fact improves on the classi�cation accuracy of feature

hashing, which does not support weight recovery.

To summarize, we make the following contributions in this work:

• We introduce the Weight-Median Sketch, a new sketch for

learning linear classi�ers over data streams that supports

approximate retrieval of the most heavily-weighted features.

• We provide a theoretical analysis that provides guarantees

on the accuracy of the WM-Sketch estimates. In particular,

we show that for feature dimension d and with success prob-

ability 1� � , we can learn a compressed model of dimension

O
⇣

��4 log3 (d/� )
⌘

that supports approximate recovery of the

optimal weight vector w⇤, where the absolute error of each
weight is bounded above by � kw⇤k1.
• We empirically demonstrate that the optimized AWM-Sketch

outperforms several alternativemethods in terms ofmemory-

accuracy trade-o�s across a range of real-world datasets.1

The full version of this paper with extended proofs of our theoretical

results is available at https://arxiv.org/abs/1711.02305.

2 RELATED WORK

Heavy Hitters in Data Streams. Given a sequence of items, the

heavy hitters problem is to return the set of all items whose fre-

quency exceeds a speci�ed fraction of the total number of items.

Algorithms for� nding frequent items include counter-based ap-

proaches [20, 37, 47, 52], quantile algorithms [26, 61], and sketch-

based methods [10, 15]. Mirylenka et al. [54] develop streaming

algorithms for�nding conditional heavy hitters, i.e. items that are

frequent in the context of a separate “parent” item. Our proposed

sketch builds on the Count-Sketch [10], which was originally in-

troduced for identifying frequent items. In Sec. 4, we show how

frequency estimation can in fact be related to the problem of esti-

mating classi�er weights.

CharacterizingChanges inData Streams. Cormode andMuthukr-

ishnan [16] propose a Count-Min-based algorithm for identifying

items whose frequencies change signi�cantly, while Schweller et al.

[57] propose the use of reversible hashes to avoid storing key infor-

mation. In order to explain anomalous tra�c� ows, Brauckho� et al.

[7] use histogram-based detectors and association rules to detect

large absolute di�erences. In our network monitoring application

(Sec. 8), we focus instead on detecting large relative di�erences, a

problem which has previously been found to be challenging [16].

Resource-Constrained and On-Device Learning. In contrast

to federated learning, where the goal is to learn a global model

on distributed data [38] or to enforce global regularization on a

collection of local models [62], our focus is on memory-constrained

learning on a single device without communication over a network.

Gupta et al. [27] and Kumar et al. [39] perform inference with

small-space classi�ers on IoT devices, whereas we focus on online

learning. Unlike budget kernel methods that aim the reduce the

number of stored examplars [17, 19], our methods instead reduce

the dimensionality of feature vectors. Our work also di�ers from

model compression or distillation [2, 8, 31], which aims to imitate a

large, expensive model using a smaller one with lower memory and

computation costs—in our setting, the full uncompressed model is

never instantiated and the compressed model is learned directly.

Sparsity-Inducing Regularization. `1-regularization is a stan-

dard technique for encouraging parameter sparsity in online learn-

ing [21, 40, 71]. In practice, it is di�cult to a priori select an `1-

regularization strength in order to satisfy a given sparsity budget.

1Our implementations of the WM-Sketch, AWM-Sketch and the baselines evaluated
in our experiments are available at https://github.com/stanford-futuredata/wmsketch.
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It may not be possible to precisely represent each entry2 of the vec-

tor w⇤ within a memory budget that is much less than the cost

of representing a general vector in Rd . In particular, w⇤ may be

a dense vector. Thus, it may not be possible to represent w⇤ in a

memory-constrained setting, and in practical applications this is

particularly problematic when the dimension d is large.

For a� xed memory budget B, our goal is to obtain a summary

z that uses space at most B from which we are able to estimate

the value of each entry of the optimal classi�er w⇤. We formalize

this problem as the Weight Estimation Problem, which we make

precise in the following section. In addition to supporting weight

estimation, a secondary goal is to be able to use the summary z to

perform classi�cation on data points x via some inference function

f , i.e. �̂ = f (z,x). We would like to classify data points using the

summary without too much additional error compared to w⇤.

4.1 The Weight Estimation Problem

In this section, we formalize the problem of estimating the weights

of the optimal classi�er w⇤ from a compact summary. To facilitate

the presentation of this problem and to build intuition, we highlight

the connection between our goal of weight estimation and previous

work on the approximate recovery of frequency estimates from

compressed count vectors. To this end, we formalize a general

problem setup that subsumes both the approximate recovery of

frequencies and the approximate recovery of weights in linear

classi�ers as special cases.

The �-approximate frequency estimation problem can be de�ned

as follows:

De�nition 2. [14] (�-Approximate Frequency Estimation) Given

a sequence of T items, each drawn from the set [d], let �i denote

the count of the number of times item i is seen over the stream.

The �-approximate frequency estimation problem is to return, for

any i 2 [d], a value �̂i such that |�̂i ��i |  �T .

The frequency estimation problem commonly appears in the

context of� nding heavy hitters—i.e., items whose frequencies ex-

ceed a given threshold �T . Given an algorithm that solves the

�-approximate frequency estimation problem, we can then� nd all

heavy hitters (possibly with false positives) by returning all items

with estimated frequency above (� � � )T .
We now de�ne an analogous setup for online convex optimiza-

tion problems that formalizes our goal of weight recovery from

summarized classi�ers:

De�nition 3. ((� ,p)-Approximate Weight Estimation for Convex

Functions) Given a sequence of T convex functions Lt : X ! R
over a convex domain X ✓ Rd , let w⇤ B argminw

PT
t=1 Lt (w).

The (� ,p)-approximate weight estimation problem is to return, for

any i 2 [d], a value ŵi such that |ŵi � (w⇤)i |  � kw⇤kp .

Note that frequency estimation (De�nition 2) can be viewed as a

special case of this problem. Set Lt (w) = �wT xt , where (xt )i = 1

if item i is observed at time t and 0 otherwise (assume that only

one item is observed at each t ), de�ne x1:T B
PT
t=1 xt , and let

X = {w : kwk2  kx1:T k2}. Then w⇤ = x1:T , and we note that

2For example, storing each nonzero entry as a single-precision� oating point number.

kw⇤k1 = T . Thus, the frequency estimation problem is an instance

of the (� ,1)-approximate weight estimation problem.

Weight Estimation for Linear Classi�ers. We now specialize

to the case of online learning for linear classi�ers. De�ne the losses

Lt as:

Lt (w) = `
⇣

�tw
T xt
⌘

+

�

2
kwk22 , (1)

where ` is a convex, di�erentiable function, (xt ,�t ) is the exam-

ple observed at time t , and � > 0 controls the strength of `2-

regularization. The choice of ` de�nes the linear classi�cationmodel

to be used. For example, the logistic loss `(� ) = log(1 + exp(�� ))
de�nes logistic regression, and smoothed versions of the hinge loss

`(� ) = max{0,1 � � } de�ne close relatives of linear support vector
machines.

To summarize, for each time step, we wish to maintain a compact

summary zt that allows us to estimate each weight in the optimal

classi�er w⇤ over all the examples seen so far in the stream. In the

following sections, we describe a method for maintaining such a

summary and provide theoretical guarantees on the accuracy of

the recovered weights.

5 FINDING HEAVILY-WEIGHTED FEATURES

In this section, we describe our proposed method, the Weight-

Median Sketch (WM-Sketch), along with a simple variant, the

Active-Set Weight-Median Sketch (AWM-Sketch), that empirically

improves on the basic WM-Sketch in both classi�cation and recov-

ery accuracy.

5.1 Weight-Median Sketch

The main data structure in the WM-Sketch is identical to that used

in the Count-Sketch. The sketch is parameterized by size k , depth

s , and width k/s . We initialize the sketch with a size-k array set

to zero. For a given depth s , we view this array as being arranged

in s rows, each of width k/s (assume that k is a multiple of s). We

denote this array as z, and equivalently view it as a vector in Rk .

The high-level idea is that each row of the sketch is a compressed

version of the model weight vector w 2 Rd , where each index

i 2 [d] is mapped to some assigned bucket j 2 [k/s]. Since k/s ⌧ d ,

there will be many collisions between these weights; therefore, we

maintain s rows—each with di�erent assignments of features to

buckets—in order to disambiguate weights.

Hashing Features to Buckets. In order to avoid explicitly storing

the mapping from features to buckets, which would require space

linear in d , we implement the mapping using hash functions as in

the Count-Sketch. For each row j 2 [s], we maintain a pair of hash

functions, hj : [d]! [k/s] and �j : [d]! { �1,+1}. Let the matrix

A 2 { �1,+1}k⇥d denote the Count-Sketch projection implicitly

represented by the hash functions hj and �j , and let R be a scaled

version of this projection, R = 1p
s
A. We use the projection R to

compress feature vectors and update the sketch.

Updates. We update the sketch by performing gradient descent

updates directly on the compressed classi�er z. We compute gradi-

ents on a “compressed” version L̂t of the regularized loss Lt de�ned

in Eq. 1:

L̂t (z) = `
⇣

�t z
T Rxt

⌘

+

�

2
kzk22 .

Research 8: Spatial Data & Streams SIGMOD’18, June 10-15, 2018, Houston, TX, USA

760



Algorithm 1:Weight-Median (WM) Sketch

input: size k , depth s , loss function `, `2-regularization
parameter �, learning rate schedule �t

initialization
z s ⇥ k/s array of zeroes

Sample R, a Count-Sketch matrix scaled by 1p
s

t  0
function Update(x, �)

�  zT Rx . Prediction for x
z (1 � ��t )z � �t�r` (�� ) Rx
t  t + 1

function Query(i)
return output of Count-Sketch retrieval on

p
sz

This yields the following update to z:

∆̂t B ��trL̂t (z) = ��t
⇣

�tr`(�t zT Rxt )Rxt + �z
⌘

.

To build intuition, it is helpful to compare this update to the

Count-Sketch update rule [10]. In the frequent items setting, the

input xt is a one-hot encoding for the item seen in that time step.

The update to the Count-Sketch state zcs is the following:

∆̃
cs
t = Axt ,

where A is de�ned identically as above. Ignoring the regularization

term, our update rule is simply the Count-Sketch update scaled

by the constant ��t�t s�1/2r`(�t zT Rxt ). However, an important

detail to note is that the Count-Sketch update is independent of the

sketch state zcs, whereas the WM-Sketch update does depend on

z. This cyclical dependency between the state and state updates is

the main challenge in our analysis of the WM-Sketch.

Queries. To obtain an estimate ŵi of the ith weight, we return the

median of the values {
p
s�j (i )zj,hj (i ) : j 2 [s]}. Save for the

p
s

factor, this is identical to the query procedure for the Count-Sketch.

We summarize the update and query procedures for the WM-

Sketch in Algorithm 1. In the next section, we show how the sketch

size k and depth s parameters can be chosen to satisfy an � approx-

imation guarantee with failure probability � over the randomness

in the sketch matrix.

E�cient Regularization. A naïve implementation of `2 regular-

ization on z that scales each entry in z by (1��t�) in each iteration

incurs an update cost of O (k + s · nnz(x)). This masks the com-

putational gains that can be realized when x is sparse. Here, we

use a standard trick [58]: we maintain a global scale parameter

� that scales the sketch values z. Initially, � = 1 and we update

�  (1 � �t�)� to implement weight decay over the entire fea-

ture vector. Our weight estimates are therefore additionally scaled

by � : ŵi = median
(p

s��j (i )zj,hj (i ) : j 2 [s]
)
. This optimization

reduces the update cost from O (k + s · nnz(x)) to O (s · nnz(x)).

5.2 Active-Set Weight-Median Sketch

We now describe a simple, heuristic extension to the WM-Sketch

that signi�cantly improves the recovery accuracy of the sketch in

practice. We refer to this variant as the Active-Set Weight-Median

Sketch (AWM-Sketch).

Algorithm 2: Active-Set Weight-Median (AWM) Sketch

initialization
S  {} . Empty heap
z s ⇥ k/s array of zeroes

Sample R, a Count-Sketch matrix scaled by 1p
s

t  0
function Update(x, �)

xs  {xi : i 2 S } . Features in heap
xwm  {xi : i < S } . Features in sketch

�  
P

i 2S S[i] · xi + z
T Rxwm . Prediction for x

S  (1 � ��t )S � �t�r`(�� )xs . Heap update
z (1 � ��t )z . Apply regularization
for i < S do
. Either update i in sketch or move to heap
w̃  Query(i) � �t�xir`(�� )
imin  argminj ( |S[j]|)

if |w̃ | > |S[imin]| then
Remove imin from S

Add i to S with weight w̃
Update imin in sketch with S[imin] � Query(imin)

else
Update i in sketch with �t�xir`(�� )

t  t + 1

To e�ciently track the top elements across sketch updates, we

can use a min-heap ordered by the absolute value of the esti-

mated weights. This technique is also used alongside heavy-hitters

sketches to identify the most frequent items in the stream [10]. In

the basic WM-Sketch, the heap merely functions as a mechanism

to passively maintain the heaviest weights. This baseline scheme

can be improved by noting that weights that are already stored in

the heap need not be tracked in the sketch; instead, the sketch can

be updated lazily only when the weight is evicted from the heap.

This heuristic has previously been used in the context of improving

count estimates derived from a Count-Min Sketch [56]. The intu-

ition here is the following: since we are already maintaining a heap

of heavy items, we can utilize this structure to reduce error in the

sketch as a result of collisions with heavy items.

The heap can be thought of as an “active set” of high-magnitude

weights, while the sketch estimates the contribution of the tail of the

weight vector. Since the weights in the heap are represented exactly,

this active set heuristic should intuitively yield better estimates of

the heavily-weighted features in the model.

As a general note, similar coarse-to-�ne approximation schemes

have been proposed in other online learning settings. A similar

scheme for memory-constrained sparse linear regression was ana-

lyzed by Steinhardt and Duchi [64]. Their algorithm similarly uses

a Count-Sketch for approximating weights, but in a di�erent setting

(K-sparse linear regression) and with a di�erent update policy for

the active set.

6 THEORETICAL ANALYSIS

We derive bounds on the recovery error achieved by theWM-Sketch

for given settings of the size k and depth s . The main challenge in

our analysis is that the updates to the sketch depend on gradient

estimates which in turn depend on the state of the sketch. This
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re�exive dependence makes it di�cult to straightforwardly trans-

plant the standard analysis for the Count-Sketch to our setting.

Instead, we turn to ideas drawn from norm-preserving random

projections and online convex optimization.

In this section, we begin with an analysis of recovery error in

the batch setting, where we are given access to a� xed dataset of

size T consisting of the�rst T examples observed in the stream

and are allowed multiple passes over the data. Subsequently, we

use this result to show guarantees in a restricted online case where

we are only allowed a single pass through the data, but with the

assumption that the order of the data is not chosen adversarially.

6.1 Batch Setting

First, we brie�y outline the main ideas in our analysis. With high

probability, we can sample a random projection to dimension k ⌧
d that satis�es the JL norm preservation property (De�nition 1).

We use this property to show that for any� xed dataset of size T ,

optimizing a projected version of the objective yields a solution

that is close to the projection of the minimizer of the original, high-

dimensional objective. Since our speci�c construction of the JL

projection is also a Count-Sketch projection, we can make use of

existing error bounds for Count-Sketch estimates to bound the error

of our recovered weight estimates.

Let R 2 Rk⇥d denote the scaled Count-Sketch matrix de�ned in

Sec. 5.1. This is the hashing-based sparse JL projection proposed by

Kane and Nelson [35]. We consider the following pair of objectives

de�ned over theT observed examples—the� rst de�nes the problem

in the original space and the second de�nes the corresponding

problem where the learner observes sketched examples (Rxt ,�t ):

L(w) =
1

T

T
X

t=1

`

⇣

�tw
T xt
⌘

+

�

2
kwk22 ,

L̂(z) =
1

T

T
X

t=1

`

⇣

�t z
T Rxt

⌘

+

�

2
kzk22 .

Suppose we optimized these objectives over w 2 Rd and z 2 Rk
respectively to obtain solutions w⇤ = argminw L(w) and z⇤ =
argminz L̂(z). How then does w⇤ relate to z⇤ given our choice of

sketching matrix R and regularization parameter �? Intuitively,

if we stored all the data observed up to time T and optimized z

over this dataset, we should hope that the optimal solution z⇤ is
close to Rw⇤, the sketch of w⇤, in order to have any chance of

recovering the largest weights of w⇤. We show that in this batch

setting, kz⇤ � Rw⇤k2 is indeed small; we then use this property to

show element-wise error guarantees for the Count-Sketch recovery

process. We now state our result for the batch setting:

T������1. Let the loss function ` be �-strongly smooth3 (w.r.t.

k · k2) and maxt kxt k1 = � . For� xed constants C1,C2 > 0, let:

k =
⇣

C1/�
4
⌘

log3 (d/� )max
(
1,�2� 4/�2

)
,

s =
⇣

C2/�
2
⌘

log2 (d/� )max
(
1,�� 2/�

)
.

3A function f : X ! R is � -strongly smooth w.r.t. a norm k · k if f is everywhere
di�erentiable and if for all x, y we have:

f (y)  f (x) + (y � x)T rf (x) +
�

2
ky � xk2 .

Let w⇤ be the minimizer of the original objective function L(w) and

west be the estimate of w⇤ returned by performing Count-Sketch

recovery on the minimizer z⇤ of the projected objective function L̂(z).
Then with probability 1 � � over the choice of R,

kw⇤ �westk1  � kw⇤k1.

We note that for standard loss functions such as the logistic loss

and the smoothed hinge loss, we have smoothness parameter � = 1.

Moreover, we can assume that input vectors are normalized so that

kxt k1 = 1, and that typically � < 1. Given these parameter choices,

we can obtain simpler expressions for the sketch size k and sketch

depth s:

k = O
⇣

��4��2 log3 (d/� )
⌘

,

s = O
⇣

��2��1 log2 (d/� )
⌘

.

We defer the full proof of the theorem to Appendix A.1. We now

highlight some salient properties of this recovery result:

Sub-linear Dimensionality Dependence. Theorem 1 implies

that we can achieve error bounded by � kw⇤k1 with a sketch of size

only polylogarithmic in the feature dimension d—this implies that

memory-e�cient learning and recovery is possible in the large-d

regime that we are interested in. Importantly, the sketch size k is

independent of the number of observed examples T—this is crucial

since our applications involve learning over data streams of possibly

unbounded length.

Update Time. Recall that the WM-Sketch can be updated in time

O (s · nnz(x)) for a given input vector x. Thus, the sketch supports

an update time of O (��2��1 log2 (d/� ) · nnz(x)) in each iteration.

`2-Regularization. k and s scale inversely with the strength of

`2 regularization: this is intuitive because additional regularization

will shrink bothw⇤ and z⇤ towards zero. We observe this inverse re-

lationship between recovery error and `2 regularization in practice

(see Figure 3).

Input Sparsity. The recovery error depends on the maximum `1-

norm� of the data points xt , and the bound is most optimistic when

� is small. Across all of the applications we consider in Sections 7

and 8, the data points are sparse with small `1-norm, and hence the

bound is meaningful across a number of real-world settings.

Weight Sparsity. The per-parameter recovery error in Theorem 1

is bounded above by a multiple of the `1-norm of the optimal

weights w⇤ for the uncompressed problem. This supports the in-

tuition that sparse solutions with small `1-norm should be more

easily recovered. In practice, we can augment the objective with

an additional kwk1 (resp. kzk1) term to induce sparsity; this corre-

sponds to elastic net-style composite `1/`2 regularization on the

parameters of the model [79].

Comparison with Frequency Estimation. We can compare our

guarantees for weight estimation in linear classi�ers with existing

guarantees for frequency estimation. The Count-Sketch requires

Θ(��2 log(d/� )) space and Θ(log(d/� )) update time to obtain fre-

quency estimates vcs with error kv � vcsk1  � kvk2, where v

is the true frequency vector (Lemma 1). The Count-Min Sketch

uses Θ
⇣

��1 log(d/� )
⌘

space and Θ(log(d/� )) update time to ob-

tain frequency estimates vcm with error kv � vcmk1  � kvk1 [15].
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Thus, our analysis yields guarantees of a similar form to bounds

for frequency estimation in this more general framework, but with

somewhat worse polynomial dependence on 1/� and log(d/� ), and

additional 1/� dependence in the update time.

6.2 Online Setting

We now provide guarantees for WM-Sketch in the online setting.

We make two small modi�cations to WM-Sketch for the conve-

nience of analysis. First, we assume that the iterate zt is projected

onto a `2 ball of radius D at every step. Second, we also assume

that we perform the� nal Count-Sketch recovery on the average

z̄ = 1
T

PT
i=1 zt of the weight vectors, instead of on the current iter-

ate zt . While using this averaged sketch is useful for the analysis,

maintaining a duplicate data structure in practice for the purpose

of accumulating the average would double the space cost of our

method. Therefore, in our implementation of the WM-Sketch, we

simply maintain the current iterate zt . As we show in the next

section this approach achieves good performance on real-world

datasets, in particular when combined with the active set heuristic.

Our guarantee holds in expectation over uniformly random per-

mutations of {(x1,�1), . . . , (xT ,�T )}. In other words, we achieve

low recovery error on average over all orderings in which the T

data points could have been presented. We believe this condition

is necessary to avoid worst-case adversarial orderings of the data

points—since the WM-Sketch update at any time step depends on

the state of the sketch itself, adversarial orderings can potentially

lead to high error accumulation.

T������2. Let the loss function ` be �-strongly smooth (w.r.t.

k · k2), and have its derivative bounded by H . Assume kxt k2 
1,maxt kxt k1 = � , kw⇤k2  D2 and kw⇤k1  D1. Let G be a

bound on the `2 norm of the gradient at any time step t , in our case

G  H (1 + �� ) + �D. For� xed constants C1,C2,C3 > 0, let:

k =
⇣

C1/�
4
⌘

log3 (d/� )max
(
1,�2� 4/�2

)
,

s =
⇣

C2/�
2
⌘

log2 (d/� )max
(
1,�� 2/�

)
,

T � (C3/�
4)� log2 (d/� )max{1,�� 2/�},

where � = (1/�2) (D2/ kw⇤k1)2 (G + (1 + �� )H )2. Let w⇤ be the

minimizer of the original objective function L(w) and wwm be the

estimate w⇤ returned by the WM-Sketch algorithm with averaging

and projection on the `2 ball with radius D = (D2 + �D1). Then with

probability 1 � � over the choice of R,

E[kw⇤ �wwmk1]  � kw⇤k1,
where the expectation is taken with respect to uniformly sampling a

permutation in which the samples are received.

Theorem 2 shows that in this restricted online setting, we achieve

a bound with the same scaling of the sketch parameters k and s

as the batch setting (Theorem 1). Again, we defer the full proof to

Appendix A.2.

Intuitively, it seems reasonable to expect that we would need an

“average case” ordering of the stream in order to obtain a similar

recovery guarantee to the batch setting. An adversarial, worst-case

ordering of the examples could be one where all the negatively-

labeled examples are� rst presented, followed by all the positively-

labeled examples. In such a setting, it appears implausible that a

Dataset # Examples # Features Space (MB)

Reuters RCV1 6.77 ⇥ 105 4.72 ⇥ 104 0.4

Malicious URLs 2.40 ⇥ 106 3.23 ⇥ 106 25.8

KDD Cup Algebra 8.41 ⇥ 106 2.02 ⇥ 107 161.8

Senate/House Spend. 4.08 ⇥ 107 5.14 ⇥ 105 4.2

Packet Trace 1.86 ⇥ 107 1.26 ⇥ 105 1.0

Newswire 2.06 ⇥ 109 4.69 ⇥ 107 375.2

Table 1: Summary of benchmark datasets with the space cost

of representing full weight vectors and feature identi�ers

using 32-bit values. The� rst set of three consists of standard

binary classi�cation datasets used in Sec. 7; the second set

consists of datasets speci�c to the applications in Sec. 8.

single-pass online algorithm should be able to accurately estimate

the weights obtained by a batch algorithm that is allowed multiple

passes over the data.

7 EMPIRICAL EVALUATION

In this section, we evaluate the Weight-Median Sketch on three

standard binary classi�cation datasets. Our goal here is to com-

pare the WM-Sketch and AWM-Sketch against alternative limited-

memory methods in terms of (1) recovery error in the estimated

top-K weights, (2) classi�cation error rate, and (3) runtime perfor-

mance. In the next section, we explore speci�c applications of the

WM-Sketch in stream processing tasks.

7.1 Datasets and Experimental Setup

We evaluated our proposed sketches on several standard benchmark

datasets as well as in the context of speci�c streaming applications.

Table 1 lists summary statistics for these datasets.

Classi�cation Datasets. We evaluate the recovery error on `2-

regularized online logistic regression trained on three standard

binary classi�cation datasets: Reuters RCV1 [43], malicious URL

identi�cation [46], and the Algebra dataset from the KDDCup 2010

large-scale data mining competition [63, 73]. We use the standard

training split for each dataset except for the RCV1 dataset, where we

use the larger “test” split as is common in experimental evaluations

using this dataset [25].

For each dataset, we make a single pass through the set of ex-

amples. Across all our experiments, we use an initial learning rate

�0 = 0.1 and � 2 {10�3,10�4,10�5,10�6}. We used the following

set of space constraints: 2KB, 4KB, 8KB, 16KB and 32KB. For each

setting of the space budget and for each method, we evaluate a

range of con�gurations compatible with that space constraint; for

example, for evaluating the WM-Sketch, this corresponds to vary-

ing the space allocated to the heap and the sketch, as well as trading

o� between the sketch depth s and the width k/s . For each setting,

we run 10 independent trials with distinct random seeds; our plots

show medians and the range between the worst and best run.

Memory CostModel. In our experiments, we control for memory

usage and con�gure each method to satisfy the given space con-

straints using the following cost model: we charge 4B of memory

utilization for each feature identi�er, feature weight, and auxiliary

weight (e.g., random keys in Algorithm 4 or counts in the Space

Saving baseline) used. For example, a simple truncation instance
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The classi�cation problem is set up as follows: in each itera-

tion t , with probability 0.5 sample a bigram (u,� ) from the bi-

gram distribution p (u,� ) and set �t = +1; with probability 0.5

sample (u,� ) from the unigram product distribution p (u)p (� ) and

set �t = �1. The input xt is the 1-sparse vector where the index
corresponding to (u,� ) is set to 1. We train a logistic regression

model to discriminate between the true and synthetic samples. If

� = 0, the model asymptotically converges to the distribution

p̂ (� = 1 | (u,� )) = f (wu� ) = p (u,� )/ (p (u,� ) + p (u)p (� )) for

all pairs (u,� ), where f is the logistic function. It follows that

wu� = log(p (u,� )/p (u)p (� )), which is exactly the PMI of (u,� ).

If � > 0, we obtain an estimate that is biased, but with reduced

variance in the estimates for rare bigrams.

Experimental Setup. We train on a subset of a standard newswire

corpus [11]; the subset contains 77.7M tokens, 605K unique uni-

grams and 47M unique bigrams over a sliding window of size 6. In

our implementation, we approximate sampling from the unigram

distribution by sampling from a reservoir sample of tokens [34, 48].

We estimated weights using the AWM-Sketch with heap size 1024

and depth 1; the reservoir size was� xed at 4000. We make a sin-

gle pass through the dataset and generate 5 negative samples for

every true sample. Strings were� rst hashed to 32-bit values using

MurmurHash3;7 these identi�ers were hashed again to obtain sketch

bucket indices.

Results. For width settings up to 216, our implementation’s total

memory usage was at most 1.4MB. In this regime, memory usage

was dominated by the storage of strings in the heap and the un-

igram reservoir. For comparison, the standard approach to PMI

estimation requires 188MB of space to store exact 32-bit counts for

all bigrams, excluding the space required for storing strings or the

token indices corresponding to each count. In Table 3, we show sam-

ple pairs retrieved by our method; the PMI values estimated from

exact counts are well-estimated by the classi�er weights. In Fig. 11,

we show that at small widths, the high collision rate results in the

retrieval of noisy, low-PMI pairs; as the width increases, we retrieve

higher-PMI pairs which typically occur with lower frequency. Fur-

ther, regularization helps discard low-frequency pairs but can result

in the model missing out on high-PMI but less-frequent pairs.

9 DISCUSSION

Active Set vs. Multiple Hashing. In the basic WM-Sketch, multi-

ple hashing is needed in order to disambiguate features that collide

in a heavy bucket; we should expect that features with truly high

weight should correspond to large values in the majority of buckets

that they hash to. The active set approach uses a di�erent mech-

anism for disambiguation. Suppose that all the features that hash

to a heavy bucket are added to the active set; we should expect

that the weights for those features that were erroneously added

will eventually decay (due to `2-regularization) to the point that

they are evicted from the active set. Simultaneously, the truly high-

weight features are retained in the active set. The AWM-Sketch can

therefore be interpreted as a variant of feature hashing where the

highest-weighted features are not hashed.

7https://github.com/aappleby/smhasher/wiki/MurmurHash3

The Cost of Interpretability. A surprising� nding in our evalu-

ation on standard binary classi�cation datasets was that the AWM-

Sketch consistently improved on the classi�cation accuracy of fea-

ture hashing. We hypothesize that the observed gains are due to

reduced collisions with heavily-weighted features. Notably, we are

able to improve model interpretability by identifying important

features without sacri�cing any classi�cation accuracy.

Per-Feature Learning Rates. In previous work on online learn-

ing applications, practitioners have found that the per-feature learn-

ing rates can signi�cantly improve classi�cation performance [50].

An open question is whether variable learning rate across features

is worth the associated memory cost in the streaming setting.

Multiclass Classi�cation. The WM-Sketch be extended to the

multiclass setting using the following simple extension. GivenM

output classes, maintainM copies of the WM-Sketch. In order to

predict the output, we evaluate the output on each copy and return

the maximum. For large M , for instance in language modeling

applications, this procedure can be computationally expensive since

update time scales linearly with M . In this regime, we can apply

noise contrastive estimation [28]—a standard reduction to binary

classi�cation—to learn the model parameters.

10 CONCLUSIONS

In this paper, we introduced the Weight-Median Sketch for the

problem of identifying heavily-weighted features in linear clas-

si�ers over streaming data. We showed theoretical guarantees

for our method, drawing on techniques from online learning and

norm-preserving random projections. In our empirical evaluation,

we showed that the active set extension to the basic WM-Sketch

achieves superior weight recovery and competitive classi�cation

error compared to baseline methods across several standard binary

classi�cation benchmarks. Finally, we explored promising applica-

tions of our methods by framing existing stream processing tasks as

classi�cation problems. We believe this machine learning perspec-

tive on sketch-based stream processing may prove to be a fruitful

direction for future research in advanced streaming analytics.
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A PROOFS

A.1 Proof of Theorem 1

We will use the duals of L(w) and L̂(z) to show that z⇤ is close
to Rw⇤, following the analysis of Zhang et al. [77] and Yang et al.

[72]. De�ne x̃i = �ixi , i.e. the ith data point xi times its label. Let

X̃ 2 Rd⇥T be the matrix of data points such that the ith column is

x̃i . LetG = X̃T X̃ be the Gram matrix corresponding to the original

data points. Forming the Lagrangian andminimizing with respect to

the primal variables gives us the following dual objective function

in terms of the dual variable � 2 RT ,

� (� ) =
1

T

X

i

`
⇤ (�i ) +

1

2�T 2
�TG� ,

where `⇤ (�i ) is the Fenchel conjugate of `(zi ). Note that if �⇤ is
the minimizer of � (� ), then the minimizer w⇤ of L(w) is given by

w⇤ = � 1
�T

X̃�⇤.

We similarly de�ne G = X̃T RT RX̃ as the Gram matrix corre-

sponding to the projected data points. We can write down the dual

L̂(� ) of the projected primal objective function �̂ (w) in terms of

the dual variable �̂ as follows:

�̂ (�̂ ) =
1

T

X

i

`
⇤ (�̂i ) +

1

2�T 2
�̂T Ĝ�̂ .

As before, if �̂⇤ is the minimizer of �̂ (�̂ ), then the minimizer z⇤ of
L̂(z) is given by ŵ⇤ = � 1

�T
RX̃ �̂⇤.

We will� rst express the distance between z⇤ and Rw⇤ in terms

of the distance between the dual variables. We can write:

kz⇤ � Rw⇤k22 =
1

�2T 2
kRX̃ �̂⇤ � RX̃�⇤k22

=

1

�2T 2
(�̂⇤ � �⇤)T Ĝ (�̂⇤ � �⇤). (2)

Hence, our goal will be to upper bound (�̂⇤��⇤)T Ĝ (�̂⇤��⇤). De�ne
∆ =

1
�T

(Ĝ �G )�⇤. We will show that (�̂⇤ � �⇤)T Ĝ (�̂⇤ � �⇤) can be

upper bounded in terms of ∆ as follows.

L����2.

1

�2T 2
(�̂⇤ � �⇤)T Ĝ (�̂⇤ � �⇤) 

2�

�
k∆k21

Due to space constraints, we omit the proof of Lemma 2 here,

deferring it to the full version of the paper. The proof relies on the

convexity and strong-smoothness of the loss function `.

We now bound k∆k1. The result relies on the JL property of the

projection matrix R (recall De�nition 1). If R is a JL matrix with

error � and failure probability �/d2, then it is straightforward to

verify that with failure probability � , for all coordinate basis vectors

{e1, . . . ,ed },

kRei k2 = 1 ± � , 8 i, |hRei ,Rej i| � , 8 i , j . (3)

Using this projection, we show the following bound on k∆k1:

L����3. If R satis�es condition 3, then:

k∆k1  2�� kw⇤k1,

where � = maxi kxi k1.
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P����. We� rst rewrite ∆ as follows,

∆ =
1

�T
(X̃T RT RX̃ � X̃T X̃ )�⇤ =

1

�T
X̃T (RT R � I )X̃�⇤

= X̃T (I � RT R)w⇤,

using the relation that w⇤ = � 1
�T

X̃�⇤. Therefore,

k∆k1  max
i
|xTi (I � R

T R)w⇤ | = max
i
|xTi w⇤ � (Rxi )

T (Rw⇤) |.

We now claim that if condition 3 is satis�ed, then for any two

vectors v1 and v2,

|vT1 v2 � (Rv1)
T (Rv2) |  2� kv1k1 kv2k1 . (4)

The proof follows from simple algebra, and is omitted from this

version for lack of space. Using this relation, it follows that,

k∆k1  max
i
|xTi w⇤ � (Rxi )

T (Rw⇤) |  2�� kw⇤k1.

⇤

We will now combine Lemma 2 and 3. By Eq. 2 and Lemma 2,

kz⇤ � Rw⇤k22 
2�

�
k∆k21.

If R is a JL matrix with error � and failure probability �/d2, then by

Lemma 3, with failure probability � ,

kz⇤ � Rw⇤k2  4��

r

�

�
kw⇤k1. (5)

By Kane and Nelson [35], the random projection matrix R satis�es

the JL property with error � and failure probability � 0/d2 for k �
C log(d/� 0)/�2, whereC is a� xed constant. Using Eq. 5, with failure

probability � 0,

kz⇤ � Rw⇤k2  4��

r

�

�
kw⇤k1. (6)

Recall that
p
sR is a Count-Sketch matrix with width C1/� and

depth s = C2 log(d/�
0)/� , where C1 and C2 are� xed constants.

Let wproj be the projection of w⇤ with the Count-Sketch matrix

R̃, hence wproj =
p
sRw⇤. Let zproj =

p
sz⇤. By Eq. 6, with failure

probability � 0,

���zproj �wproj
���2 

r

16�� 2� log(d/� 0)

�
kw⇤k1.

Let wcs be the Count-Sketch estimate of w⇤ derived from wproj,

and west be the Count-Sketch estimate of w⇤ derived from zproj.

Recall that the Count-Sketch estimate of a vector is the median of

the estimates of all the locations to which the vector hashes. As the

di�erence between the median of any two vectors is at most the

`1-norm of their di�erence,

kwest �wcsk1 
���zproj �wproj

���1 .
Therefore with failure probability � 0,

kwest �wcsk1 
���zproj �wproj

���1  ���zproj �wproj
���2


r

16�� 2� log(d/� 0)

�
kw⇤k1. (7)

We now use Lemma 1 to bound the error for Count-Sketch recovery.

Using Lemma 1 for the matrix
p
sR, with failure probability � 0,

kw⇤ �wcsk1 
p
� kw⇤k2.

Now using the triangle inequality and Eq. 7, with failure probability

2� 0 (due to a union bound),

kw⇤ �westk1  kw⇤ �westk1 + kwest �wcsk1


p
� kw⇤k2 +

r

16�� 2� log(d/� 0)

�
kw⇤k1

 *,
p
� +

r

16�� 2� log(d/� 0)

�
+- kw⇤k1.

Therefore choosing � = min{1,�/(16�� 2 log(d/� 0))}�2/4, with fail-

ure probability 2� 0,

kw⇤ �westk1  � kw⇤k1.

Choosing � 0 = �/2, we have that for� xed constants C1,C2,

k = (C1/�
4) log3 (d/� )max{1,�2� 4/�2},

s = (C2/�
2) log2 (d/� )max{1,�� 2/�},

kw⇤ �westk1  � kw⇤k1, with probability 1 � � .

A.2 Proof of Theorem 2

Let ft (z) be the loss function corresponding to the data point chosen

in the t th time step:

ft (z) = `
⇣

�t z
T Rxt

⌘

+

�

2
kzk22 . (8)

Let zt be the weight vector at the tth time step for online updates

on the projected problem. Let z̄ = 1
T

PT
i=1 ẑi be the average of the

weight vectors for all the T time steps. We claim that z̄ is close

to z⇤, the optimizer of L̂(z), using Corollary 1 of Shamir [59]. In

order to apply the result we� rst need to de�ne a few parameters of

the function L̂(z). Note that L̂(z) is �-strongly convex (since L̂(z) �
�
2 kzk

2
2 is convex). Moreover, since the derivative of ` is bounded

above by H , ` is H -Lipschitz. We assume kRxi k2  B, kz⇤k2  D

andmaxt ��rft (w)��2  G . We will bound B,D andG in the end. We

now apply Corollary 1 of Shamir [59], with the notation adapted

for our setting.

L����4. [59] Consider any loss function L̂(z) =
PT
i=1 ft (z),

where ft (z) is de�ned in Eq. 8. For any H -Lipchitz `i , kRxi k2  B,

kzt k2  D, and some� xed constant C , over the randomness in the

order in which the samples are received:

E


1

T

T
X

t=1

L̂(zt ) � L̂(z⇤)
�


C (RT /
p
T + BDH )
p
T

,

where RT is the regret of online gradient descent with respect to the

batch optimizer z⇤, de�ned as RT =
PT
t=1[ft (ẑ) � ft (z⇤)].

By standard regret bounds on online gradient descent (see Zinke-

vich [78]), RT  GD
p
T . Therefore,

E


1

T

T
X

t=1

L̂(zt ) � L̂(z⇤)
�


CD (G + BH )
p
T

.
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Note that by Jensen’s inequality,

E[L̂(z)]  E

1

T

T
X

t=1

L̂(zt )
�

=) E

L̂(z̄) � L̂(z⇤)

�


CD (G + BH )
p
T

. (9)

Wewill now bound the expected distance between z̄ and z⇤ using Eq.
9 and the strong convexity of L̂(w). As L̂(w) is �-strongly convex

and rL̂(z⇤) = 0, we can write:

L̂(z⇤) + (�/2)kz̄ � z⇤k22  L̂(z̄)

=) kz̄ � z⇤k22  (�/2)[L̂(z̄) � L̂(z⇤)]

=) E

kz̄ � z⇤k22

�
 (2/�)


E[L̂(z̄)] � L̂(z⇤)

�
.

Using Eq. 9 and then Jensen’s inequality,

E


kz̄ � z⇤k2

�


2CD (G + BH )

�
p
T

. (10)

Let z̄proj =
p
s z̄. Let zwm be the Count-Sketch estimate of w⇤

derived from z̄proj. Recall from the proof of Theorem 1 that zproj =p
sz andwest is the Count-Sketch estimate ofw⇤ derived from zproj.

As in the proof of Theorem 1, we note that the di�erence between

the medians of any two vectors is at most the `1 norm of the

di�erence of the vectors, and hence we can write,

kwest � zwmk1 
���zproj � z̄proj���1  ���zproj � z̄proj���2
=

p
skz⇤ � z̄k2.

Therefore, using Eq. 10,

E[kwest � zwmk1] 
2CD (G + BH )

�

r

s

T
. (11)

By the triangle inequality,

kw⇤ � zwmk1  kw⇤ �westk1 + kwest � zwmk1

=) E

kw⇤ � zwmk1

�
 E


kw⇤ �westk1

�
+ E


kwest � zwmk1

�
.

By Theorem 1, for� xed constants C1,C2 and

k = (C1/�
4) log3 (d/� )max{1,�2� 4/�2},

s = (C2/�
2) log2 (d/� )max{1,�� 2/�},

kw⇤ �westk1  � kw⇤k1 with probability 1�� . Therefore, for� xed

constants C 01 and C
0
2 and probability 1 � � ,

E


kw⇤ � zwmk1

�
 �

2
kw⇤k1

+

s

4C 02 (GD + BDH )2 log2 (d/� )max{1,LR2/�}

�2�2T
.

Therefore, for

T � (C 03/(�
4�2)) (D/ kw⇤k1)2 (G + BH )2 log2 (d/� )max{1,LR2/�},

E


kw⇤ � zwmk1

�


�

2
kw⇤k1 +

�

2
kw⇤k2  � kw⇤k1 .

We will now bound B,D and G, starting with B. Note that R is a JL

matrix which satis�es condition 3 with � = � . Using Eq. 4 and the

fact that kxi k2  1,

kRxi k2 
q

1 + �� 2 =) B  1 +
p
��  1 + �� ,

where for the last bound we use the setting of

� = min{1,�/(4�� 2 log(d/� 0))}�2/4

from the proof of Theorem 1. We next bound kz⇤k2. Using Eq. 4,

kz⇤ � Rw⇤k2  2R�

q

�/� kw⇤k1

=) kz⇤k2  kRw⇤k2 + 2R�
q

�/� kw⇤k1 .

By Eq. 4, kRw⇤k2 
q

kw⇤k22 + � kw⇤k
2
1  kw⇤k2 +

p
� kw⇤k1.

Therefore,

kz⇤k2  kw⇤k2 +
p
� kw⇤k1 + 2R�

q

�/� kw⇤k1

= kw⇤k2 +
✓p

� + 2R�

q

�/�

◆

kw⇤k1 .

For our choice of � ,

kz⇤k2  kw⇤k2 + � kw⇤k1 =) D  D2 + �D1.

This implies that the (D/ kw⇤k1) term in our bound for T can be

upper bounded by 2D2/ kw⇤k1, yielding the bound on T stated in

Theorem 2. Finally, we need to upper bound G = maxt ��rft (w)��2.
We do this as follows:

rft (z) = `0(�t zTt Rxt)Axt + �zt
=) ��rft (z)��2  |`0(�t zTt Rx ) |kRx k2 + �kzt k2

 H (1 + �� ) + �D.

B BASELINE ALGORITHMS

Here we give pseudocode for the simple truncation and probabilistic

truncation baselines evaluated in our experiments.

Algorithm 3: Simple Truncation

input: loss function `, budget K , `2-regularization
parameter �, learning rate schedule �t

initialization
S  {} . Empty heap

function Update(x, �)
�  

P

i 2S S[i] · xi . Make prediction
S  (1 � ��t )S � �t�xir`(�� )
Truncate S to top-K entries by magnitude
t  t + 1

Algorithm 4: Probabilistic Truncation

initialization
S0  {} . Empty heap
W  {} . Reservoir weights

function Update(x, �)
�  

P

i 2St St [i] · xi . Make prediction
St+1  (1 � ��t )St � �t�xr`(�� )
for i 2 St+1 do

if i < St then
r ⇠ U (0,1)

W [i] r1/ |St+1[i] | . New reservoir weight
else

W [i] W [i] |St [i]/St+1[i] | . Update weight
Truncate St+1 to top-K entries by reservoir weight
t  t + 1
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