
1 

 

Computational Microwave Imaging Using 3D Printed Conductive Polymer 
Frequency-Diverse Metasurface Antennas 
 

Okan Yurduseven1*, Patrick Flowers2, Shengrong Ye2, Daniel L. Marks1, Jonah N. Gollub1, Thomas 

Fromenteze3, Benjamin J. Wiley2, and David R. Smith1 
 
1Center for Metamaterials and Integrated Plasmonics and Department of Electrical and Computer Engineering, 

Duke University, Durham, North Carolina 27708, United States 
2Department of Chemistry, Duke University, Durham, North Carolina 27708, United States 
3Xlim Research Institute, University of Limoges, 87060 Limoges, France 
*okanyurduseven@ieee.org 

 

 

Abstract: A frequency-diverse computational imaging system synthesized using three-dimensional (3D) printed frequency-

diverse metasurface antennas is demonstrated. The 3D fabrication of the antennas is achieved using a combination of 

PolyLactic Acid (PLA) polymer material and conductive polymer material (Electrifi), circumventing the requirement for 

expensive and time-consuming conventional fabrication techniques, such as machine milling, photolithography and laser-

etching. Using the 3D printed frequency-diverse metasurface antennas, a composite aperture is designed and simulated for 

imaging in the K-band frequency regime (17.5-26.5 GHz). The frequency-diverse system is capable of imaging by means of a 

simple frequency-sweep in an-all electronic manner, avoiding mechanical scanning and active circuit components. Using 

the synthesized system, microwave imaging of objects is achieved at the diffraction limit. It is also demonstrated that the 

conductivity of the Electrifi polymer material significantly affects the performance of the 3D printed antennas and 

therefore is a critical factor governing the fidelity of the reconstructed images.  

 

1. Introduction 

Imaging at microwave and millimeter-wave 

frequency regimes has recently received considerable 

attention in the literature. Radiation in these frequency 

bands is non-ionizing and can penetrate through most 

optically opaque materials, and is thus ideally suited for a 

variety of emerging imaging applications, including 

through-wall imaging [1, 2], non-destructive testing [3, 4], 

biomedical imaging [5, 6], and security-screening [7-10]. 

Investigating the literature, conventional imaging 

modalities used in these applications can be understood as 

versions of synthetic aperture radar (SAR) [1, 3-10] and 

phased array (or electronic beam scanning) [2, 11-13] 

systems. Using these techniques, high fidelity imaging has 

been demonstrated. Conventionally, these techniques 

interrogate the scene to be imaged at the Nyquist limit (λ/2), 

where λ is the free-space wavelength. The fields produced in 

such systems are essentially orthogonal, achieved by means 

of mechanical scanning in SAR or electronic beam forming 

in phased array systems.  

While capable of producing high-fidelity images, 

both phased arrays and SAR systems exhibit significant 

limitations. In SAR, for example, an antenna (or an array of 

antennas) is mechanically translated to synthesize a 

composite aperture, limiting the data acquisition speed. This 

can become a considerable challenge for applications where 

imaging is required to be performed over a large field-of-

view (FOV). Phased arrays, on the other hand, have the 

potential to address this challenge by offering all-electronic 

operation. Conventionally, in phased arrays, a composite 

aperture is synthesized using an array of antennas with the 

radiated fields steered through the use of phase shifters 

located behind each of the array antennas. For an aperture 

synthesized at the Nyquist limit, the number of antennas 

required for imaging can be significant, especially for 

applications where a large FOV is required. Moreover, to 

have the full phase control of the individual antennas within 

the synthesized aperture, phase shifting and switching 

circuits are needed, resulting in power amplifiers and other 

active components being used to compensate for the 

insertion loss of these circuits. Thus, phased array systems 

can be expensive, cumbersome and exhibit complex 

hardware architecture. 

Recently, the concept of frequency-diversity 

leveraging computational imaging has been shown to be a 

promising alternative to address these challenges [14-29]. 

Computational imaging techniques enable the system 

hardware architecture to be simplified by moving the burden 

from the hardware layer to the image processing (software) 

layer [30-34]. With the developing computing power of 

modern computers and the implementation of general 

purpose graphics processing units (GPGPU) for imaging 

[25], modern computers have the capability to solve 

problems of increasing complexity more than ever.  

Frequency-diversity is an all-electronic technique, 

enabling the imaging to be performed by means of a 

frequency sweep, with no mechanically moving parts or 

active circuit components required.  In this technique, 

frequency-diverse antennas are used to synthesize a 

composite aperture, interrogating the scene. The frequency-

diverse antennas radiate quasi-orthogonal field patterns that 

vary strongly as a function of the driving frequency. 

Therefore, as the imaging frequency is swept over a given 

frequency band, scene information is encoded onto a set of 

measurements taken at a set of sampled frequency points. 

Using these measurements, the scene is reconstructed 

leveraging computational imaging algorithms.      

Antenna choice is an important aspect for the design 

of a frequency-diverse imaging system. A critical factor 
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governing the performance of an antenna for computational 

imaging is its quality (Q-) factor. The Q-factor of an antenna 

governs the orthogonality of the radiated fields produced by 

the antenna as a function of frequency. For a frequency-

diverse antenna, it is desirable to maximize the Q-factor, 

minimizing the overlap between the radiated field patterns 

sampling the scene at adjacent frequencies. The overall 

coverage in the spatial frequency domain (k-space) is 

determined by the convolution of the radiated fields from a 

transmit and receive pair of antennas; minimizing 

correlation between the measurements amounts to ensuring 

that the convolution of the fields covers as large a region of 

k-space as possible with minimal redundancy [14, 15].  

Usually frequency-diverse antennas are fabricated 

using machining, photolithography and laser printing. 

Although these manufacturing tools are highly accurate and 

reliable, they can be expensive and time-consuming. For 

example, fabricating the frequency-diverse antennas 

presented in [26] requires the machining of the metal 

structure by removing a large amount of material from a 

large piece of metal. It also results in a heavy and bulky 

antenna. The alternative printed antennas reported in [15-17, 

22, 23] require the use of high-precision printed circuit 

board (PCB) and laser etching printers, which are expensive. 

Moreover, whereas such printers are suitable to fabricate 

planar structures, they are not convenient for 3D designs.     

Leveraging the concept of 3D printing, structures – 

even with complex shapes – can be realized by means of 

additive manufacturing, using the fused deposition method 

(FDM) [35, 36] or the polymer jetting (polyjet) method [37, 

38]. A significant advantage of the 3D printing technique is 

that fabrication of the antennas can be achieved rapidly, 

without the need for conventional machining approaches. 

Despite these advantages, 3D printing technology for RF 

applications brings its own challenges. 3D printers 

historically have made use of nonconducting polymer 

materials; whereas for RF applications, conductive 

structures are required. Thus, 3D printed components 

requiring conducting regions have typically used 

metallization via plating methods—an approach that has 

considerable constraints in terms of the types of elements 

that can be rendered conducting.      

In this paper, we demonstrate an alternative 3D 

printing approach using conductive polymer as the model 

material for fabrication, circumventing the requirement to 

adopt additional metallization techniques for RF 

applications. The conductive material, which we refer to as 

Electrifi [39], is a metal-polymer composite that consists of 

a biodegradable polyester and copper. It has a resistivity of 

6*10-5 Ω/m (or a conductivity of σ=1.67*104 S/m), and is 

compatible with the most commercial desktop FDM 3D 

printers. Using the conductive polymer material, we 

manufacture frequency-diverse metasurface antennas and 

demonstrate the application of such antennas for 

computational imaging applications. Using an in-house 

developed simulation code, termed the Virtualizer [18], a 

composite aperture is synthesized by employing an array of 

the 3D printed frequency-diverse metasurface antennas for 

imaging over the K-band frequency regime (17.5-26.5 GHz).  

The outline of the paper is as follows. In section 2, 

the concept of frequency-diverse imaging is explained. The 

inverse problem, imaging equation and computational 

techniques for image reconstruction are introduced. Section 

3 discusses the 3D fabrication of the frequency-diverse 

antennas used to synthesize the composite aperture and the 

K-band imaging results for a number of resolution-analysis 

objects; a point-scatter array and a resolution target. The 

effect of the material conductivity on antenna performance 

and quality of the reconstructed images is also demonstrated. 

Section 3 also provides a brief discussion on the potential 

limitations of the conductive polymer 3D printing 

technology and our most recent efforts to overcome these 

challenges. Finally, section 4 provides the concluding 

remarks. 

2. Frequency-Diverse Imaging  

The concept of frequency-diverse imaging relies on 

encoding scene information onto a set of frequency points. 

Operating over a certain frequency band, as the imaging 

frequency is swept, the fields radiated by the antennas 

sample the scene, which is reconstructed using 

computational imaging algorithms. Reconstructing the scene 

from a set of measurements is an inverse problem, requiring 

a model to be established between the fields radiated by the 

antennas, the scene to be reconstructed and the measured 

return signal collected from the scene. In this work, we refer 

to this process as the forward model. The diffraction limit 

associated with the finite aperture, as well as the finite 

frequency bandwidth of operation imply that the scene can 

be discretized into a set of voxels, each of which is 

connected to the set of measurements by the matrix equation: 

 

                  
1 1Mx MxN Nx g H f n                             (1) 

 

In (1), g is the measured signal, H is the 

measurement (or sensing) matrix, n is the system noise and f 

is the scene reflectivity (or contrast) vector while M and N 

denote the number of total measurement modes and the 

number of three-dimensional (3D) voxels into which the 

scene is discretized. Bold notation is used in (1) to represent 

vectors and matrices. The measurement matrix H is the dot 

product of the fields radiated by the transmit, ETx, and 

receive, ERx, antennas propagated to the scene using dyadic 

Green’s functions [17]. To characterize the fields radiated 

by the antennas, we make use of a near-field scanning 

system, NSI 200V-3x3, as depicted in Fig. 1 [15, 21]. By 

scanning the fields over a plane near the aperture, we can 

determine the fields everywhere throughout the 

measurement volume by the aperture fields to the desired 

points. This approach to characterization obviates the need 

for full-wave simulations or for analytical models of the 

antenna properties. 

 
Fig. 1. Characterization of a frequency-diverse antenna by 

means of near-field scanning. 
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Investigating the size of the measurement matrix, H, 

it is evident that the imaging problem can be over-

determined (M>N) or under-determined (M<N). As the 

measurement matrix is not square, and therefore does not 

have an inverse, solving (1) for f does not have an exact 

solution. As a result, computational techniques can be used 

to reconstruct an estimate of the scene, fest, from (1). A 

number of computational techniques have been reported in 

the literature, from single-shot reconstruction algorithms, 

such as pseudo-inverse and matched-filter (that require a 

single matrix multiplication), to more advanced iterative 

algorithms, such as least-squares, two-step iterative 

shrinkage/thresholding algorithm (TwIST) and TwIST with 

total variation regularization (TwIST+TV) [20, 40, 41]. 

Single-shot reconstruction techniques are not iterative and 

therefore are advantageous in that they are computationally 

inexpensive, suggesting that these techniques lead to fast 

reconstruction times. However, iterative reconstruction 

algorithms can reconstruct better quality image estimations 

in comparison to single-shot algorithms, thus introducing a 

trade-off between reconstruction quality and the 

reconstruction time. As a result, for applications where 

imaging quality is more important than the reconstruction 

speed, iterative techniques can be employed while for 

applications requiring fast reconstruction, such as real-time 

imaging, single-shot reconstruction algorithms can be more 

desirable. In this work, we make use of the least-squares 

algorithm for image reconstruction. 

3. Antenna Fabrication and Imaging Results  

3.1. Antenna Design and Fabrication 
To obtain the greatest diversity of radiation patterns 

from a frequency-diverse antenna, a number of parameters 

must be optimized, such as the Q-factor, radiation efficiency, 

and Fourier space (k-space) sampling [15]. The Q-factor 

plays the dominant role in determining the orthogonality of 

the fields radiated by the antennas at adjacent frequency 

points over the operating frequency band. Increasing the Q-

factor is desirable in that it reduces the spatial overlap 

between radiation patterns, reducing the redundancy of the 

information collected from the scene as the frequency is 

swept. However, the Q-factor of a frequency-diverse 

antenna is inversely proportional to the radiation efficiency, 

which governs the signal-to-noise ratio (SNR) for imaging 

[21, 23]. As a result, there is a trade-off between the Q-

factor and the radiation efficiency of a frequency-diverse 

antenna, which needs to be tailored for the requirements of 

the desired application. Because the Q-factor is such an 

important parameter for imaging applications, the use of 

cavity-backed apertures can be desirable for frequency-

diverse antennas. The larger the volume of the cavity, the 

larger the Q-factor and the larger the number of usable 

radiation patterns available. In practice, the total number of 

useful radiation patterns for imaging is limited by the space 

bandwidth product (SBP) or, equivalently, the diffraction 

limit associated with the aperture size. 

In recent work [14, 15, 26], we have reported the 

concept of cavity-backed, Mills-Cross metasurface antenna 

and demonstrated that these antennas have optimum 

characteristics for frequency-diverse imaging. A depiction 

of the Mills-Cross structure is shown in Fig. 2. 

 
                     a                                         b 

Fig. 2. The Mills-Cross configuration. A close look-up at a 

single iris (consisting of slot-shaped unit cells) is also shown. 

The antennas can be planar (2D) or volumetric (3D)  

(a) Receive antenna with the irises oriented along the 

vertical axis, (b) Transmit antenna with the irises are 

oriented along the horizontal axis  

 

As can be seen in Fig. 2, in the Mills-Cross 

configuration, the radiating irises on the receive and transmit 

antennas are perpendicular to each other and, if overlapped, 

form a Mills-Cross pattern for a given transmit and receive 

antenna pair. We have demonstrated both planar printed 

circuit board (PCB) as well as air-filled cavity versions of 

the Mills-Cross antennas [15, 26], with the latter having 

significantly larger Q-factor while achieving moderate 

radiation efficiencies. The radiating unit cells in irises are 

sub-wavelength in size and can be circular slots for 

polarimetric imaging [15, 21-23] or rectangular slots for 

single polarization imaging [24, 26-28]. The iris structure 

depicted in Fig. 2, which is also adopted in this work, 

consists of multiple sub-wavelength slots of varying lengths 

(on the order of λ/4 - λ/2 over the K-band) in order to flatten 

the radiation response of the antennas over the K-band 

frequency range [26].  

We make use of the air-filled Mills-Cross cavity 

antenna design here to illustrate the unique 3D printing 

approach. The Mills-Cross cavity metasurface antenna is an 

electrically large multi-mode structure fed by using a 

coaxial feed in the centre. The cavity modes launched by the 

coaxial feed are sampled by the sub-wavelength slot-shaped 

unit cells on the metasurface layer, which can be modelled 

as magnetic dipoles [17, 18]. As depicted in Fig. 2, the 

resonance frequency of the slot-shaped unit cells in an iris is 

governed by the length of the slots; controlling the coupling 

strength of the unit cells to the cavity modes as the 

frequency is swept. Reducing the length of the slots shifts 

the resonance frequency of the unit cells to a higher 

frequency band while increasing the slot length results in 

down-shifting the resonance frequency. As a result, by using 

slots of varying lengths, the irises exhibit a uniform 

transmission response over the frequency band of interest. 

The cavity modes launched by the coaxial feed are 

frequency-diverse, subject to multi-reflections from the 

cavity walls and mixed inside the cavity as the frequency is 

swept over the K-band. It is due to the mixed cavity modes 

that are sampled by and radiated through the slot-shaped 

unit cells that the cavity metasurface antenna radiates 

frequency-dependent field patterns interrogating the scene. 

Leveraging this ability, the scene information can be 
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encoded onto a set of measurement modes by means of a 

simple frequency sweep. 

The Mills-Cross antennas developed in [26] were 

machined from an aluminium block, in which most of the 

material was removed by a computer-controlled milling 

machine. As an alternative, in this work, we fabricate the 

frequency-diverse antennas using a 3D printer, leveraging 

the FDM method, resulting in the antennas being fabricated 

on a layer-by-layer basis. The 3D printer is custom-made, 

which was developed based on an open-source D-Bot design 

[42]. The custom-made printer has a number of important 

modifications in comparison to the original open-source 

version. The first modification is the conversion to dual 

direct-drive extrusion to prevent the possibility of the 

Electrifi material jamming in a Bowden tube. The second 

modification is the incorporation of AutoLift retractable all-

metal hotends [43], which helps to eliminate cross-

contamination of print materials. 

The 3D printer supports dual-mode printing, enabling 

two different model materials to be used for the fabrication. 

As a result, the outer part of the cavity was fabricated using 

dielectric PLA model material while the inner walls of the 

cavity were covered using the Electrifi conductive polymer 

material, as shown in Figs. 3a and 3b. The overall wall 

thickness of the 3D printed cavity is 10 mm, ensuring that 

the fabricated prototype is rigid, while the wall thickness for 

the conductive part is 1 mm, significantly reducing the 3D 

printing cost of the antenna. The wall thickness for the 

conductive part was chosen to be larger than the skin depth 

of the Electrifi material determined by the conductivity, 

σ=1.67*104 S/m. 

The PLA material was printed at 190 0C at a speed of 

30 mm/s while the Electrifi material was printed at 140 0C at 

15 mm/s speed. A 0.5 mm diameter nozzle was used for 

both materials and layer height was set at 0.2 mm. It should 

be noted that no heated bed was used for printing in order to 

maintain maximum conductivity of the Electrifi material. In 

order to prevent warpage of PLA, a number of stress relief 

structures, including chamfered edge and cylindrical voids 

near the corners of the antenna model, were included in the 

model. BuildTak [44] was used as the primary build 

platform, as it is compatible with PLA when no heated bed 

is used.  

 

 
a                                       

 
                      b 

 
              c                                    d 

Fig. 3. 3D design of the air-filled Mills-Cross cavity 

metasurface antennas. Parts of the model printed with PLA 

and conductive polymer material (Electrifi) are highlighted  

(a) Front-view (receive antenna), (b) Front-view (transmit 

antenna), (c) Back-view, (d) Cross-section 

 

As can be seen in Fig. 3d, the cavity is fed in the 

centre using a coaxial feed. As depicted in Figs. 3c and 3d, 

in order to ensure that the wave is launched directly into the 

cavity and not into the dielectric PLA part, a conductive 

window was designed to guide the wave launched by the 

coaxial feed into the cavity. The fabricated 3D printed air-

filled Mills-Cross cavity antennas are shown in Fig. 4. 

 

 
                                    a 

Page 4 of 10

IET Review Copy Only

IET Microwaves, Antennas & Propagation

This article has been accepted for publication in a future issue of this journal, but has not been fully edited.

Content may change prior to final publication in an issue of the journal. To cite the paper please use the doi provided on the Digital Library page.



5 

 

 
           b                                 c 

Fig. 4. Fabricated 3D printed Mills-Cross cavity antennas  

(a) Cavity base (top) with receive (bottom left) and transmit 

(bottom right) front covers, (b) Assembled receive cavity, (c) 

Assembled transmit cavity  

 

Following the fabrication, the quality factor (Q-factor) 

of the antennas was analysed. The Q-factor of a frequency-

diverse antenna can be investigated by analysing the 

impulse response of the antenna in the time domain [15]. 

Increasing the Q-factor results in a widened impulse 

response. Fig. 5a demonstrates the impulse response of the 

antennas measured using a vector network analyser (VNA, 

Keysight N5222A) while the reflection coefficient pattern of 

the antennas across the K-band is shown in Fig. 5b. From 

the measured impulse-response pattern in Fig. 5a, the Q-

factor of the 3D fabricated Mills-Cross antennas was 

calculated to be Q=300. 

A key parameter in the 3D fabrication of the Mills-

Cross cavity antennas is the conductivity of the Electrifi 

conductive polymer material. For an imaging system 

synthesized using these antennas, it is important that the 

effect of material conductivity on the antenna performance 

is investigated. In view of this, we performed the full-wave 

simulations of the antennas in CST Microwave Studio and 

analysed the impulse response patterns of the antennas as a 

function of different conductivity values; a) reducing the 

conductivity of the Electrifi material by a factor of 10 

(σ=1.67*103 S/m), b) using the actual conductivity value of 

the Electrifi material (σ=1.67*104 S/m), and c) increasing 

the conductivity of the Electrifi material by a factor of 10 

(σ=1.67*105 S/m). The obtained impulse response patterns 

as a function of conductivity are also shown in Fig. 5a. 

 

 
                         a     

 
b 

Fig. 5. S11 response of the 3D printed Mills-Cross 

metasurface cavity  

(a) Simulated and measured time-domain patterns as a 

function of material conductivity (σ), (b) Measured 

frequency-domain pattern 

 

It can be seen in Fig. 5a that using the actual 

conductivity value of the Electrifi material (σ=1.67*104 

S/m), good agreement is achieved between the simulated 

and measured impulse response patterns. Analysing Fig. 5a, 

it is evident that the impulse response is narrower for 

σ=1.67*103 S/m and wider for σ=1.67*105 S/m, with the 

corresponding Q-factors were measured to be Q=150 and 

Q=800, respectively.      

Determining the Q-factor of a frequency-diverse 

antenna enables the calculation of another important system 

parameter for imaging; the number of points used to sample 

the operating frequency band [14, 15], according to:  

 

                       s

c

QB
N

f
                                       (2)   

 

In (2), B is the operational bandwidth while fc 

denotes the centre imaging frequency. The K-band 

bandwidth is B=9 GHz with a centre frequency of fc=22 

GHz. From (2), the optimum number of frequency sampling 

points, Ns, is calculated as 122. In this work, the K-band was 

slightly oversampled with the number of frequency points 

was chosen to be 201, resulting in Δf=45 MHz separation 

between the adjacent frequency points. Increasing the 

number of frequency sampling points beyond this limit 

would result in redundant information being collected from 

the scene and increase the size of the data set without any 

advantage. In order to demonstrate the variation of the fields 

radiated by the antennas, in Fig. 6, the measured field 

patterns are shown at three adjacent frequency points, 

centred at 22 GHz within the K-band. 

 

 
                                        a 
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                                       b 

Fig. 6. Electric field patterns radiated by the 3D printed 

antennas propagated to a distance of d=0.5 m over a 2 m x 

2 m FOV. The rapid variation of the fields is evident   

(a) Receive antenna, (b) Transmit antenna 

 

Following the calculation of the Q-factor and the 

number of frequency sampling points, the radiation 

efficiency of the antennas was investigated. The radiation 

efficiency was calculated by means of analysing the radiated 

fields measured using the near-field scanning system [15, 21] 

and is reported to be η=20%. 

 

3.2. Imaging Results and Discussion 
In order to use the 3D printed Mills-Cross antennas 

for imaging, a composite aperture needs to be synthesized. 

To this end, we use the Virtualizer [18], an in-house code 

developed in the Matlab programming environment. Using 

the Virtualizer, we can model composite frequency-diverse 

apertures of any desired size and configuration (monostatic, 

bistatic and multistatic), by means of either analytically 

modelling or importing the near-field scans of the fabricated 

antennas. Using the analytically calculated or measured 

fields in conjunction with Virtualized targets – collections of 

voxels each with assigned value of reflectivity – we can 

obtain accurate predictions of imaging performance. In view 

of this, we first import the experimental near-field scans of 

the 3D printed transmit and receive Mills-Cross antennas 

into the Virtualizer. At this stage, the overall aperture 

consists of only two antennas. We then synthesize a larger 

multistatic aperture by populating an area with another pair 

of these antennas, resulting in a composite aperture 

consisting of two transmit and two receive antennas as 

depicted in Fig. 7a.   

Using the Virtualizer, the near-field scans of the 

antennas are first back-propagated to the aperture plane of 

the antennas. The back-propagated fields are then modelled 

as an array of radiating magnetic dipoles, from which the 

electric field patterns can be calculated at any point in the 

scene using dyadic Green’s functions [17]. The product of 
the fields from a given transmit antenna with those from a 

receive antenna form the measurement matrix, H, relating 

the scene reflectivity values to the measurements, as in (1). 

The total number of measurement modes supported by the 

imaging system depicted in Fig. 7a can be given as M = 

number of transmit antennas x number of receive antennas x 

number of frequency sampling points. The frequency-

diverse antennas operate over the K-band (17.5-26.5 GHz), 

sampled at 201 frequency points, bringing the total number 

of measurement modes to M=804.  

The resolution limit is one of the key metrics in 

defining the performance of an imaging system. To confirm 

that the imaging is done at the diffraction limit of the 

synthesized aperture, we analyse the point-spread-function 

(PSF) of the aperture by imaging an array of point sources 

shown in Fig. 7a. The scene is discretized into 3D voxels, 

with the dimensions of the voxels selected in accordance 

with the theoretical resolution limit of the synthesized 

composite aperture in range (x-axis), δr, and cross-range (y-z 

plane), δcr, calculated using SAR resolution equations as 

follows [20, 44, 45]. 

 

                               
2

r

c

B
                                      (3) 

 

                             min

2
cr

R

D


                              (4) 

 

In (3), c denotes the speed of light and B is the 

operating bandwidth (B=9 GHz). In (4), λmin is the free-

space wavelength at 26.5 GHz and R is the approximate 

distance of the target from the aperture (R=50 cm), while D 

denotes the size of the overall aperture (D=30 cm). Using (3) 

and (4), the theoretical resolution limits of the synthesized 

aperture were calculated to be δcr=0.94 cm and δcr=1.67 cm, 

respectively. Accordingly, the scene discretization voxel 

size for imaging of the point-scatter target was selected to be 

∆y=∆z=1 cm in cross-range and ∆x=1.5 cm in range, 

respectively. The least-squares reconstructed image of the 

target is shown in Fig. 7b. The reconstructed image in Fig. 

7b was up-sampled by a factor of two for plotting. 

 
a 

 
              b 

Fig. 7. Imaging of a point-scatter array  

(a) Synthesized composite aperture and system layout (Tx 

denotes transmit and Rx denotes receive), (b) Reconstructed 

image of the target  
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Analysing the -3dB full-width-half-maximum 

(FWHM) of the PSF pattern demonstrated in Fig. 7b, the 

resolution of the aperture was measured to be δcr=1 cm in 

cross-range and δr=1.68 cm in range, respectively. These 

limits exhibit good agreement with the theoretical limits 

calculated using (3) and (4) above, confirming that the 

imaging is done at the diffraction limit of the synthesized 

aperture. 

The frequency-diverse aperture shown in Fig. 7 was 

synthesized using the near-field scans of the Mills-Cross 

antennas 3D printed using the Electrifi conductive polymer 

material, which has a conductivity of σ=1.67*104 S/m. As 

previously shown in Fig. 5a, the material conductivity value 

for 3D printing has a significant effect on the impulse 

response (and the Q-factor) of the antennas. To put this 

statement into an imaging perspective, we synthesized the 

same frequency-diverse aperture shown in Fig. 7a but varied 

the Q-factor of the antennas as a function of the conductivity 

of the Electrifi material for 3D printing. To this end, three 

frequency-diverse apertures were synthesized. In the first 

aperture, the frequency-diverse antennas have a Q-factor of 

Q=150, corresponding to σ=1.67*103 S/m. In the second 

aperture, the frequency-diverse antennas have a Q-factor of 

Q=300, corresponding to σ=1.67*104 S/m. And finally, in 

the third aperture, the frequency-diverse antennas have a Q-

factor of Q=800, corresponding to σ=1.67*105 S/m. In each 

scenario, the synthesized aperture images a 1.5 cm 

resolution target, consisting of vertical and horizontal stripes 

of 1.5 cm width that are separated by 1.5 cm distance from 

each other (selected in accordance with the resolution limit 

of the aperture). The least-squares reconstructed images of 

the resolution target are shown in Figs. 8a-8c. 

 

 
   a                                              

 
    b                                                

 
                                   c 

 
                                         d                           

Fig. 8. Reconstructed images of the resolution target as a 

function of antenna Q-factor and material conductivity. The 

imaged actual resolution target is shown in the top right 

corner of the reconstructed images  

(a) Q=150 (σ=1.67*103 S/m), (b) Q=300 (σ=1.67*104 S/m), 

(c) Q=800 (σ=1.67*105 S/m), (d) SVD pattern of the 

measurement matrix, H   

 

As shown in Figs. 8a-8c, increasing the conductivity 

of the Electrifi material (and therefore the Q-factor of the 

3D printed antennas) improves the fidelity of the 

reconstructed image. The conditioning of the inverse 

problem defined in (1) can be analysed by means of a 

singular value decomposition (SVD) analysis of the 

measurement matrix, H [21, 47]. In Fig. 8d, we demonstrate 

the SVD patterns of H as a function of material conductivity 

and the corresponding antenna Q-factor. It is evident in Fig. 

8d that increasing the conductivity of the Electrifi material 

results in a superior conditioning of the measurement matrix, 

H. This is the underlying reason behind the improvement in 

the reconstructed images shown in Figs. 8a-8c as the 

conductivity value of the material is increased. 

 

3.3. Limitation of the Technology and Analysis 
The limitations of the proposed 3D conductive 

polymer printing technology can be given as the limited 

conductivity of the Electrifi material, σ=1.67*104 S/m, and 

the surface roughness for 3D printing governed by the 

nozzle size of the 3D printer, 0.5 mm, resulting in an 

achievable surface roughness range on the order of several 

to tens of microns. The conduction loss of the 3D printed 

antennas is determined by the material conductivity and the 

surface roughness. The material conductivity can be 

improved by a) increasing the weight percent of the copper 

filler in the Electrifi composite, b) replacing the copper filler 

with a more conductive filler or c) adopting a post-
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processing approach to enhance the conductivity. Similarly, 

improving the surface roughness can reduce the conduction 

loss on the cavity walls. The surface roughness of the 3D 

printed cavity antennas was measured using a surface 

profilometer, Bruker Dektak 150 [48]. Analysing the 

profilometer data, the surface roughness of the antennas was 

calculated to be 22 μm. Lower surface roughness can be 

achieved by reducing the nozzle size and layer thickness at 

the expense of increasing the printing time.  

In order to provide a quantitative analysis on how the 

surface roughness affects the Q-factor of the antennas, we 

performed the full-wave simulations of the cavity as a 

function of the surface roughness. For this study, the 

measured surface roughness of the fabricated antennas was 

taken as a reference and the roughness value was gradually 

varied. To analyse the surface roughness dependency of the 

antenna Q-factor, we studied the time-domain impulse 

response of the cavity as a function of the surface roughness 

and calculated the antenna Q-factor by analysing the 

impulse response. The studied surface roughness values and 

the calculated corresponding conductivity and Q-factor 

values are given in Table 1. The conductivity values as a 

function of the surface roughness were calculated using a 

gradient model available in CST Microwave Studio.  

 

Table 1. Studied surface roughness and the corresponding 

conductivity and Q-factor values. 

Surface 

Roughness 

(μm) 

Conductivity 

(S/m) 

Antenna  

Q-Factor 

   

10 2.58*104 338 

22 (reference) 1.67*104 300 

40 9.94*103 240 

60 7.28*103 215 

 

In Table 1, the reference case refers to the measured 

surface roughness of the 3D printed cavity antennas (see Fig. 

4). Analysing Table 1, it is evident that reducing the surface 

roughness improves the material conductivity, minimizing 

the conduction loss and therefore increasing the Q-factor of 

the antennas while increasing the surface roughness has an 

opposite effect. From Table 1, it can be concluded that 

although the surface roughness has an impact on the 

material conductivity (and therefore the conduction loss and 

the antenna Q-factor), the dominant limiting factor for the 

material conductivity is the chemical characteristics of the 

Electrifi material. As an example, in Table 1, increasing the 

surface roughness from 10 μm to 60 μm reduces the material 

conductivity from σ=2.58*104 S/m to σ=7.28*103 S/m, by a 

factor of 3.54, and the Q-factor from Q=338 to Q=215, by a 

factor of 1.57. Our initial studies on increasing the copper 

filler in the Electrifi composite, on the other hand, 

demonstrate that an improvement in the material 

conductivity by a factor of 10 can readily be achieved by 

further increasing the copper filler amount, bringing the 

conductivity to σ=1.67*105 S/m and the Q-factor to Q=800. 

It should be noted here that as the Q-factor of the cavity 

antenna is a function of not only the conduction loss but also 

the radiation loss, although following the same trend, the 

variation of the Q-factor does not occur at the same rate as 

the variation in the material conductivity.  

As mentioned earlier, the radiation efficiency of the 

3D printed cavity meatsurface antennas was measured to be 

20%, which is limited by the conduction loss of the Electrifi 

material, governed by the conductivity of the material and 

the 3D printing surface roughness. Although this might 

seem a severe constraint in terms of the achievable system 

SNR, our previous studies suggest that using frequency-

diverse antennas exhibiting similar radiation efficiencies, 

imaging SNR levels on the order of 20 dB can be achieved 

at moderate distances [22], which can be further improved 

by increasing the conductivity of the Electrifi material and 

reducing the surface roughness for 3D printing.      

The PLA material can exhibit moisture absorption in 

a humid environment. However, it should be emphasized 

that the inner walls of the cavity were made of Electrifi, 

which, different from the PLA material, uses a hydrophobic 

polyester as the polymer base. The cavity modes are formed 

inside the cavity surrounded by the inner walls printed using 

the Electrifi conductive polymer material and are not 

affected by the moisture content of the surrounding PLA 

material as long as the shape of the Electrifi inner walls does 

not change. The physical robustness of the 3D printed cavity 

antennas was ensured thanks to the overall wall thickness of 

the cavity, 10 mm, resulting in a stable, rigid structure. 

Moreover, we note that for the fabrication of the outer part 

of the cavity, different types of materials (suitable for 

printing without a heated bed) exhibiting superior moisture 

absorption characteristics can be used.   

4. Conclusion 

By harnessing the 3D printing technology and recent 

advances in material engineering, we have demonstrated the 

application of 3D printed frequency-diverse antennas for 

microwave imaging applications. The fabrication of the 

antennas has been achieved by means of a simple 3D 

printing process using a combination of PLA and conductive 

polymer (Electrifi) materials, circumventing the need for 

additional metallization and other conventional machining, 

photolithography and laser fabrication techniques. It has 

been demonstrated in the Virtualizer that using the 

frequency-diverse aperture synthesized with the 3D printed 

antennas, good quality images of objects have been achieved 

by means of a simple frequency sweep over the K-band. It 

has also been shown by full-wave simulations that the 

performance of the 3D printed Mills-Cross cavity antennas 

could be further improved by increasing the conductivity of 

the Electrifi polymer material. This is an ongoing research 

effort with the initial results suggesting that an increase in 

the material conductivity by a factor of 10 can be achieved. 

The proposed technology holds significant potential in a 

number of applications where custom made antenna 

equipment with low-cost and rapid manufacturing is 

required, such as security-screening, biomedical imaging, 

non-destructive testing, body-centric communications and 

wireless power transfer applications.  

5.  Acknowledgments 

This work was supported by the Air Force Office of 

Scientific Research (AFOSR, Grant No. FA9550-12-1-

0491). 

Page 8 of 10

IET Review Copy Only

IET Microwaves, Antennas & Propagation

This article has been accepted for publication in a future issue of this journal, but has not been fully edited.

Content may change prior to final publication in an issue of the journal. To cite the paper please use the doi provided on the Digital Library page.



9 

 

6. References 

[1] Yazhou, W., and Fathy, A. E.: ‘Advanced system level 
simulation platform for three-dimensional UWB 

through-wall imaging SAR using time-domain 

approach’, IEEE Trans. Geosci. Rem. Sens., 2012, 50, 

(5), pp. 1986-2000. 

[2] Ralston, T. S., Charvat, G. L., and Peabody, J. E.: 

‘Real-time Through-wall imaging using an 

ultrawideband multiple-input multiple-output (MIMO) 

phased array radar system’, IEEE International 
Symposium on Phased Array Systems and Technology, 

2010, pp. 551-558. 

[3] Caorsi, S., Massa, A., Pastorino, M., et al.: ‘Improved 
microwave imaging procedure for nondestructive 

evaluations of two-dimensional structures’, IEEE 

Transactions on Antennas and Propagation, 2004, 52, 

(6), pp. 1386-1397. 

[4] Kharkovsky, S., and Zoughi, R.: ‘Microwave and 
millimeter wave nondestructive testing and evaluation - 

Overview and recent advances’, IEEE Instrumentation 

& Measurement Magazine, 2007, 10, no. 2, pp. 26-38. 

[5] Elsdon, M., Yurduseven, O., and Smith, D.: ‘Early 
stage breast cancer detection using indirect microwave 

holography’, Prog. Electromagnetics Res., 2013, 143, 

pp. 405-419.   

[6] Nikolova, N. K.: ‘Microwave imaging for breast 
cancer’, IEEE Microw. Mag., 2011, 12, no. 7, pp. 78-

94.  

[7] Sheen, D. M., McMakin, D. L., and Hall, T. E.: ‘Three-

dimensional millimeter-wave imaging for concealed 

weapon detection’, IEEE Trans. Microw. Theory Tech., 

vol. 49, (9), pp. 1581-1592, 2001. 

[8] Martinez-Lorenzo, J. A., Quivira, F., and Rappaport, C. 

M., ‘SAR imaging of suicide bombers wearing 
concealed explosive threats’, Prog. Electromagnetics 

Res., 2012, vol. 125, pp. 255–272. 

[9] Zhuge, X., and Yarovoy, A. G.: ‘A Sparse Aperture 
MIMO-SAR-Based UWB Imaging System for 

Concealed Weapon Detection’, IEEE Transactions on 

Geoscience and Remote Sensing, 2011, 49, (1), pp. 509-

518. 

[10] Yurduseven, O.: ‘Indirect microwave holographic 
imaging of concealed ordnance for airport security 

imaging systems’, Progress in Electromagnetics 

Research, 2014, 146, pp. 7-13.   

[11] Ku, B. H., Schmalenberg, P., Inac, O., et al.: ‘A 77–81-

GHz 16-element phased-array receiver with ±50° beam 

scanning for advanced automotive radars," IEEE Trans. 

Microw. Theory Tech., 2014, 62, (11), pp. 2823-2832. 

[12] Withington, S., Saklatvala, G., and Hobson, M. P.: 

‘Partially coherent analysis of imaging and 
interferometric phase arrays: noise, correlations, and 

fluctuations’, J. Opt. Soc. Am. A, 2006, 23, (6), pp. 

1340-1348. 

[13] Fenn, A. J., Temme, D. H., Delaney, W. P., et al.: ‘The 
development of phased array radar technology’, Lincoln 

Laboratory Journal, 2000, 12, (2), pp. 321–340. 

[14] Marks, D. L., Gollub, J., and Smith, D. R.: ‘Spatially 
resolving antenna arrays using frequency diversity’, J. 

Opt. Soc. Am. A, 2016, vol. 33, (5), pp. 899-912.   

[15] Yurduseven, O., Gollub, J., Marks, D., et al.: 

‘Frequency-diverse microwave imaging using planar 

Mills-Cross cavity apertures’, Opt. Express, 2016, 24, 

(8), pp. 8907-892. 

[16] Hunt, J., Driscoll, T., Mrozack, A., et al.: ‘Metamaterial 
apertures for computational imaging’, Science, 2013, 

339, (6117), pp. 310-313.  

[17] Lipworth, G., Mrozack, A., Hunt, J., et al.: 

‘Metamaterial apertures for coherent computational 
imaging on the physical layer’, J. Opt. Soc. Am. A, 

2013, 30, (8), pp. 1603-1612. 

[18] Lipworth, G., Rose, A., Yurduseven, O., et al.: 

‘Comprehensive simulation platform for a metamaterial 
imaging system’, Appl. Opt., 2015, 54, (31), pp. 9343-

9353. 

[19] Hunt, J., Gollub, J., Driscoll, T., et al.: ‘Metamaterial 
microwave holographic imaging system’, J. Opt. Soc. 

Am. A, 2014, 31, (10), pp. 2109–2119. 

[20] Yurduseven, O., Imani, M. F., Odabasi, H., et al.: 

‘Resolution of the frequency diverse metamaterial 
aperture imager’, Prog. Electromagnetics Res., 2015, 

150, pp. 97-107. 

[21] Fromenteze, T., Yurduseven, O., Imani, M. F., et al.: 

‘Computational imaging using a mode-mixing cavity at 

microwave frequencies’, Appl. Phys. Lett., 2015, 106, 

pp. 194104. 

[22] Yurduseven, O., Gowda, V. R., Gollub, J., et al.: 

“Printed aperiodic cavity for computational microwave 
imaging,” IEEE Microw. Wirel. Compon. Lett., 2016, 

26, (5), pp. 367-369. 

[23] Yurduseven, O., Gowda, V. R., Gollub, J. N., et al.: 

‘Multistatic microwave imaging with arrays of planar 
cavities’, IET Microwaves, Antennas & Propagation, 

2016, 10, (11), pp.1174-1181.  

[24] Yurduseven, O., Gollub, J. N., Trofatter, K. P., et al.: 

‘Software calibration of a frequency-diverse, 

multistatic, computational imaging system’, IEEE 

Access, 2016, 4, pp. 2488-2497.  

[25] Marks, D. L., Yurduseven, O., and Smith, D. R.: 

‘Fourier Accelerated Multistatic Imaging: A Fast 

Reconstruction Algorithm for multiple-input-multiple-

output (MIMO) radar imaging’, IEEE Access, 5, pp. 

1796-1809, 2017. 

[26] Marks, D. L., Yurduseven, O., and Smith, D. R.: 

‘Hollow Cavity Metasurface Aperture Antennas and 
Their Application to Frequency Diversity Imaging’, 
Journal of the Optical Society of America A, 2017, 34, 

(4), pp. 472-480.  

[27] Yurduseven, O., Gollub, J. N., Rose, A., et al.: ‘Design 
and Simulation of a Frequency-Diverse Aperture for 

Imaging of Human-Scale Targets’, IEEE Access, 2016, 

4, pp. 5436-5451.  

[28] Gollub, J. N., Yurduseven, O., Trofatter, K. P., et al.: 

‘Large Metasurface Aperture for Millimeter Wave 
Computational Imaging at the Human-Scale’, Scientific 

Reports, 2017, 7, pp. 42650. 

[29] Yurduseven, O., Marks, D. L., Fromenteze, T., Gollub, 

J. N., Smith, D. R.: ‘Millimeter-wave spotlight imager 

using dynamic holographic metasurface antennas,’ 
Optics Express, 25, (15), pp.18230-18249, 2017.     

[30] Shrekenhamer, D., Watts, C. M., and Padilla, W. J.: 

‘Terahertz single pixel imaging with an optically 
controlled dynamic spatial light modulator’, Opt. 

Express, 2013, 21, (10), pp. 12507-12518. 

Page 9 of 10

IET Review Copy Only

IET Microwaves, Antennas & Propagation

This article has been accepted for publication in a future issue of this journal, but has not been fully edited.

Content may change prior to final publication in an issue of the journal. To cite the paper please use the doi provided on the Digital Library page.



10 

 

[31] Shin, D., Kirmani, A., Goyal, V. K., et al.: ‘Photon-

efficient computational 3-D and reflectivity imaging 

with single-photon detectors’, IEEE Trans. 

Computational Imaging, 2015, 1, (2), pp. 112-125. 

[32] Cossairt, O., Miau, D., and Nayar, S.: ‘Scaling law for 
computational imaging using spherical optics’, J. Opt. 

Soc. Am. A, 2011, 28, (12), pp. 2540-2553.  

[33] Duarte, M. F., Davenport, M. A., Takhar, D., et al.: 

‘Single-pixel imaging via compressive sampling’, IEEE 

Signal Process. Mag., 2008, 25, (2), pp. 83-91. 

[34] Welsh, S., Edgar, M., Bowman, R., et al.: "Fast full-

color computational imaging with single-pixel 

detectors," Opt. Express, 2013, 21, (20), pp. 23068-

23074.  

[35] Liang, M., Shemelya, C., MacDonald, E., et al.: "3-D 

Printed Microwave Patch Antenna via Fused Deposition 

Method and Ultrasonic Wire Mesh Embedding 

Technique," IEEE Antennas and Wireless Propagation 

Letters, 2015, 14, pp. 1346-1349. 

[36] Gillatt, B. T. W., D’Auria, M., Otter, W. J., et. al.: ‘3-D 

Printed Variable Phase Shifter’, IEEE Microwave and 

Wireless Components Letters, 2016, 26, (10), pp. 822-

824. 

[37] Nayeri, P., Liang, M., Sabory-Garcia, R. A., et al.: ‘3D 
Printed Dielectric Reflectarrays: Low-Cost High-Gain 

Antennas at Sub-Millimeter Waves’, IEEE 

Transactions on Antennas and Propagation, 2014, 62, 

(4), pp. 2000-2008.  

[38] Du, G., Liang, M., Sabory-Garcia, R. A., et al.: "3-D 

Printing Implementation of an X-band Eaton Lens for 

Beam Deflection," IEEE Antennas and Wireless 

Propagation Letters, 2016, 15, pp. 1487-1490. 

[39] ‘MULTI3D’, https://www.multi3dllc.com, accessed 8 

February 2017. 

[40] Barrett, R., Berry, M., Chan, T. F., et al.: ‘Templates 
for the Solution of Linear Systems: Building Blocks for 

Iterative Methods’ (Society for Industrial and Applied 
Mathematics, 1987, 1st edn.) 

[41] Bioucas-Dias, J. M. and Figueiredo, M. A. T.: ‘A new 
TwIST: Two-step iterative shrinkage/thresholding 

algorithms for image restoration’, IEEE Transactions 

on Image Processing, 2007, 16, (12), 2992–3004. 

[42] ‘D-Bot Core-XY 3D Printer’, 
http://www.thingiverse.com/thing:1001065, accessed 8 

February 2017. 

[43] ‘Dglass3D’, 
http://www.dglass3d.com/products/autolift-hot-ends, 

accessed 8 February 2017. 

[44] ‘BuildTak’, 
https://www.buildtak.com/product/buildtak-3d-printing-

surface, accessed 8 February 2017. 

[45] Doerry, A. W., and Dickey, F. M.: ‘Synthetic aperture 
radar’, Opt. Photonics News, 2004, 15, (11), pp. 28-33.  

[46] Moreira, A., Prats-Iraola, P., Younis, M., et al.: ‘A 
tutorial on synthetic aperture radar’, IEEE Geosci. Rem. 

Sens. Mag., 2013, 1, (1), pp. 6-43.  

[47] M. Pastorino, ‘Microwave Imaging’ (Wiley, 2010).  
[48] ‘Bruker Dektak 150’, 

https://www.brukersupport.com/ProductDetail/1135, 

accessed 26 July 2017. 

 

Page 10 of 10

IET Review Copy Only

IET Microwaves, Antennas & Propagation

This article has been accepted for publication in a future issue of this journal, but has not been fully edited.

Content may change prior to final publication in an issue of the journal. To cite the paper please use the doi provided on the Digital Library page.


