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Quasi-harmonic approaches provide an economical route to modeling the temperature depen-

dence of molecular crystal structures and properties. Several studies have demonstrated good

performance of these models, at least for rigid molecules, when using fragment-based ap-

proaches with correlated wavefunction techniques. Many others have found success employing

dispersion-corrected density functional theory (DFT). Here, a hierarchy of models in which the

energies, geometries, and phonons are computed either with correlated methods or DFT are

examined to identify which combinations produce useful predictions for properties such as the

molar volume, enthalpy, and entropy as a function of temperature. The results demonstrate that

refining DFT geometries and phonons with single-point energies based on dispersion-corrected

second-order Møller-Plesset perturbation theory can provide clear improvements in the molar vol-

umes and enthalpies compared to those obtained from DFT alone. Predicted entropies, which are

governed by vibrational contributions, benefit less clearly from the hybrid schemes. Using these

hybrid techniques, the room-temperature thermochemistry of acetaminophen (paracetamol) is

predicted to address the discrepancy between two experimental sublimation enthalpy measure-

ments.

1 Introduction

Molecular crystals occur in many areas of chemistry, including

pharmaceuticals, organic semi-conductor materials, foods, and

explosives. Crystal structure and polymorphism, or the tendency

for molecules to adopt multiple distinct crystalline packing motifs,

can have substantial impacts on macroscopic properties of these

materials. The difficulty in identifying or engineering crystal

forms experimentally has generated considerable interest in pre-

dicting crystal structures and properties from first principles.1–3

Substantial progress has been made toward successful crystal

structure prediction, as evidenced by the successes in the last few

Blind Tests of Crystal Structure Prediction.4–6

Most molecular crystal modeling focuses on the 0 K electronic

(internal) energy rather than the finite-temperature free energy.7

However, temperature can play an important role in many molec-

ular crystal properties. Crystals typically undergo thermal expan-

sion, often at a rate of 0.8–2.5% expansion per 100 K.8 Even

larger expansion occurs in weakly bound crystals. As the crys-

a Department of Chemistry, University of California, Riverside, California 92521 USA;

E-mail: gregory.beran@ucr.edu

† Electronic Supplementary Information (ESI) available: Sample free energy curves,

examination of the negative thermal expansion in ice, and additional sensitivity anal-

ysis. See DOI: 10.1039/b000000x/

tal expands, its mechanical properties change. Bulk moduli often

decrease by 50% and shear moduli by 30–50% at temperatures

approaching the melting point.8

The Gibbs free energy also varies with temperature, with room-

temperature values typically differing by 1–4 kJ/mol from the

0 K electronic energy.8,9 Thermal expansion typically softens the

lattice vibrations, resulting in a larger Helmholtz vibrational en-

tropy, while simultaneously decreasing the lattice energy. Early

investigations suggested that entropic effects were seldom large

enough to reverse polymorph stability.10 Though a significant

fraction of the finite-temperature contribution cancels when con-

sidering polymorph energy differences, a more recent survey

noted that at least 20% of polymorphs pairs are enantiotropically

related and reverse their relative thermodynamic stabilities upon

heating.8 Many other properties, including vibrational11 and nu-

clear magnetic resonance spectroscopic properties vary with the

unit cell size, as well.

Various strategies exist for incorporating finite temperature

contributions into the model. Molecular dynamics techniques

provide a natural means of treating these effects.12–21 However,

obtaining force fields capable of describing the subtle energetic

balances that occur in molecular crystal problems is not always

easy. Alternatively, one can employ statistical thermodynamic

harmonic or quasi-harmonic corrections to static models.11 Har-
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monic phonon contributions are increasingly being employed in

crystal structure prediction,6 and they capture a significant frac-

tion of the vibrational contribution to the free energy.8,22 Har-

monic vibrational contributions impact the polymorph stability

ordering in glycine,23,24, oxalyl dihydrazide,25 aspirin,26 and

modern drug targets,27 for example.

However, to capture thermal expansion effects, one must ad-

dress how the phonons change with crystal volume. The quasi-

harmonic approximation provides a straightforward means for

doing so and for therefore predicting how the Gibbs free energy

depends on temperature and pressure. The quasi-harmonic ap-

proximation has been used long been used in force field stud-

ies.28–33 Recent DFT work has examined how free energy im-

pacts structure rankings in crystal structure prediction.34,35 It has

sought to reproduce structural and thermochemical properties of

crystalline ammonia,11 urea,36 and carbamazepine (using den-

sity functional tight binding theory).37

These DFT-based quasi-harmonic studies have been success-

ful, and wavefunction-based techniques are often too compu-

tationally demanding for quasi-harmonic crystal studies. How-

ever, fragment approaches such as the hybrid many-body inter-

action (HMBI) model, enable application of high-level, corre-

lated wavefunction techniques that would otherwise be compu-

tationally prohibitive to molecular crystal problems. HMBI com-

bines a quantum mechanical (QM) treatment of the unit cell

monomers and their short-range dimer interactions with a clas-

sical polarizable force field treatment of longer-range and many-

body effects.38–41 We have demonstrated that the quasi-harmonic

HMBI42 with large-basis second-order Møller-Plesset perturba-

tion theory (MP2) and/or coupled clusters singles and doubles

with perturbative triples (CCSD(T)) allows prediction of small-

molecule structures and properties in excellent agreement with

experiment. For example, it predicts the thermal expansion of

carbon dioxide phase I to within 2–3%, the sublimation enthalpy

to within 1–2 kJ/mol, and the sublimation temperature to within

3 K.9,43 By comparing and contrasting the excellent agreement

between theory and experimental structures and Raman spectra

for several different crystalline phases of carbon dioxide, we ar-

gued that the long-accepted structure for phase III carbon diox-

ide is incorrect, and that phases III and VII are actually iden-

tical.44 Furthermore, these same techniques enabled successful

prediction of crystalline methanol thermochemistry.45 More sig-

nificantly, they allow ab initio prediction of the polymorph phase

diagram with accuracy corresponding to Gibbs free energy errors

of ∼0.5 kJ/mol or less.46 Other fragment-based studies have sim-

ilarly employed the quasi-harmonic approximation to study ther-

mochemical properties in a much broader range of crystals.47,48

However, even with fragment techniques, the studies employ-

ing correlated wavefunction methods are computationally de-

manding. Predicting the methanol phase diagram entirely with

MP2 and CCSD(T) required several hundred thousand central

processing unit hours, for example. Performing the same level

calculations on a typical pharmaceutical crystal would be imprac-

tical. Is there a useful middle ground, which achieves most of the

accuracy found above, albeit at much lower computational cost?

A quasi-harmonic calculation involves three main ingredients:

energies, crystal geometries, and phonon frequencies. This study

investigates how accurately one must compute each of those

pieces to predict how crystal structures vary with temperature

accurately. Can one, for example, replace a computationally ex-

pensive MP2 treatment of the phonon frequencies with a less-

demanding one from periodic DFT? What about the geometries?

Or, taken from the opposite perspective in which dispersion-

corrected DFT models are the baseline: How much do the pre-

dicted finite-temperature structures or thermochemistry bene-

fit by investing the additional computational effort to replace

some or all of these quasi-harmonic approximation components

with results obtained from correlated wave function methods?

Even inexpensive semi-empirical density functional tight binding

models reproduce the thermal expansion in carbamazepine fairly

well,37 for example.

Here, to improve our understanding of how the performance

of correlated wavefunction and DFT methods compare and the

potential benefits of combining them in different ways, we ex-

amine the thermal expansion in several small-molecule crystals,

systematically replacing the MP2 (or better) treatment of the en-

ergies, structures, and/or phonons with a dispersion-corrected

DFT one. We find that while portions of the calculation can often

be performed with periodic density functional theory, there are

clear benefits to including contributions from wavefunction tech-

niques. Based on the results from the small molecule systems,

quasi-harmonic calculations are performed on the pharmaceutical

acetaminophen (paracetamol) to predict both the thermal expan-

sion and to investigate a discrepancy between two experimentally

reported heats of sublimation.

2 Theory

2.1 Quasi-Harmonic Approximation

The Gibbs free energy is required to model molecular crystals at

finite temperatures and pressures. From statistical thermodynam-

ics, the Gibbs free energy combines the electronic internal energy

Uel , the Helmholtz vibrational free energy Fvib, and a pressure-

volume (PV ) contribution,

G(T,P) =Uel +Fvib(T )+PV (1)

In crystals at ambient pressure, the PV term contributes negligi-

bly.

The internal electronic energy Uel is computed here via the

fragment-based hybrid many-body interaction model (HMBI).

HMBI treats individual molecules in the unit cell and their short-

range pairwise interactions quantum mechanically (QM), while

the longer-range and many-body interactions are typically ap-

proximated using a classical molecular mechanics (MM) polar-

izable force field.

UHMBI
el = E

QM
1−body

+E
QM
SR 2−body

+EMM
LR 2−body +EMM

many body (2)

In some cases, the MM terms will be computed from periodic

Hartree-Fock (HF) instead, in which case HMBI is equivalent to

the method of increments.49–51

The Helmholtz vibrational free energy is computed from stan-
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Table 1 The four model tiers considered in this work. Tier 1 is the most

computationally demanding, and higher tiers subsequently reduce the

computational cost by replacing portions of calculations at the “High”

HMBI level with faster ones at the “Low” level of theory, DFT. HMBI corre-

sponds to employing MP2 or other correlated wavefunction methods for

the monomer and dimer treatment plus AMOEBA or periodic HF many-

body contributions.

Tier Energies Structures Frequencies

1 HMBI HMBI HMBI

2 HMBI HMBI DFT

3 HMBI DFT DFT

4 DFT DFT DFT

dard harmonic oscillator vibrational partition functions as,

Fvib(T ) = Na ∑
i

(

h̄ωi

2
+ kbT ln

[

1− exp

(

−
h̄ωi

kbT

)])

(3)

where Na is Avogadro’s number, h̄ is Plank’s constant, kb is the

Boltzmann constant, and ωi is the vibrational frequency of mode

i. The first term corresponds to the zero-point vibrational contri-

bution, while the second gives the thermal vibrational contribu-

tion. Here, phonons are evaluated only at the Γ point.

To circumvent the high computational cost of computing the

phonons repeatedly while minimizing G(T,P) for the given ther-

modynamic conditions, the vibrational contribution can be ap-

proximated via the quasi-harmonic approximation, which esti-

mates how the phonon frequencies and Fvib vary with unit cell

volume. Mode-specific Grüneisen parameters γi are employed to

estimate how each individual phonon frequency varies with vol-

ume,

γi =−

(

∂ lnωi

∂ lnV

)

(4)

Integrating this equation yields,

ωi = ω
re f
i

(

V

V re f

)

−γi

(5)

The reference volumes and phonon frequencies are obtained for

the crystal structures which minimize the electronic energy Uel ,

and the Grüneisen parameters are obtained via finite difference

of the phonon frequencies with respect to changes in unit cell

volume about that reference structure.

2.2 Hierarchy of Approximations

The key question addressed in this study is how accurately one

needs to compute each ingredient in the quasi-harmonic model:

the energies, crystal geometries, and the phonon frequencies.

Previous work has demonstrated that evaluating all three ingre-

dients with HMBI using large-basis MP2 often performs very well

(subject to the well-known limitations of MP251), and even better

results are obtained if the single-point energies are refined with a

CCSD(T) treatment of the HMBI monomers and dimers. How-

ever, large-basis correlated wave function method calculations

can be computationally expensive. Here, a systematic hierarchy

of four different tiers of approximation is adopted, as summarized

in Table 1.

In Tier 1, all calculations are performed at the “High” level of

theory—optimizing the structures, computing the phonons, and

in some cases refining the single-point energies with correlated

wavefunction methods via HMBI. Single-point energy refinement

might include using larger basis sets, employing CCSD(T) or

MP2C instead of MP2, or calculating the many-body contributions

from periodic HF instead of AMOEBA. AMOEBA models electro-

statics with atom-centered multipole moments up to quadrupoles,

polarization with self-consistently induced dipoles and a Thole

damping model, and van der Waals via a buffered 14-7 poten-

tial.52 Although Tier 1 performs well,9,43–46 it is computation-

ally demanding and quickly becomes impractical beyond several

dozen atoms per unit cell (assuming P21/c symmetry or similar).

Tier 2 replaces the single most computationally demanding

portion of the calculation, the HMBI phonon frequency evalu-

ation, with phonons at the “Low” level, periodic DFT. Because

harmonic frequency calculations require that the system geome-

try be at a stationary point of the potential energy surface with

respect to the atomic positions, Tier 2 structures optimized with

HMBI then have their atomic positions relaxed with DFT while

the lattice parameters being held fixed at their HMBI values. This

ensures real vibrational frequencies while maintaining the (hope-

fully) more reliable HMBI unit cell. Because the unit cell is con-

strained, the DFT relaxation typically alters the atomic positions

only slightly.

A similar approach was previously used to predict pressure-

dependent Raman spectra for several phases of carbon dioxide in

excellent agreement with experiment.44 In that instance, the unit

cell was first predicted at the quasi-harmonic HMBI MP2/CBS

limit, and then atomic positions were relaxed and Raman spec-

trum predicted at the HMBI MP2/aug-cc-pVDZ level to reduce the

computational cost of the phonon evaluation. Constraining the

cell at the dimensions predicted with the large basis set helped

ensure the key lattice phonon modes were reproduced correctly

despite the small basis set.

Tier 3 seeks to reduce the computational costs further, perform-

ing all structure optimizations and phonon frequency evaluations

with periodic DFT. Only single-point energies are computed from

wave function methods with HMBI. Depending on the electronic

structure method used for the monomers and dimers in the HMBI

single-point energies, the computational cost of Tier 3 can be only

moderately higher than a pure DFT calculation (Tier 4).

Our recent studies of crystalline methanol,45,46 which consid-

ered a complete basis set (CBS) CCSD(T) HMBI treatment on ge-

ometries from either MP2/CBS HMBI (Tier 1) or periodic PBE-

D3 calculations (Tier 3). In the initial work,45 it was unclear

how much better Tier 1 was than Tier 3. For example, the sub-

limation enthalpy was more accurate when computed from MP2

structures, while thermal expansion agreed more closely with ex-

periment when using the DFT structures. Subsequently, we rec-

ognized that AMOEBA was overestimating the many-body contri-

bution. Replacing that AMOEBA contribution with one computed

from periodic HF in the final single-point energies significantly

improved the quality of the predictions using the MP2 geome-

tries, while those using the PBE-D3 geometries became slightly

worse.46 In the present work, examining several additional crys-

1–17 | 3





 24

 25

 26

 27

 28

 29

 30

 31

 32

No
QHA

 0  50  100  150  200  250  300

Tier 1

Tier 2
Tier 3

Tier 4

Experiment

(a) Carbon Dioxide

High: MP2/aug-cc-pVTZ

Low: B86bPBE-XDM

M
o
la

r 
V

o
lu

m
e
 (

c
m

3
/m

o
l)

Temperature (K)

 17

 18

 19

 20

 21

No
QHA

 0  50  100  150  200  250  300

(b) Ice

High: MP2/aug-cc-pVTZ

Low: B86bPBE-XDM

M
o
la

r 
V

o
lu

m
e
 (

c
m

3
/m

o
l)

Temperature (K)

 44

 45

 46

 47

 48

 49

 50

No
QHA

 0  50  100  150  200  250  300

(c) Acetic Acid

High: MP2/aug-cc-pVTZ

Low: B86bPBE-XDM

M
o
la

r 
V

o
lu

m
e
 (

c
m

3
/m

o
l)

Temperature (K)

 46

 48

 50

 52

 54

 56

 58

No
QHA

 0  50  100  150  200  250  300

(d) Imidazole

High: MP2/aug-cc-pVTZ

Low: B86bPBE-XDM

M
o
la

r 
V

o
lu

m
e
 (

c
m

3
/m

o
l)

Temperature (K)

Fig. 2 Comparison of predicted molar volumes from Tiers 1–4 approximations for (a) carbon dioxide, (b) ice, (c) acetic acid, and (d) imidazole using

MP2/aug-cc-pVTZ + AMOEBA for the high-level calculations and B86bPBE-XDM for the low level ones. The No QHA data refers to the electronic

energy minimum, with no vibrational contribution.

and then combined with MP2 in various basis sets (aug-cc-pVTZ

or larger). Extrapolation to the complete basis set limit from the

triple and quadruple zeta basis sets was performed in the usual

fashion.80,81 All dimer calculations in HMBI employed a counter-

poise correction for basis set superposition error.

Most of the HMBI calculations used the AMOEBA force field for

the long-range and many-body contributions. These were eval-

uated using Tinker 7.1.82 Existing force field parameters were

used for water, acetic acid, and imidazole.52 Poltype83 was used

to generate parameters for carbon dioxide43 and acetaminophen.

Only the intermolecular force field parameters are needed in the

context of HMBI, since intramolecular contributions are treated

quantum mechanically.

In select cases, single-point energies were refined with peri-

odic Hartree-Fock and the pob-TZVP basis,84 which is a variant

of def2-TZVP adapted for periodic calculations, and were per-

formed using CRYSTAL09.85,86 Basis set superposition error is a

potential problem in Gaussian basis set calculations on periodic

crystals, but addressing it in the context of the many-body calcu-

lations here is challenging. This basis was chosen here because an

earlier study found that many-body contributions in small molec-

ular clusters computed in the pob-TZVP basis set without counter-

poise correction compared well against those from in large basis

sets.46 A 10−7 a.u. tolerance was used for the Coulomb overlap

threshold, Coulomb penetration threshold, and exchange over-

lap threshold, and tolerances of 10−12 and 10−30 a.u. for the

pseudo-overlaps (see Ref 86 for details). Monkhorst-Pack and Gi-

lat shrinking factors of 8 were used for the four smaller crystals,

and 4 for acetaminophen.

DFT calculations on carbon dioxide, ice, acetic acid,

and imidazole were performed using the periodic bound-

ary planewave/pseudopotential and projector augmented wave

(PAW) approaches with an 80 Rydberg energy cutoff and 5×5×5

Monkhorst-Pack k-point grid. For the larger acetaminophen crys-

tal, a lower plane wave energy cutoff of 60 Ry and 1 × 3 × 3

k-point grid were used. DFT energies and gradients were com-

puted with Quantum Espresso v6.187,88 and Γ-point frequencies

were produced by Phonopy v1.11.2.89 The BLYP and B86BPBE

PAW functionals for H, C, N and O were produced using A.

Dal Corso’s Atomic code v6.1. Most DFT results reported here

were obtained using the B86bPBE functional90,91 with the Becke-

Johnson’s exchange-hole dipole method (XDM) dispersion cor-

rection,92 which has performed well in earlier molecular crystal

studies.34,35,92,93 Selected results with other functionals, such as

BLYP94,95 and PBE91 with the D296 or XDM dispersion correction

are also presented.
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3 Results and Discussion

The work here primarily focuses on phase I carbon dioxide, ice

Ih, the orthorhombic phase of acetic acid, and the α form of im-

idazole. These crystals exhibit diverse non-covalent interactions,

ranging from strongly cooperative hydrogen bonding to π sys-

tems with significant van der Waals dispersion interactions. Ice

and acetic acid are dominated by hydrogen bonded interactions.

Ice has the familiar hexagonal pattern and each molecule accept-

ing two and donating two hydrogen bonds (Bernal-Fowler rules),

while the acetic acid molecules form one-dimensional chains.

Carbon dioxide is bound by a mixture of electrostatics and disper-

sion, and the π-conjugated imidazole rings form one-dimensional

hydrogen-bonded chains with strong dispersion interactions be-

tween them.

3.1 Molar volume and thermal expansion

To begin, we examine the performance of Tiers 1–4 on carbon

dioxide, ice, acetic acid, and imidazole. We previously examined

these crystals with MP2 and various basis sets (Tier 1).9 With

counterpoise corrected dimer energies, smaller basis sets typi-

cally underestimate non-covalent attractions. For these crystals

modeled with HMBI, this translates to molar volumes being over-

estimated. In carbon dioxide or ice, for example, systematically

increasing the basis set from aug-cc-pVDZ all the way to the com-

plete basis set limit shrinks the molar volume, with the thermal

expansion curves in the different basis sets being relatively paral-

lel to one another.9

The present study focuses on Tier 1 results at the MP2/aug-

cc-pVTZ level for a couple reasons. First, Tier 1 calculations re-

quire the energies, geometries, and phonons all be computed at

the MP2 level, which is computationally expensive. The aug-cc-

pVTZ basis set provides a practical compromise between basis-set

completeness and computational efficiency, making Tier 1 calcu-

lations feasible on species like acetic acid and imidazole. Second,

as shown in Figure 2, this level of theory predicts volumes for

carbon dioxide, ice, and acetic acid that are (fortuitously) in rea-

sonably good agreement with experiment. MP2 performs worse

for imidazole, since it exaggerates the van der Waals attractions

between the molecules, which translates to the underestimated

volume seen in Figure 2. The Tier 1 results also generally repro-

duce the experimentally observed rate of thermal expansion.

Tier 2 replaces the MP2 phonons with ones calculated from

DFT (B86bPBE-XDM here). The MP2 phonon frequencies tend

to differ moderately from the DFT ones, as shown for ice in Fig-

ure 3. Most notably, MP2 predicts excessively large intramolec-

ular frequencies in the O-H stretching region. In inelastic neu-

tron scattering experiments,97,98 these modes occur in the range

∼3000–3500 cm−1, while MP2 predicts them to be several hun-

dred wave numbers higher in energy.99 DFT calculations provide

a much better description of those high-frequency modes. On the

other hand, the slightly lower 500–1100 cm−1 range of the MP2

librational modes is in better agreement with experiment than

the DFT ones, which are shifted about 100 cm−1 higher. Both

models predict generally similar frequencies for the HOH bending

modes near 1600 cm−1 and pseudotranslational models below
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Fig. 3 Comparison of predicted ice phonon frequencies predicted with

MP2/aug-cc-pVTZ + AMOEBA or from periodic B86bPBE-XDM.

400 cm−1. See Refs 99 and 100 for more discussion of MP2 and

DFT prediction of inelastic neutron scattering spectra in ice. MP2

and DFT phonon frequencies exhibited similar qualitative behav-

iors relative to experiment in crystalline methanol.45 Errors in the

high-frequency modes will impact the zero-point vibrational en-

ergy contribution, but they have a much smaller effect on thermal

expansion. Differences in low frequency modes will have a bigger

impact on the thermal expansion.

When applied to quasi-harmonic thermal expansion, replacing

the MP2 phonon frequencies with DFT ones in Tier 2 introduces

only a modest decrease in the quality of the predicted molar vol-

umes. In ice, for example, moving from Tier 1 to Tier 2 with

B86bPBE-XDM phonons shrinks the molar volume by a few tenths

of a cm3/mol. Increasing the MP2 basis set further would lead to

further volume underestimation.9 For carbon dioxide, 0 K vol-

umes are similar with Tier 1 and 2, but the thermal expansion is

underestimated at Tier 2.

The performance of Tier 3, which uses geometries and phonons

computed with B86bPBE-XDM, is generally very similar to Tier 2.

The largest molar volume differences occur for ice, where the two

models differ by up to ∼1 cm3/mol. For acetic acid, they agree

very closely at low temperature, but differ by ∼0.5 cm3/mol near

room temperature. The differences between Tiers 2 and 3 are

even smaller in the other two crystals.

However, Tier 3 ice exhibits the unusual feature that adding the

zero-point vibrational energy contribution (i.e. from “No QHA” to

0 K in Figure 2b) actually leads to a 0.1 cm3/mol lattice contrac-

tion, instead of the typical expansion. This does not occur for Tier

4, which uses the same phonons. As shown in ESI Figure S2, the

quasi-harmonic B86bPBE-XDM vibrational free energy exhibits a

shallow minimum at 18 cm3/mol. For Tier 4 B86bPBE-XDM, the

electronic energy minimum occurs at smaller volume, where Fvib

has negative slope, so adding the zero-point contribution leads

to expansion. On the other hand, the Tier 3 MP2 electronic en-

ergy minimum occurs above 19 cm3/mol, in the regime where the

B86bPBE-XDM vibrational free energy has a positive slope, and

adding zero-point vibrational energy drives an initial contraction.
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Fig. 4 (a) While different density functionals predict somewhat different

molar volumes for carbon dioxide (Tier 4), the sensitivity of the predicted

volumes decreases considerably when (b) MP2 single-points are used

on the DFT geometries (Tier 3), and (c) it decreases further when only

the DFT phonons are used (Tier 2).

At higher temperatures, the Fvib minima shift toward larger vol-

umes, allowing expansion to occur in Tier 3. Interestingly, this

minimum in Fvib does not occur for MP2 phonons (Tier 1). In

Tier 2, the minimum occurs at larger volumes and does not cause

the contraction seen in Tier 3. In other words, this behavior ap-

pears to be an unfortunate artifact of the Tier 3 combination of

MP2 energies with DFT geometries and phonons. Nevertheless,

the actual predicted molar volumes are reasonable.

Finally, employing pure B86bPBE-XDM (Tier 4) also predicts

the molar volumes rather accurately. It significantly overestimates

the molar volume in carbon dioxide, but it performs well for the

other three crystals. Notably, B86bPBE-XDM reproduces the ex-

perimental molar volume in imidazole fairly well, where MP2 sig-

nificantly overbinds the crystal and underestimates the volume

due to its well-known problems describing van der Waals disper-

sion.101 That MP2 problem will be addressed below.

Interestingly, the Tier 2 and 3 (and to a lesser extent Tier 4)

results here tend to exhibit less thermal expansion than Tier 1.

One possible explanation could be that the former included only

Γ-point phonons, while the Tier 1 results from Ref 9 include lat-

tice dynamical phonon dispersion. We previously showed that

including phonon dispersion increased the predicted rate of ther-

mal expansion.43 Supercell phonon calculations quickly become

computationally demanding in DFT. With the fragment HMBI ap-

proach, on the other hand, they can be performed with very little

additional cost over the Γ-point only calculation, since the unique

additional contributions in the supercell are handled at the MM

level. Other more subtle factors involving the interplay between

the E(V ) curves and Fvib contributions likely contribute as well. In

acetic acid, for instance, the Tier 2 model expands more rapidly

with temperature than Tier 3, despite both neglecting phonon

dispersion.

Ice Ih is unusual in that it exhibits negative thermal expan-

sion, with the volume contracting by around 0.06% between 10 K

and 70 K, before expanding. Most of the models studied here re-

produce this trend qualitatively, though fewer are quantitatively

correct. We previously found that Tier 1 MP2/CBS + AMOEBA

predicts a slight contraction of only 0.1% and at at a lower 40 K.

Interestingly, a different MP2-based fragment study102 also pre-

dicted the contraction in the aug-cc-pVDZ and aug-cc-pVTZ basis

sets, though they found that MP2 exaggerated the contraction

and predicted the minimum at higher temperatures. The discrep-

ancy between those results and our earlier ones might result from

the use of counterpoise correction in our work, which leads to un-

derbinding of the crystal, versus no counterpoise correction in Ref

102, which will lead to overbinding. Counterpoise correction will

impact the balance between the key hydrogen bonding phonon

modes and hydrogen stretching modes.

Here, we examine how the hybrid approaches behave. ESI Fig-

ure S5 plots the relative molar volumes at low temperature for

several representative methods from Tiers 2, 3, and 4. While Tier

2 MP2/aug-cc-pVTZ + AMOEBA demonstrates negligible contrac-

tion of the lattice, the Tier 3 and Tier 4 results perform somewhat

better. They correctly predict the location of the minimum near

60–70 K, but they underestimate the amount of contraction at

only 0.02–0.03%.

Taken together, these results reiterate that dispersion-corrected

density functionals like B86bPBE-XDM can predict thermal expan-

sion well. Tier 1 MP2 molar volumes and thermal expansion of-

ten differ from the DFT ones, but refining the single-point ener-

gies with MP2 already corrects for much of that difference. Such

single-point energy refinements can be achieved with relatively

modest additional computational cost. The further advantages of

Tier 2 or Tier 1 for molar volumes are somewhat smaller, and

will not be computationally worthwhile for predicting structural

parameters in many applications.

Of course, these results represent only the B86bPBE-XDM func-

tional. Additional insight is obtained by considering the behav-

ior of Tiers 2–4 with several different density functionals and

either the XDM or D2 dispersion correction. Figure 4a plots

the predicted thermal expansion with four different functionals:

BLYP-D2, PBE-D2, PBE-XDM, and B86bPBE-XDM. The functionals
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Fig. 5 Impact of single-point HMBI energy refinement on the DFT predictions for (a) carbon dioxide, (b) ice, (c) acetic acid, and (d) imidazole. Starting

with (1) pure B86bPBE (Tier 4), we (2) first refine to Tier 3 with MP2/aug-cc-pVTZ + AMOEBA. Further Tier 3 refinements are made by (3) replacing

the AMOEBA many-body treatment with a periodic HF one, (4) extrapolating MP2 to the complete basis set limit, and (5) correcting MP2 with MP2C.

overestimate the 0 K molar volume by ∼10–15%, and the rate

of thermal expansion differs considerably between the D2 and

XDM dispersion corrections. Models corrected with D2 gener-

ally predict larger thermal expansion than those employing XDM.

Because they derive their dispersion coefficients directly from

electronic structure dispersion models like XDM, Tkatchenko-

Scheffler (TS),103 or many-body dispersion (MBD),104–106 are

generally expected to be superior to a purely empirical correc-

tion like D2.107 The D3 or D4 models,108,109 which adapts the

dispersion coefficients based on the chemical environment would

provide a better comparison, but those are not currently imple-

mented in Quantum Espresso.

Regardless, focus not on the performance of specific density

functionals and/or dispersion corrections, but rather what hap-

pens when ingredients from those functionals are used in Tier

2 or 3 calculations. As shown in Figures 4b, simply refining

the calculations with MP2 single point energies (Tier 3) dra-

matically reduces the sensitivity of the calculations to the den-

sity functional used to optimize the structures and compute the

phonons. At Tier 2, where only the phonons are obtained from

DFT, the sensitivity of the predicted molar volumes to the func-

tional decreases further. Additional sensitivity data is provided in

ESI Figures S6 and S7. These results suggest that although the

DFT geometries defining the E(V ) curve clearly differ from each

other and the MP2/aug-cc-pVTZ ones, single-point energy refine-

ment renormalizes much of the variations among them and gives

E(V ) curves in generally good agreement with one another. In

this context, it is also worth noting that density functional tight

binding proved successful in modeling the thermal expansion in

carbamazepine, and this could provide another route to low-cost

phonons for Tiers 2 and 3.37

Given the good performance and relatively low computational

cost of using HMBI-refined single-point energies with DFT opti-

mizations and phonons (Tier 3), the next question is to see how

reliably one can predict the molar volumes by further improv-

ing the quality of the HMBI single-point energies. These ener-

gies can be refined in three ways. First, one might increase the

basis set size from aug-cc-pVTZ to the complete basis set limit

via a triple-zeta/quadruple-zeta extrapolation. The counterpoise-

corrected energies tend to underestimate the interactions in small

basis sets, leading to overestimation of the molar volume.9

Second, one could replace the AMOEBA many-body treatment

with one from periodic HF. Recent work found that AMOEBA

overestimates many-body polarization associated with the coop-

erative hydrogen bonding in crystalline methanol, and refining

the energetics with periodic HF proved important for obtaining

the correct phase diagram.46 Similar over-polarization is found

for AMOEBA treatments of ion-water interactions.110 Strong po-
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larization effects are present in several of the crystals here, so

there could be appreciable benefits to periodic HF refinement

here as well.

Third, MP2 exhibits well-known problems with the treatment

of van der Waals dispersion.101 Among the four crystals here,

this is most apparent for imidazole, where MP2 substantially

overbinds the lattice energy38,39 and underestimates the molar

volume (see Figure 2d).9 Ideally, one would correct this problem

by replacing MP2 with CCSD(T). However, dispersion-corrected

MP2C76,77 provides a more pragmatic approach which corrects

most of the MP2 error in these crystals at much lower computa-

tional cost.79

Figure 5 examines this hierarchy of refinements for the four

crystals. As seen in the earlier discussion of Figure 2, switching

from (1) pure B86bPBE-XDM (Tier 4) to (2) Tier 3 MP2/aug-

cc-pVTZ + AMOEBA single-point energies leads to a substantial

change in the predicted molar volumes, usually toward smaller

unit cells (the slight volume increase in ice is the exception). (3)

Replacing the AMOEBA many-body contribution with periodic HF

increases the molar volume. For carbon dioxide, ice, and acetic

acid, the effect is fairly small. For imidazole, on the other hand,

it increases the volume by ∼9%. As expected, (4) increasing the

MP2 basis set toward the CBS limit induces a volume contraction

of ∼0.4 cm3/mol in ice and around 1 cm3/mol in the other three

crystals. With the exception of imidazole, the MP2/CBS + peri-

odic HF predicted volumes are slightly smaller than experiment.

Surprisingly, in imidazole, the MP2/CBS + periodic HF volumes

agree very well with experiment, despite MP2’s overestimation of

the lattice energy. In all four cases, (5) MP2C weakens the bind-

ing and shifts toward larger molar volumes. Unsurprisingly, the

largest corrections are observed for carbon dioxide and imidazole,

while hydrogen bonded ice and acetic acid are less affected by the

dispersion correction.

Overall, the combination of MP2C/CBS + periodic HF energies

on B86bPBE-XDM geometries and phonons predicts the highest-

temperature experimental molar volumes of carbon dioxide, ice,

and acetic acid to within 1–2%. For imidazole, the errors are

2% or 3.5%, depending on which high-temperature experimental

structure one compares against. Finally, notice that the different

possible Tier 3 single-point energy refinements considered here

all predict similar thermal expansivity (curves (2)–(5) in Figure 5

are largely parallel). The most significant variations manifest as

shifts in the 0 K molar volume. This reflects that while the min-

imum of the E(V ) curves shifts upon single-point energy refine-

ment, changes to the potential energy well curvature are appar-

ently minor (see ESI Figure S8).

3.2 Thermochemical data

A key reason for modeling thermal expansion in molecular crys-

tals is to predict temperature-dependence of other crystal prop-

erties. Accordingly, we consider the enthalpy and entropy of

sublimation for these four crystals. Experimental values were

taken and/or derived from the literature as described in Refs 9

and 43. Quantitative experimental uncertainties are not read-

ily available for the thermochemical properties presented here.

The temperature-dependent results were frequently derived us-

ing data from a variety of sources that did not always report un-

certainties. Moreover, different studies do not always agree (e.g.

reported room-temperature sublimation enthalpies for imidazole

differ by several kJ/mol111). Crystalline defects in the experi-

mental solids can also play a role. Forming a point defect is typi-

cally an endothermic process, but it also leads to a gain in entropy.

Quantifying the impact of the various factors here is difficult, but

one should probably allow for uncertainties of up to a few kJ/mol

in the sublimation enthalpies, for example.

Figure 6 compares sublimation enthalpies as predicted with

several of the techniques described in the previous section against

experiment. Given the relatively small improvements in molar

volume provided by Tier 2 over Tier 3, the discussion here fo-

cuses primarily on Tiers 3 and 4. Unless otherwise mentioned, all

DFT results in this section employ B86bPBE-XDM.

As temperature increases, the sublimation enthalpy ∆Hsub =

Hgas −Hcrystal typically first increases before reaching a maximum

and then decreasing. Heating increases Hgas via destabilizing

translational, rotational, and PV contributions. Hcrystal derives

from a balance between the thermal expansion and the vibra-

tional contributions, but it is typically dominated by lattice en-

ergy destabilization due to thermal expansion. Little thermal ex-

pansion occurs in the crystal at low temperatures, and the ∆Hsub

increases due primarily to the gas contribution in that tempera-

ture regime. At higher temperatures, however, the larger thermal

expansion in the crystal eventually leads to the increase in Hcrystal

becoming more significant than the changes in Hgas, which pro-

duces the maximum and subsequent decrease in ∆Hsub seen for

carbon dioxide, acetic acid, and imidazole. In ice, this maximum

does not occur below the melting point due to the low thermal ex-

pansivity. See Ref 9 for more detailed discussion of the enthalpy

behaviors.

Earlier Tier 1 work9,43 demonstrated that changing the elec-

tronic structure method and basis set shifts the entire sublimation

curves vertically but has minor impact on the curvature. Larger

basis sets in particular shift the enthalpy toward larger values.

Obtaining the proper maximum and subsequent decrease of the

sublimation enthalpy at higher temperatures requires capturing

thermal expansion correctly. A simple harmonic model that ne-

glects thermal expansion agrees well with the quasi-harmonic

result at low temperatures, but it overestimates the enthalpy at

higher temperatures by about 1 kJ/mol in these crystals. Ice

proves the exception: since it exhibits comparatively little ther-

mal expansion, the error introduced in ∆Hsub by neglecting that

expansion at 273 K is negligible.

In the present work, the Tier 2-3 results frequently underes-

timate the amount of thermal expansion compared to Tier 1.

In Figure 6, this underestimated thermal expansion manifests in

the Tier 3 MP2/aug-cc-pVTZ + AMOEBA sublimation enthalpy

(red curve) being too large at higher temperatures, analogously

to what was observed for the harmonic model.9 Nevertheless,

those Tier 3 results generally mimic the Tier 1 ones to within

1–2 kJ/mol across the full temperature range.

Refining Tier 1 by increasing the basis set size to the CBS limit,

applying the MP2C dispersion correction, and replacing AMOEBA
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Fig. 6 Comparison of predicted sublimation enthalpies for (a) carbon dioxide, (b) ice, (c) acetic acid, and (d) imidazole using Tier 1 (T1) MP2/aug-cc-

pVTZ + AMOEBA, Tier 4 (T4) B86bPBE-XDM, and Tier 3 (T3) with several different energy refinements.

with periodic HF does not resolve the issue of the erroneous slope

in ∆Hsub at higher temperatures. Nevertheless, MP2C/CBS +

periodic HF results (orange curve) provide excellent agreement

with experiment across the temperature range, with root-mean-

square (rms) errors ranging 0.9–2.1 kJ/mol for the four crystals

(Table 2). Applying the dispersion correction in MP2C has mini-

mal impact on hydrogen-bonded ice and acetic acid, but it alters

the sublimation enthalpies in carbon dioxide and imidazole con-

siderably (compare green vs. orange curves). In our earlier work,

Tier 1 MP2/CBS and CCSD(T)/CBS both overestimated the sub-

limation enthalpy for carbon dioxide, with CCSD(T) predicting

a slightly smaller ∆Hsub.9,43 Here, it appears that MP2C over-

corrects the MP2 result, with the net result of slightly increasing

the rms error from 1.7 to 2.1 kJ/mol. On the other hand, MP2C

performs very well for imidazole, reducing the rms error in ∆Hsub

from 9.2 kJ/mol (MP2) to 0.8 kJ/mol (MP2C).

Compared to the best Tier 3 MP2C results, the errors for

B86bPBE-XDM are 2–3 times larger for carbon dioxide and im-

idazole, where van der Waals dispersion contributes appreciably,

and 5–6 times larger for acetic acid and ice, which are dominated

by hydrogen bonding interactions (Table 2). Notably, B86bPBE-

XDM performs very well for imidazole, which is problematic for

MP2. Overall, the sublimation enthalpy data here bolsters the

case for Tier 3 single-point energy refinement with MP2C/CBS +

periodic HF on top of the DFT structures and phonons.

Next, consider prediction of the sublimation entropy. Whereas

Hcrystal is dominated by the lattice energy and therefore sensitive

to the final single-point energy, Scrystal is governed by the phonon

frequencies. Tiers 2–4 all compute the phonons with DFT. The

improved energies in Tier 2 or Tier 3 will alter the predicted vol-

ume at a given temperature, which in turn impacts the phonons

via their volume dependence (Eq 5).

Like for the enthalpy, the temperature dependence of the subli-

mation entropy ∆Ssub(T ) = Sgas(T )−Scrystal(T ) arises from a com-

petition between the entropy of the gas phase and the crystal

phase.9 At low temperatures, Sgas(T ) rises more quickly with tem-

perature. At higher temperatures, the situation reverses, with

Scrystal(T ) increasing more quickly due to the phonon contri-

bution. Together, these produce the overall concave shape of

∆Ssub(T ). If thermal expansion is not accounted for, the phonon

frequencies tend to be too large, and Scrystal(T ) will be too small.

This causes overestimation of the entropy at high temperatures.

Here, the thermal expansion is frequently underestimated rel-

ative both to experiment and Tier 1 calculations. This translates

to consistent overestimation of ∆Ssub(T ) by up to 10–12% relative

to experiment at high temperatures (Figure 7). In cases like ice

and acetic acid, where the volume is not too sensitive to specific

method used for Tier 3 energy refinement, the variation in pre-

dicted sublimation entropies is fairly small across the different en-

ergy models. Larger variations are observed among the different
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Table 2 Root-mean-square error (in kJ/mol) between predicted and experimental sublimation enthalpies over the temperatures for which experimental

data is available (see in Figure 6). Errors were computed by splining the data curves and taking differences between them at 1 K intervals.

Temperature Tier 3 Tier 3 Tier 4

Crystal Range MP2/CBS+pHF MP2C/CBS+pHF B86bPBE-XDM

Carbon Dioxide 0–195 K 1.7 2.1 4.2

Ice 10–265 K 2.5 1.9 8.9

Acetic Acid 50–278 K 1.3 1.0 5.6

Imidazole 90–283 K 9.2 0.9 2.6

Tier 3 models for imidazole and and carbon dioxide, commensu-

rate with the greater sensitivity of the molar volumes to the mod-

eling approach in those crystals. Overall, in marked contrast to

the molar volumes and sublimation enthalpies, Tier 3 energy re-

finement does not clearly improve the quality the underlying DFT

entropies. The same can be said for Tier 2 (not shown), since the

Tier 2 and 3 sublimation entropies differ by less than 1%.

Calculating phase transition temperatures provides another

means of assessing predicted thermochemistry values, since the

transition temperature can be sensitive to subtle changes in the

Gibbs free energy.9,43,46 Computing the Gibbs free energy accu-

rately requires balance between the enthalpic and entropic com-

ponents, which may or many not be maintained in the hybrid

approaches.

Experimentally, carbon dioxide sublimes at 194.7 K and at-

mospheric pressure.64 Table 3 summarizes predicted sublimation

temperatures with several different methods. Large-basis Tier 1

MP2 and CCSD(T) perform excellently, predicting the sublimation

temperature of 5 degrees Kelvin of experiment. In smaller basis

sets, it underestimates the sublimation temperature. At the other

extreme, B86bPBE-XDM underestimates the sublimation temper-

ature by almost 40 K. Tier 3 refinement at the MP2 level im-

proves the predicted sublimation temperature somewhat, though

the Tier 3 temperatures are ∼10 K lower than the correspond-

ing Tier 1 ones. As noted earlier, MP2C seemingly over-corrects

MP2, to the detriment of the predicted sublimation temperature.

The ∼30 K error in the MP2C/CBS + periodic HF sublimation

temperature is only modestly better than that of B86bPBE-XDM.

Table 3 Comparison of experimental and predicted sublimation tempera-

tures for carbon dioxide.

Tier Method Tsub (K)

Experimenta 194.7

Tier 1 MP2/aDZ + AMOEBAb 163.6

Tier 1 MP2/aTZ + AMOEBAb 185.3

Tier 1 MP2/aQZ + AMOEBAb 193.4

Tier 1 MP2/CBS + AMOEBAb 199.2

Tier 1 CCSD(T)/CBS + AMOEBAb 201.0

Tier 3 MP2/aTZ + AMOEBA 174.2

Tier 3 MP2/CBS + pHF 186.6

Tier 3 MP2C/CBS + pHF 165.7

Tier 4 B86bPBE-XDM 157.5
a Ref 64 b Ref 43
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Fig. 8 Predicted acetaminophen molar volumes versus temperature. The

connected dark gray points indicate data from a temperature-dependent

neutron scattering study, 57 while light gray points represent other exper-

imental data points found in the CSD.

3.3 Acetaminophen form I

To investigate how well these models perform in a pharmaceuti-

cally relevant species, Figure 8 plots thermal expansion data for

acetaminophen. Twenty two experimental crystal structures of

ambient pressure form I have been reported in the CSD. While

most of the reported molar volumes exhibit reasonable agree-

ment, a wide ∼4 cm3/mol scatter exists in the reported room tem-

perature values. Seven of the structures (those connected with a

line in Figure 8) come from a single temperature-dependent neu-

tron scattering study.57 The discussion below focuses primarily

on this consistent set of neutron scattering data.

Given the large size of acetaminophen (C8H9NO2 and Z = 4 in

form I), calculations were only performed at Tiers 3 and 4. Tiers

1 and 2 would require substantially more computational effort.

With a predicted molar volume of 115.6 cm3/mol at 20 K, Tier 4

B86bPBE-XDM overestimates the experimental molar volume of

111.6 cm3/mol (HXACAN1357) by 3.6%. It also significantly un-

derestimates the thermal expansivity, with the B86bPBE-XDM mo-

lar volume increasing only 1.3% versus 3.8% experimentally. The

combination of overestimated volume at low temperature and un-

derestimated thermal expansivity leads to much smaller errors in

the molar volumes at high temperatures, e.g. only 1% error at

330 K (HXACAN1957).

Switching to Tier 3 with MP2/aug-cc-pVTZ + AMOEBA leads to

a considerable reduction in the molar volume to 109.65 cm3/mol,

which is in somewhat better agreement with experiment (1.7%
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Fig. 7 Comparison of predicted sublimation entropies for (a) carbon dioxide, (b) ice, (c) acetic acid, and (d) imidazole using Tier 1 MP2/aug-cc-pVTZ

+ AMOEBA, Tier 4 B86bPBE-XDM, and Tier 3 with several different energy refinements. Experimental entropy data is unavailable for imidazole.

error at 20 K). However, the underestimated thermal expansivity

persists, and the volume at 330 K is underestimated by 4.4%.

Moving toward the CBS limit, replacing MP2 with MP2C and

AMOEBA with periodic HF both shift back toward larger molar

volumes, but they have little impact on the thermal expansivity. In

the end, the MP2C/CBS + periodic HF volumes are fairly close to

experiment, especially at low temperatures (0.8% error at 20 K),

but they underestimate the volume by 1.6% at 330 K due to the

low thermal expansivity.

Next, we turn to the form I acetaminophen sublimation

enthalpy and entropy. Perlovich and co-workers measured

∆Hsub(298K) = 117.9±0.7 kJ/mol from vapor pressure mea-

surements,112,113 while Picciochi at al subsequently obtained

129.9±1.4 kJ/mol from a combination of vapor pressure mea-

surements and microcalorimetry experiments (and they proposed

a slight refinement of Perlovich’s value to 118.9 ± 1.6 kJ/mol).114

The ∼10 kJ/mol discrepancy between the experimental values is

significantly larger than the reported 1–2 kJ/mol experimental

uncertainties. The quasi-harmonic calculations here can address

this discrepancy.

Table 4 compares the predicted and experimental room-

temperature sublimation enthalpies. Tier 4 B86bPBE-XDM pre-

dicts 131.0 kJ/mol, which lies within the stated uncertainty in

Picciochi et al’s value of 129.9 ± 1.4 kJ/mol. MP2 predicts a sub-

limation enthalpy that is up to 23 kJ/mol higher, but employing

MP2C/CBS + periodic HF reduces this enthalpy to 138.0 kJ/mol.

This is 8 kJ/mol larger than the Picciochi et al experimental value.

Some of this overestimation may stem from the underpredicted

thermal expansion, as seen for acetic acid and imidazole earlier.

In any case, both the MP2C and B86bPBE-XDM results support the

larger 129.9 ± 1.4 experimental sublimation enthalpy instead of

the smaller 117.9 ± 0.7 kJ/mol value.

Finally, Perlovich et al reported a sublimation entropy of 190

± 2 J/(mol K) at 298 K. Tier 4 B86bPBE-XDM and various Tier 3

refinements all predict much larger values of 240–246 J/(mol K).

Overestimation of the sublimation entropy is expected based on

the results for the other crystals described above and by how

much the predictions underestimate the thermal expansion. Still,

this ∼25% disagreement between theory and experiment is sig-

nificantly larger than the ∼10–12% seen in the smaller crystals.

On the other hand, it is not clear how reliable the reported ex-

perimental entropy value is, since it was derived from the subli-

mation enthalpy measurement112 which is suspect in light of the

Picciochi et al experiments114 and our calculations here.

4 Conclusions

The combination of fragment-based correlated wavefunction elec-

tronic structure techniques and quasi-harmonic approximations

can be very successful in predicting thermal expansion and other

properties, at least for rigid-molecule crystals. On the other hand,

12 | 1–17



Table 4 Comparison of experimental and predicted 298 K sublimation enthalpies (kJ/mol) and entropies (J/(mol K)) for acetaminophen form I.

Method Source ∆Hsub (298 K) ∆Ssub (298 K)

Perlovich et al Ref 112,113 117.9 ±0.7 190 ± 2

Picciochi et al Ref 114 129.9 ± 1.4

B86bPBE-XDM Tier 4 131.0 242.1

MP2/aTZ+AMOEBA Tier 3 146.4 245.6

MP2/aTZ+pHF Tier 3 147.4 244.8

MP2/CBS+pHF Tier 3 154.1 246.3

MP2C/CBS+pHF Tier 3 138.0 243.9

dispersion-corrected DFT models also often perform well at ap-

preciably lower computational cost. By comparing a hierarchy

of models ranging from pure DFT to pure MP2, we have demon-

strated that introducing correlated wavefunction energies on top

of DFT geometries and phonons can appreciably improve pre-

dicted molar volumes and enthalpies. One must ensure, however,

that the single-point energies are well-chosen, which in practice

means employing large basis sets and accounting for any defi-

ciencies in the models (e.g. by replacing MP2 with MP2C for the

monomer and dimer contributions or AMOEBA with HF for the

many-body contributions).

In the small molecule crystals, the hybrid Tier 3 approach led to

predicting molar volumes to within a few percent and sublimation

enthalpies to within 1–2 kJ/mol of experiment over broad tem-

perature ranges. Though more computationally expensive than

pure DFT approaches, such single-point energy refinement can be

performed on crystals containing dozens of atoms per molecule,

especially when crystal symmetry can be exploited. Using these

techniques, we demonstrated that the predicted sublimation en-

thalpy for acetaminophen agrees better with the more recent ex-

perimental value of Picciochi et al than the earlier reported value.

Issues remain, however. The hybrid approaches that combine

DFT and wavefunction techniques do not appreciably improve the

predicted entropies, since those are largely governed by phonon

contributions. We also found that the hybrid calculations here

generally underestimate the amount of thermal expansion. In the

smaller crystals the impact was modest, but it becomes more sig-

nificant in acetaminophen. Acetaminophen also exhibited con-

siderably larger 8 kJ/mol errors in the predicted sublimation

enthalpy than for the smaller crystals. Accounting for phonon

dispersion might help, but anharmonicity or other factors may

also play an important role. More testing in larger, more flexi-

ble molecules is needed to assess the performance of the quasi-

harmonic approach. Efficient and effective strategies for address-

ing anharmonicity would be especially valuable.

Moreover, though the performance of the hybrid approaches is

quite good, it may not always be sufficient. The imbalances be-

tween the enthalpy and entropy appreciably increased the error in

the predicted carbon dioxide sublimation temperature, for exam-

ple. More dramatically, in our recent study of the methanol phase

diagram,46 even a half kJ/mol error in the relative free energies

between two polymorphs shifts the phase transition temperature

by ∼100 K. For such challenging properties, more reliable and

computationally demanding Tier 1 approaches may be needed.
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