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Abstract

One of the long-term goals of synthetic biology is to develop designable genetic parts with
predictable behaviors that can be utilized to implement diverse cellular functions. The discovery
of non-coding RNAs and their importance in cellular processing have rapidly attracted researchers’
attention towards designing functional non-coding RNA molecules. These synthetic non-coding
RNAs have simple design principles governed by Watson-Crick base pairing, but exhibit
increasingly complex functions. Importantly, due to their specific and modular behaviors,
synthetic non-coding RNAs have been widely adopted to modulate transcription and translation of
target genes. In this review, we summarize various design rules and strategies employed to
engineer synthetic non-coding RNAs. Specifically, we discuss how RNA molecules can be
transformed into powerful regulators and utilized to control target gene expression. With the
establishment of generalizable non-coding RNA design rules, the research community will shift

its focus to RNA regulators from protein regulators.
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1. Introduction

For many years, RNA molecules were thought to be passive carriers of genetic information
from DNA to protein. However, since ribosomal RNAs (rRNAs) and transfer RNAs (tRNAs) were
discovered in the 1950s, there has been an explosion in the identification of non-coding RNAs
(ncRNAs) in prokaryotic and eukaryotic systems. These versatile molecules regulate a broad
spectrum of cellular processes [1, 2], modulate protein activities [3], and catalyze biochemical
reactions [4]. Natural ncRNAs are now considered as key regulators of gene expression, along
with proteins. There has been a great deal of effort to repurpose and re-engineer natural ncRNAs
to control gene expression in synthetic biology. Recently, attention has been given to
understanding of the relationship between the structure and function of ncRNAs, which will
ultimately allow for rational design and construction of synthetic ncRNAs to accomplish a variety

of biological functions.
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Remarkable progress has been made in developing synthetic ncRNAs based on natural
RNA elements, to precisely regulate target gene expression. Natural ncRNAs adopt not only
Watson-Crick base paring, but also complex interactions such as non-canonical base pairing and
pseudoknot formation [5]. However, synthetic ncRNAs have been designed predominantly by
Watson-Crick base paring with their target DNA, mRNA, or other ncRNAs. This simple but
elegant mechanism facilitates the rational design and construction of synthetic ncRNAs with a
high degree of orthogonality, which is essential in regulating expression of multiple genes. Similar
to protein regulators that fold into functional 3-dimensional structures, synthetic ncRNAs can also
fold via intramolecular or intermolecular interactions. These interactions are often quantified as
Gibbs free energy changes (AG, often referred to simply as ‘Gibbs free energy’ in literature) and
the difference (AAG, often as AG in literature) between AG values, each of which describes the
free energy related to the different mechanistic or folding states of RNA molecules. The Gibbs
free energy of a given sequence in a given secondary structure is estimated mainly based on the
nearest neighbor model, which assumes that the stability of a base pair depends on the adjacent
base pair [6, 7]. There are a number of RNA secondary structure prediction programs, including
NUPACK and Mfold (with different constraints), which estimate the Gibbs free energy of RNAs
and thus predict their possible secondary structures [8, 9], facilitating forward-engineering of
ncRNAs. In this review, AG values are used to indicate such model-predicted values, not
experimentally measured ones.

Various classes of synthetic ncRNAs have been rationally engineered to regulate gene
expression. For example, the small transcription activating RNA (STAR) system [10], the
attenuator system [11], CRISPR interference (CRISPR1) [12], and CRISPR activation (CRISPRa)

[13] were developed to regulate the transcription of target genes. Furthermore, synthetic antisense
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RNA (asRNA) [14], the toehold switch [15], translation-regulating riboswitch [16, 17], and
aptazyme [18, 19] were developed to regulate gene expression at the post-transcriptional or
translational level. In addition to the regulatory function, some of these synthetic ncRNAs
demonstrate sensing and enzymatic functions. Such widespread uses of synthetic ncRNAs have
prompted efforts to understand the relationship between RNA structures and functions in the cell.
These efforts have accelerated with the advent of high-throughput RNA structure characterization
technologies [20-22] and software tools [8, 9] that can experimentally and computationally
determine RNA structures, respectively. As we better understand the structure-function
relationship of ncRNAs, our ability to engineer biological systems is continuously expanding.

In this review, we summarize recent progress in design and construction of synthetic
ncRNAs for predictable gene expression control, mainly in bacteria. In particular, we focus on
ncRNA design principles that have been determined by investigating the effect of ncRNA
secondary structures and various design parameters on regulatory functions of ncRNAs.
Specifically, five major examples of synthetic ncRNAs (asRNA, STAR/attenuator, toehold switch,
CRISPR1/a, and riboswitch/aptazyme) are discussed regarding their design parameters, including
secondary structure features, free energy (AQG), target binding lengths, and target locations. We
also introduce an ncRNA design-build-test cycle to efficiently build and characterize candidate
ncRNAs that can regulate the target gene expression. Because this short review focuses primarily
on basic, synthetic ncRNA design rules for researchers who are interested in using ncRNAs as
their new tools, a lot of excellent reports are omitted in this methodology-focused review. For

many studies that are not covered in this paper, we direct the readers to other reviews [23-28].

2. Synthetic non-coding RNA
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2.1. Antisense RNA

Natural ncRNAs have been identified in bacteria by computational and experimental
approaches [29-31]. In bacteria, regulatory ncRNAs are usually 50 - 250 nucleotides in length and
are thus known as small RNAs (sRNAs). Most sSRNAs characterized to date modulate target gene
expression at the post-transcriptional or translational level by base-pairing with their target mRNA.
Because these sSRNAs contain a sequence complementary to that of their target mRNA, they are
often called antisense RNAs (asRNAs). Upon base-pairing, asRNAs usually prevent translation
by altering mRNA accessibility to the translation machinery and/or increasing the rate of transcript
degradation [32-34].

Our understanding of native asRNA systems and their regulatory mechanisms enables
design of synthetic asRNAs in bacteria [14, 35-38]. Most synthetic asRNAs repress the target gene
expression by binding to the 5’ untranslated region (UTR) or a coding region of the target mRNA
(Fig. 1A). The repressing ability of synthetic asRNAs can also be significantly improved by
introducing an Hfq binding site on the 3’-end of target binding region (TBR) of a synthetic asRNA.
In this review, TBR is defined as a designed sequence that is complementary to the target mRNA.
In nature, base pairing through multiple regions often occurs (e.g., SRNA Spot 42 [39] and sSRNA
DsrA [40]), while one region (or TBR) is often designed for synthetic asRNAs. The Hfq binding
site allows for binding of the Hfq protein, which is a hexameric chaperone protein that is native to
diverse bacteria. This RNA-binding protein has been proposed to protect native asRNAs from
ribonuclease cleavage and facilitate the annealing of asRNA-mRNA complex by unfolding both
molecules [41-44]. While synthetic biologists consider asRNA systems to be modular, native
asRNA systems show structural and mechanistic complexity that makes asRNAs difficult to

engineer. For example, multiple roles of Hfq have been found in native asRNA systems as
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mentioned above, but there is no mechanistic evidence that binding between synthetic asRNA and
mRNA is facilitated by Hfq. Additionally, asRNAs that target multiple mRNAs are often found in
nature [45, 46], but most synthetic asRNAs have been designed to target only one mRNA
sequence. Recently, Lahiry et al. showed that SRNAs can be designed and engineered to bind
multiple mRNAs, enabling construction of multi-targeting SRNAs [47].

A challenge in developing synthetic asRNA design rules is a wide range of parameters that
need to be considered: an Hfq binding site, thermodynamics, the asRNA length, the number of
mismatches, and the binding location. Studying one parameter in isolation can be difficult because
of the interdependence of each of these parameters. For example, changing the asRNA length or
the number of mismatches can affect the thermodynamics of asRNA-mRNA interaction.
Furthermore, the mechanisms of base pairing between an asRNA and its target create another
challenge in developing asRNA design rules. Two general mechanisms have been proposed based
on base pairing processes of native SRNAs: one-step and multi-step mechanism. In the one-step
mechanism, the initial interaction between an sRNA and its target mRNA leads to direct and
complete duplex formation [48, 49]. In the multi-step mechanism, however, the initial interaction
is transient, and the complete duplex formation is achieved only when the initial interaction is
stabilized by a protein or the formation of additional base pairs [50]. Whether asRNAs base pair
with its target mRNA via one-step, multi-step, or a combination of both, and how these
mechanisms affect the stability of asRNA-mRNA interaction remain to be determined.

The first design rule is to introduce an Hfq binding site on the 3’-end of TBR of a synthetic
asRNA. Several studies have tested different Hfq binding sites in an attempt to identify the best
performing site [14, 38, 51-53]. In most cases, these studies have shown that adding the Hfq

binding site improved asRNA’s silencing capability. For example, five different TBRs were
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combinatorially fused to five Hfq binding sites (Spot42, MicC, MicF, MicF M7.4, or SgrS), and
the resultant 25 asRNAs were tested for their repression efficiency. All Hfq binding sites except
SgrS led to significantly higher overall average repression (67-77%) than the no-Hfq binding site
control (48%) (Fig. 1B) [53]. Furthermore, all tested Hfq binding sites showed low off-target
effects except for Spot42. It is worth noting that non-native target mRNAs may lack A-rich
sequences (ARN motifs) or UA-binding motifs that are often found in native target mRNAs and
that bind to the distal face or the rim of Hfq, respectively [54, 55]. In this case, the effect of Hfq
binding sites on repression might be due to increased stability of asRNAs through binding to Hfq
[41], and addition of ARN motifs or UA-binding motifs to non-native target mRNAs can be
considered for further optimization.

The second design rule is to consider thermodynamics of asRNA-mRNA interaction. This
is quantified as AG of the asRNA-mRNA complex (AAG to be accurate, while AG is often used
in literature). Several studies have identified AG as an important parameter by showing a strong
correlation between the AG of the asRNA-mRNA complex and repression [14, 53, 56-58]. For
instance, Na ef al. showed a quantitative relationship between asRNA binding energy and
repression efficiency [14]. Hao et al. used RyhB-sodB mutant pairs to show a correlation between
the free energy of duplex formation (AE) and fold repression, in which AE is defined as the
difference between the free energy of the RyhB-sodB duplex and the sum of the self-folding free
energy of RyhB and the sodB control region [58]. Similarly, Hoynes-O’Connor and Moon also
found that there is a negative correlation between AG Complex Formation and percent repression
(Spearman Rank Correlation Coefficient [SRCC] = -0.322) [53]. AG Complex Formation is
defined as the difference between the AG Complex (i.e., AG of asRNA-mRNA complex) and AG

TBR. In the same study, asRNAs that had AG Complex Formation values less than -40 kcal/mol
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demonstrated significantly higher repression than those with higher (or less negative) AG values
(Fig. 1C). Recently, Vazquez-Anderson et al. developed the inTherAcc model (in vivo-optimized
thermodynamic accessibility-adjusted model) by incorporating a number of thermodynamic terms
that consider intramolecular folding energy, intermolecular binding, and the target region
availability [59]. This model will assist in effective selection of target RNA binding sites in
bacteria.

The asRNA-mRNA interaction is noncatalytic in nature because an asRNA molecule is
likely to be degraded with its target mRNA, instead of being reused [60]. Thus, the transcription
rates of mRNAs and asRNAs (i.e., a ‘threshold-linear’ response [61]), as well as their interaction
energetics, should be considered when asRNA-mediated gene expression control is pursued. It is
expected (in an mRNA transcription rate-expression level curve) that above a threshold set by the
asRNA transcription rate, the target gene expression increases linearly with the difference between
the transcription rates of mRNAs and asRNAs, while complete silencing occurs below the
threshold [61]. To ensure predictable and successful gene repression, the asRNA system can be
designed such that asRNAs would be in stoichiometric excess of the target mRNAs (e.g., use of a
higher copy number plasmid or a stronger promoter for asRNA expression) [53].

The third design rule is to consider the TBR length of a synthetic asRNA and the maximum
length of continuous dsRNA present in the asRNA-mRNA complex. The maximum length of the
dsRNA region is defined as the longest uninterrupted interstrand length of dSRNA in the asRNA-
mRNA complex. It was found that an increase in the TBR length or an increase in the maximum
length of dsRNA resulted in a higher repression (SRCC = 0.284 for TBR length; SRCC = 0.360
for dsRNA length) [53]. The same study showed that asRNAs with at least 15 nucleotides of

dsRNA had significantly higher repression efficiency than those with lengths shorter than 15
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nucleotides of dsSRNA (Fig. 1D). In other studies, a target-binding sequence of 20-30 nucleotides
is recommended for reliable repression [14, 38]. It is also important to understand that the length
of TBR, the maximum length of continuous dsRNA present in the asRNA-mRNA complex, and
AG of the asRNA-mRNA complex are interdependent parameters. For example, varying the length
of TBR can alter both the maximum length and AG of the asRNA-mRNA complex. Therefore,
these parameters should be simultaneously considered when designing an asRNA.

The fourth design rule is to minimize the number of mismatched nucleotides in the TBR
sequence of a synthetic asRNA (Fig. 1E). Many natural sSRNAs bind imperfectly to their target,
and it is not clear whether this imperfect pairing facilitates gene repression (via mRNA degradation
or inhibition of translation) in bacteria [62]. However, hindered gene silencing was observed when
artificial SRNAs contained mismatched (forming internal loops) or unmatched (forming bulges)
regions in the middle of the target-recognition sequences [63]. Similarly, it has been shown that
an increase in the number of mismatched nucleotides decreases percent repression by synthetic
asRNAs in bacteria [53]. In other words, there was a negative correlation between the percent
mismatch (defined in Fig. 1E) and target gene repression by synthetic asRNAs (SRCC = -0.345).
It was also found that asRNAs with less than 15% mismatch had significantly higher repression
than asRNAs with more than 15% mismatch [53]. It is worth noting that additional base-pairing
regions could increase repression. As Beisel et al. demonstrated, Hfg-binding sSRNAs that base
pair through multiple unstructured regions can be designed to enable high repression [39], while
these SRNAs would have high percent mismatch.

The last design rule is to minimize off-target effects. Studies have demonstrated that
synthetic asRNAs are most effective when they bind to the translation initiation region [14, 64,

65]. These findings are not surprising since many natural sSRNAs also regulate target gene
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expression by binding to the same region [66, 67]. However, the translation initiation region that
includes the Shine-Dalgarno sequence and the start codon is conserved in E. coli [68, 69].
Therefore, asRNAs that target the translation initiation region may result in off-target repression,
as demonstrated using three mRNA-asRNA pairs [14]. To extensively explore off-target
repression, Hoynes-O’Connor and Moon designed 96 different TBRs: a third of the asRNAs
targeted the 7fp mRNA, a third targeted the gfp mRNA, and the final third targeted the cfp mRNA
[53]. From this experiment, a positive correlation between sequence identity and off-target
repression was observed (R?= 0.496), indicating that it is important to select asRNA target regions
whose sequences are dissimilar to non-target mRNAs (Fig. 1F) [53].
2.2. Small transcription activating RNA and attenuator

ncRNAs that can activate the translation of target genes are found in nature [70, 71].
However, sSRNAs that can directly activate transcription have not been found in nature. Recently,
an sSRNA-mediated, transcription activation system was developed and referred to as STAR (small
transcription activating RNA) [10]. The STAR system is composed of two different RNA
elements, an intrinsic transcription terminator (e.g., the pT181 terminator [72, 73] and the
terminator from the pAD1 plasmid attenuation system [74]) and an sSRNA transcriptional activator
(trans-acting anti-terminator). The intrinsic transcription terminator is placed upstream of a coding
region of the target gene (between a promoter and ribosome binding site (RBS)), and represses the
downstream transcription of the target gene by default. The sRNA transcriptional activator, or
STAR regulator, contains an anti-terminator sequence, which prevents the terminator hairpin
formation via RNA-RNA interaction, and thus allows for the downstream transcription of the
target gene (Fig. 2A). Using this strategy, Chappell ef al. demonstrated 94-fold activation of target

gene expression [10]. The same group found that a tight control of gene expression in the default
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state is crucial in achieving a high dynamic range of the target gene expression. Two design rules
were described to generate high performing STAR systems [75]. First, the formation of secondary
structures within the linear region of the intrinsic transcription terminator should be avoided. It
was shown that the formation of secondary structures negatively affected transcription termination
efficiency. Second, the presence of base stacking interactions within the target RNA’s linear region
decreased transcription termination efficiency, and thus should be avoided. Following these design
rules, Chappell et al. achieved up to ~9000-fold activation of target gene expression [75].

An intrinsic transcription terminator is a central feature of the STAR system, and thus it is
important to determine how the terminator sequence contributes to its strength. E. coli intrinsic
transcription terminators consist of a short RNA hairpin and a U-rich sequence (U-tract). The RNA
hairpin and U-tract cause a rapid dissociation of the ternary elongation complex (the RNA
polymerase, DNA template, and RNA), resulting in transcription termination [76, 77]. Chen ef al.
characterized a large library of natural and synthetic E. coli intrinsic terminators to understand the
sequence-function relationship of the terminators [78]. Each terminator sequence was divided into
an A-rich sequence (A-tract), stem, loop, and U-tract (Fig. 2B). In general, insertion of a perfect
A-tract or U-tract improved the terminator strength. Furthermore, the best loop was GAAA, and
the terminators were strongest when they contained the longest 8-bp stem. Similarly, Cambray et
al. characterized a collection of natural and synthetic terminators that had a wide range of
termination efficiencies [79]. Both reports provide researchers with well-characterized terminator
libraries, facilitating engineering of synthetic genetic systems.

A model was developed to describe the gene activation by the STAR system [10]. The
model predicts that the natural log of gene expression levels is linearly correlated to the difference

in free energy between the initial state of the STAR system and the seed complex (AGprediction in
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Fig. 2C; R*=0.39 ~ 0.67 for four different STAR systems tested). The free energy of the initial
state (AGis) is the sum of the free energy of the intrinsic transcription terminator (AGrarget) and the
STAR regulator (AGstar). The free energy of the seed complex (AGsc) describes the binding
energy of the STAR-terminator complex. In the future, this model can be utilized to design new
STAR systems.

ncRNAs that repress transcription have been engineered to construct RNA-based circuits
[11]. This attenuator system, which was engineered based on the pT181 transcriptional attenuator
[72, 73], is composed of two different RNA elements: an attenuator and an asRNA. The attenuator
resides in the 5° UTR of mRNA and regulates the transcription of the downstream gene via RNA
structural changes. In the absence of the asRNA, which contains a sequence that is complementary
to the attenuator, the formation of the terminator hairpin is prevented (Fig. 2D). However, base
pairing of this attenuator with the asRNA promotes the formation of the terminator hairpin, which
halts the transcription. While engineered attenuator systems using natural attenuators have been
successfully demonstrated to control gene expression, only a limited number of orthogonal
attenuators exist in nature. This has presented a challenge to utilizing attenuators as genetic tools
to construct complex RNA-based networks. One strategy to overcome this challenge is to utilize
translational regulators to create orthogonal transcriptional attenuators [80, 81]. For example,
Takahashi and Lucks replaced the interacting sequence of the pT181 attenuator with sequences
from loop-loop translational regulators (TransSysR and TransSysC) to create chimeric attenuators
with high orthogonality (Fig. 2E). Subsequently, the number of chimeric attenuators was greatly
expanded via mutagenesis [81]. Furthermore, using in-cell SHAPE-Seq experiments [20] and
molecular dynamics simulations [82], Takahashi et al. showed that interior loops in the attenuator

hairpin confer structural flexibility, establishing interior loops as important structural elements

13



300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

[83]. These studies have expanded capabilities to use transcriptional attenuators as orthogonal
regulatory tools.
2.3. Toehold switch

Nature has a wide number of ncRNAs that act directly on mRNA to regulate translation
[84, 85]. Inspired by these natural systems, researchers have developed a number of engineered
regulatory ncRNAs, including riboregulators that respond to their cognate trans-activating RNAs
(taRNAs) [86-89]. For example, Rodrigo et al. developed a computational algorithm for the
rational design of novel riboregulators by considering free energy of complex formation and
activation energy of complex formation [89]. In conventional riboregulators, repression is
achieved by intramolecular base-pairing to the RBS region, while activation occurs by displacing
the repressing sequence through intermolecular base-pairing and thus exposing the RBS region.
This mechanism imposes sequence constraints on cis-repressed RNA because intramolecular base-
pairing to the RBS region should be present for the repressed state. To address this limitation,
Green et al. developed de novo designed and programmable riboregulators, the so-called toehold
switches, to regulate translation through toehold-mediated RNA strand displacement [15] (Fig.
3A). The toehold switch consists of a switch RNA and a trigger RNA (trRNA). The switch RNA
forms a cis-repressing RNA hairpin, which represses translation by sequestering the region around
the RBS and start codon. The binding of trRNA to a toehold sequence at the 5’-end of the hairpin
initiates a branch migration process with the hairpin to expose the RBS and start codon, thus
allowing ribosomes to bind and initiate the translation of the target mRNA [90, 91].

Unlike conventional riboregulators, the start codon is placed and left unpaired within the
stem of the switch RNA, introducing a 3-nt bulge near the midpoint of the 18 nucleotide stem (Fig.

3B). This sequesters the start codon within RNA duplexes. Furthermore, the RBS sequence is
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inserted and left unpaired within the loop of the hairpin. This structural configuration of the switch
RNA relieves sequence constraints. In addition, a common 21 nucleotide linker sequence, coding
for low molecular-weight amino acids, is inserted between the switch RNA and the coding region
to act as a buffer region. Based on these design rules, Green et al. constructed toehold switches
that demonstrated a high level of orthogonality and high fold activation of target gene expression
(up to 400-fold) in E. coli [15]. Furthermore, they found that the free energy of the sequence from
the RBS region to the end of the linker (AGrss-linker) is positively correlated with the fold activation
(R? = 0.40 for the first-generation library; R? = 0.79 for the forward-engineered library). AGrss-
linker describes the energy required by the ribosome to unwind the RBS and linker sequences as it
begins translation.

The programmability of the toehold switch, originally shown in E. coli, was also
demonstrated in vitro. Pardee et al. developed a low-cost virus detection kit in which a paper-
based, cell-free expression platform was combined with the toehold switch technology,
successfully demonstrating strain-specific Ebola virus detection as well as extremely sensitive
Zika virus sensing [92, 93]. For example, extracted Zika RNA from a sample was isothermally
amplified by nucleic acid sequence-based amplification (NASBA). The amplified Zika RNA
functions as trRNA, and the binding of trRNA to the 5’-end of the switch RNA initiates the
translation of the downstream reporter gene. The level of the reporter protein can be measured and
can indicate the presence or absence of Zika virus in a sample at clinically relevant concentrations
of Zika virus RNA. Importantly, when combined with a CRISPR-Cas9 module, the toehold switch
RNA sensors were able to discriminate between Zika genotypes with single-base resolution.
Recently, Green et al. constructed ribocomputing systems in E. coli, using multiple toehold

switches to enable complex intracellular computations such as four-input AND and six-input OR
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logic gates [94]. These logic gates were built in a single circuit layer by co-localizing multiple
toehold switches within a single transcript, which can enhance signal propagation to the output
and decrease metabolic costs.

2.4. CRISPR interference and activation

ncRNAs that interact with DNA have been found in nature. In many bacteria and archaea,
the CRISPR-Cas (clustered regularly interspaced short palindromic repeats-CRISPR-associated
proteins) system provides acquired immunity against bacteriophages and plasmids by using
ncRNAs and Cas proteins to target and cleave foreign DNA, respectively, in a sequence-specific
manner [95]. Among different types of CRISPR-Cas systems that have been identified, the type II
CRISPR-Cas system from Streptococcus pyogenes was originally repurposed and has been widely
used for gene regulation [12]. The repurposed CRISPR-Cas system is called CRISPR interference
(CRISPRi) system, which represses target gene expression in a programmable manner. Other
CRISPRI systems, including the CRISPR-Cas9 system from Streptococcus thermophilus [96] and
the type I CRISPR-Cas system in E. coli [97], have also been used for programmable gene
repression.

To develop the CRISPRi system, a catalytically dead Cas9 mutant (dCas9) was used, which
has mutations in the RuvC1 and HNH nuclease domains of Cas9 [12, 98]. The dCas9 protein is
defective in DNA cleavage but still functions as a DNA-binding protein. Additionally, CRISPR
RNA (crRNA) and trans-acting crRNA (tractRNA) were combined into a chimeric single guide
RNA (sgRNA), which simplifies the experimental procedure by bypassing the crRNA maturation
step [98]. sgRNA contains ~20 nucleotides of a DNA binding region (complementary to a DNA
target sequence) and 42 nucleotides of a dCas9 binding handle. When sgRNA-guided dCas9 binds

to a specific DNA target, the sgRNA-dCas9 riboprotein complex can interfere with RNA
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polymerase binding or transcriptional elongation, repressing transcription of the target gene in
eukaryotes and prokaryotes (Fig. 4A) [99-101].

Repression is affected by multiple factors in the CRISPRi system. dCas9 binding
specificity is determined by both sgRNA-DNA base pairing and a short Protospacer Adjacent
Motif (PAM) sequence present in proximity to the target DNA region (NGG for dCas9 from S.
pyogenes, where N is any nucleotide and G is the nucleotide containing guanine). It was found that
the target location can affect fold repression [12, 13, 102]. For example, while sgRNAs binding to
the nontemplate DNA strand of the coding region resulted in effective silencing (10- to 300-fold
repression), sSgRNAs binding to the template DNA strand of the coding region showed little effect
(Fig. 4B) [12]. Effective gene silencing was observed when sgRNAs targeted the promoter region.
However, unlike targeting of the coding region, targeting of both the template and nontemplate
DNA strands of the promoter region yielded silencing effects.

dCas9 can be converted into a transcriptional activator by fusing an effector, generating
the CRISPR activation (CRISPRa) system. Several effectors, including transcription activator
VP16 or p65 activation domain, have been fused to dCas9 to activate the target gene expression in
eukaryotes [99]. However, only one effector (the @ subunit of RNA polymerase) fused to dCas9
has been shown to activate gene expression in bacteria (Fig. 4C). The RNA polymerase ® subunit
stabilizes the binding of RNA polymerase to a promoter [103]. Bikard ef al. demonstrated up to
23-fold activation using this fusion protein in a host with a deletion of 7poZ, which encodes for the
o subunit of RNA polymerase [13]. The fold-activation was dependent on the target location of
the sgRNA-dCas9-o riboprotein complex, and its optimal distance from the promoter should be
determined to induce maximum gene expression.

One exciting use of the CRISPRi system is to dynamically and tunably regulate gene
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expression (e.g., repression and derepression, as opposed to gene knockout which means
irreversible 100% repression) within a single cell. For example, a gene target that is repressed by
the CRISPRIi system can be derepressed by expressing a synthetic asRNA, which sequesters and
prevents an sgRNA from binding to the target DNA (Fig. 4D). Lee et al. found that the
hybridization AG of the sgRNA-asRNA complex negatively correlated with the derepression
efficiency (i.e., the more negative the AG was, the higher derepression efficiency was observed;
R? = 0.62) [104]. In addition, instead of targeting the DNA binding site of sgRNA, asRNA was
designed to target an artificial linker, which was introduced between the dCas9 binding site and
the transcription terminator of sgRNA [104]. This strategy allows for flexible sequence selection
of asRNA because its binding sequence can be designed based on the inserted linker region of
sgRNA, as opposed to the DNA binding site of sgRNA. This design flexibility enabled asRNAs
with low AG (e.g., -115 kcal/mol) to be created, resulting in a high derepression efficiency (up to
95%).
2.5. Aptamer, riboswitch, and aptazyme

Aptamers are molecules that specifically bind to their target ligand with high affinity.
Aptamers can be generated by in vifro selection termed systematic evolution of ligands by
exponential enrichment (SELEX) [105, 106], which uses a randomly-generated oligonucleotide
library to find oligonucleotide molecules that have a high affinity for a specific target ligand. Due
to their small size (20-100 nt; 6-30 kDa), high affinity and specificity, and wide range of potential
targets, aptamers have been used for many applications, such as developing diagnostic kits [107],
drug delivery systems [108], biosensors for hazard detection [109], metabolite sensors [110-113],
and analytical reagents [114]. Furthermore, natural RNA aptamers have been found in prokaryotic

riboswitches that control gene expression at the transcriptional or translational levels [115].
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Translation-regulating riboswitches are often found within the 5> UTR of bacterial mRNA
and contain an aptamer domain and an expression platform that includes RBS. The binding of the
target ligand to the aptamer domain induces a conformational change in the expression platform,
thereby regulating gene expression. For example, the thiamine pyrophosphate (TPP)-dependent
riboswitch represses the expression of thiamine biosynthetic proteins when TPP is present in
bacteria [16]. Upon TPP binding, the riboswitch adopts a conformation that occludes RBS and
inhibits translation. In addition, a riboswitch that has two different modes of action also exists
[116]. Caron et al. showed that the lysC riboswitch, upon lysine binding, folds into a conformation
that not only inhibits translation initiation but also enables RNA degradation by exposing RNase
E cleavage sites. By modifying either the aptamer or expression platform of natural riboswitches
in bacteria, researchers have engineered riboswitches that exhibit different regulatory functions.
For example, the TPP-dependent riboswitch was engineered to activate, rather than repress, gene
expression by randomizing the sequence of the expression platform [117].

To construct functional riboswitches, most approaches rely on screening of combinatorial
libraries. Recently, Espah Borujeni ef al. developed a statistical thermodynamic model that can be
used to design synthetic translation-regulating riboswitches [118]. This biophysical model predicts
the sequence-structure-function relationship by considering the effects of diverse factors on
riboswitch activation: the riboswitch’s mRNA sequence, aptamer structure, ligand affinity,
switching free energy, ligand and mRNA concentrations, and macromolecular crowding. Their
computational approach was validated by experimentally characterizing synthetic riboswitches
and comparing predicted activation ratios with measured activation ratios. The model-predicted
actual activation ratios were in good agreement with the measured activation ratios for 59 synthetic

riboswitches (Pearson R? = 0.61, P = 2.6x107"%). Importantly, they created an automated
p y Y
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optimization algorithm that enabled generation of functional riboswitches with high activation
ratios (up to 383-fold), and its user-friendly online version, called the Riboswitch Calculator, is
available at http://salislab.net/software [118].

Transcription-regulating riboswitches are also found in nature [115]. These riboswitches
usually contain an intrinsic transcription terminator, and upon ligand binding, this terminator
structure is either formed (transcription attenuation) or disrupted (transcription activation).
Recently, Wachsmuth et al. successfully designed and constructed synthetic riboswitches that can
control gene expression at the transcriptional level [119]. They developed an in silico pipeline for
riboswitch design and demonstrated theophylline-dependent regulation of gene expression in E.
coli. In the follow-up study, Wachsmuth et al. identified two important design parameters for the
functionality of transcription-regulating riboswitches [120]. First, the terminator hairpin stability
should be within a relatively narrow range (e.g., for the theophylline-binding aptamer tested, it
should be between -29.0 and -18.1 kcal/mol). If the terminator is too stable, the riboswitch will not
be turned on even in the presence of ligands. If the hairpin stability is too low, the riboswitch will
be in a permanent ‘on’ state. Second, possible folding traps should be considered. If the energy
barrier for the terminator hairpin formation is too high (i.e., there are folding traps), the riboswitch
will not be functional. Further studies on design parameters using other aptamers would facilitate
the construction of a variety of synthetic riboswitches that control transcription in response to
diverse ligands.

Aptamers can be further engineered by fusing them to a catalytic ribozyme sequence,
forming an aptazyme. In aptazymes, the self-cleavage activity of ribozyme is regulated by the
ligand binding to the aptamer domain. This inducible cleavage can be used to control gene

expression through various strategies, including release of an anti-RBS sequence, which allows
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for ribosome access and translation initiation (Fig. 5A), or transcript destabilization and
inactivation if the cleavage occurs within the 3° UTR. The hammerhead ribozyme has been widely
used with ligand binding aptamers [18, 121-123]. For example, Soukup et al. developed an
aptazyme by integrating the theophylline aptamer with the hammerhead ribozyme [124]. This
theophylline-dependent aptazyme is composed of three domains: a theophylline binding aptamer,
a communication module, and a hammerhead ribozyme. The communication module is a unique
modular bridge sequence that can be used to rapidly engineer a new aptazyme by replacing the
aptamer or ribozyme with different aptamers or ribozymes (Fig. 5B). The authors demonstrated
more than 3000-fold activation in cleavage activity in vitro [124]. Win and Smolke fused the
theophylline aptamer to the hammerhead ribozyme using a communication module sequence to
control gene expression in vivo [18]. This aptazyme was inserted on the 3° UTR of a target mRNA,
as opposed to the 5° UTR, to avoid nonspecific structural effects on translation initiation. This
report demonstrated that ncRNAs can act as a sensor with catalytic activity to regulate gene
expression in yeast through control of mRNA stability. Furthermore, a recent report showed that
differential gene expression can be achieved by using aptazymes that sequester or expose RBS in
response to theophylline or TPP in E. coli [125]. A better understanding of nucleic acid folding,
ribozyme mechanisms, and the binding between nucleic acid and ligand will enable rational design

and construction of new aptazymes.

3. Non-coding RNA design cycle
The power of engineering synthetic ncRNAs lies in our ability to design, build, and
characterize RNA elements. This ability continues to increase as we better understand the

mechanism of natural ncRNAs and develop more advanced engineering strategies. The design-
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build-test cycle of synthetic ncRNAs are described as follows (Fig. 6). First, the selection of an
organism of interest (Step 1) is followed by the identification of a target gene of interest (Step 2).
An organism related to the purpose of the research is selected. For example, Synechocystis sp. PCC
6803 (hereafter, Synechocystis) can be selected as a microbial cell factory capable of using CO2
and light [126]. Target genes for repression can be genes in the competing pathways that divert
intermediate compounds from heterologous pathways, which have been introduced into
Synechocystis to produce value-added chemicals from CO2 and light. A synthetic ncRNA is then
selected based on its function (e.g., transcriptional regulation vs. post-transcriptional regulation;
activation vs. repression; Step 3). Background research is helpful for Step 3. For example, it has
been shown that the Synechocystis Hfq is unable to recover the function of the E. coli Hfq in an
Hfq knockout strain of E. coli [127]. Thus, it is unlikely that the native Synechocystis Hfq protein
will be able to bind to E. coli Hfq binding sites. Researchers may express the E. coli Hfq to use E.
coli Hfq binding sites, or may search for RNA sequences that associate with the Synechocystis
Hfq. Alternatively, the CRISPRi system developed for this strain can be used [128]. Such literature
search is accompanied by identifying whether the target gene is under the control of a single
promoter with a cluster of other non-target genes (as an operon). If synthetic ncRNAs regulate
gene expression at the transcriptional level (e.g., CRISPRIi), utilization of these ncRNAs will affect
the expression of non-target genes in the same operon.

The iterative design-build-test cycle consists of Steps 4-6. The synthetic ncRNA is
designed following the design rules and strategies discussed in the previous section. The structure
of ncRNAs is typically predicted using software tools [8, 9] (Step 4), while it can be experimentally
verified later using high-throughput RNA structure characterization technologies [20-22]. A

special caution should be taken in predicting the structure of ncRNAs because it can determine
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ncRNAs’ ability to regulate expression of target genes. Next, the synthetic ncRNA is expressed
mostly using a plasmid in bacteria, or possibly by genome integration of the ncRNA system (Step
5). The plasmid typically consists of a promoter to transcribe the ncRNA, an origin of replication,
and an antibiotic resistance gene. Usually, preliminary tests are performed in Step 5 to see whether
the selected ncRNA works in the organism of interest (prior to extensive characterization in Step
6). Importantly, the transcription start site should be identified to avoid transcribing unwanted
RNA sequence on the 5’-end of ncRNA, which alters the sequence of a seed region. The seed
region is crucial for RNA-DNA and RNA-RNA interactions [98, 129, 130]. Lastly, the ncRNA
functions (e.g., dynamic range of gene expression and orthogonality of ncRNAs) are tested in the
organism of interest (Step 6). Reporter genes are usually used in the iterative cycle as target genes
(Steps 4-6), and once selected, ncRNAs can be tested to regulate the target gene of interest

identified in Step 2.

4. Conclusion

The study of ncRNA has been one of the most exciting areas of research in biology. The
combination of scientific and engineering approaches has transformed how we utilize ncRNAs to
program biological networks and systems. The discoveries in the field of RNA biology continue
to demonstrate the versatility of ncRNAs. The recent advances of synthetic biology have
influenced and inspired us to engineer diverse types of synthetic ncRNAs. Importantly, the design
rules and strategies discussed in this review can be applied to integrate synthetic ncRNAs as
functional components in biological networks and systems to process complex information in
bacteria. However, to further advance our ability to design and construct a synthetic ncRNA with

a predictable function, we still need to better understand the RNA-DNA, RNA-RNA, and RNA-
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protein interactions. Furthermore, improved RNA structure prediction tools, along with
experimental methods for quick and accurate RNA structure determination in vivo, are required to
better elucidate the structure-function relationship. We envision that the research community will
shift its focus to ncRNAs from protein regulators, and this review contributes to this movement by

discussing ncRNA design principles and strategies developed so far.
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Figure Legends
Figure 1. Synthetic antisense RNA design rules. (A) asRNAs modulate the expression of a gene
of interest (GOI) at the post-transcriptional or translational level by base-pairing with the 5> UTR

or a coding region of the target mRNA. The interaction between the asRNA and its target mRNA
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can be facilitated by the Hfq protein that binds to the Hfq binding site of the asRNA. RBS stands
for ribosome binding site. (B) Introduction of an Hfq binding site on the 3’-end of a target binding
region (TBR) can improve synthetic asRNA’s gene silencing capability. High-performing Hfq
binding sites are listed in the box. Spot42, MicC, MicF, and MicF M7.4 all led to high overall
repression compared to their control asRNAs without an Hfg-binding site [53]. (C)
Thermodynamics of asRNA-mRNA interaction is important when designing an asRNA. asRNAs
that had AG Complex Formation values less than -40 kcal/mol showed significantly higher
repression than those with higher (or less negative) AG values [14, 53]. AG Complex Formation
is defined as the difference between the AG Complex (i.e., AG of asRNA-mRNA complex) and
AG TBR. (D) The maximum length of continuous dsRNA present in the asRNA-mRNA complex
is another parameter that can affect asRNA’s gene silencing capability. asRNAs with at least 15
nucleotides for dSRNA formation showed significantly higher repression than those with lengths
shorter than 15 nucleotides for dsSRNA formation [53]. (E) The percent of the TBR length that is
mismatched (% mismatch) must be less than 15% for higher repression. Percent mismatch is
calculated by dividing the number of mismatched nucleotides by the TBR length (and multiplying
by 100). (F) The sequence similarity between the target and the non-target is an important design
consideration. A positive correlation between sequence identity and off-target repression was

observed [53].

Figure 2. STAR and attenuator design rules. (A) STAR systems modulate the transcription of
a gene of interest (GOI) [10, 75]. In the absence of STAR regulator, the terminator forms a hairpin
structure that represses the downstream transcription of the GOI. In the presence of STAR

regulator, the 5’-end of terminator stem is sequestered by the STAR regulator, allowing
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downstream transcription of the GOI by RNA polymerase (RNAP). (B) Changing the various
components of a terminator has an impact on the terminator strength [78]. Each component is
denoted as an A-tract, stem, loop, and U-tract. The sequence that resulted in the highest terminator
strength is highlighted in red for each category. (C) A model for the STAR system predicts that
the natural log of gene expression is linearly correlated with the difference in free energy between
the initial state of the terminator/STAR regulator (AGrarget + AGstar) and the seed complex (AGsc)
[10]. (D) A transcriptional attenuator in the 5° UTR of mRNA can fold into a structure that allows
transcription of the GOI in the absence of asRNA. A kissing hairpin interaction between the
attenuator and asRNA results in the formation of a terminator hairpin, halting the transcription of
the GOI [11]. (E) Chimeric attenuators with high orthogonality were created by fusing the
sequences from loop-loop translational regulators (TransSysR and TransSysC) onto the natural
pT181 transcriptional attenuator [81]. The chimeric attenuators are denoted as Fusion 1 and 2. The
number of chimeric attenuators can be greatly expanded via mutagenesis. Mutation patterns are

denoted by stars.

Figure 3. Toehold switch design rules. (A) Switch RNAs repress translation by sequestering the
region around the start codon and ribosome binding site (RBS) [15]. The binding of a trigger RNA
(trRNA) to the switch RNA through strand displacement exposes the RBS and start codon, thus
initiating the translation of the target mRNA. GOI stands for gene of interest. (B) The start codon
is placed and left unpaired within the stem of switch RNAs, introducing a 3-nt bulge near the
midpoint of the 18 nucleotide stem. The RBS sequence is inserted and left unpaired within the
loop of the hairpin. A 21 nucleotide linker sequence is inserted between the switch RNA and the

coding region to act as a buffer region. The initial binding of domain a of switch RNA to a
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complementary domain a’ of trRNA leads to the binding of domain b of switch RNA to domain
b’ of trRNA. The length of these domains and the loop can be systematically varied to increase or

decrease the fold-activation of the target gene expression.

Figure 4. single guide RNA (sgRNA) design rules. (A) A CRISPRi system utilizes sgRNA and
a catalytically dead Cas9 nuclease (dCas9) to block RNA polymerase (RNAP) binding during
transcription initiation and elongation [12]. sgRNA consists of ~20 nucleotides of a base pairing
region, 42 nucleotides of a dCas9 binding handle, and a terminator sequence. GOI stands for gene
of interest. (B) Target location can affect the fold repression. sgRNAs (NT-1,2,3) targeting the
nontemplate DNA strand of the coding region resulted in effective silencing [12]. sgRNAs (T-
1,2,3) targeting the template DNA strand of the coding region had little effect. Both NT-Promoter
and T-Promoter sgRNAs that target the promoter region resulted in effective silencing. RBS stands
for ribosome binding site. (C) A CRISPRa system utilizes sgRNA and dCas9 fused to the ® subunit
of RNAP to activate the target gene expression in E. coli with deletion of rpoZ, which encodes for
the ® subunit of RNAP [13]. The target location of the sgRNA-dCas9-w riboprotein complex
within the promoter region should be optimized to induce maximum gene expression. (D) Two
independent systems of RNA regulation, CRISPRi and asRNA, were integrated to control target
gene expression [104]. The gene target repressed by the CRISPRi system can be derepressed by
expressing asRNA, which sequesters sgRNA. The derepression efficiency was improved by
increasing the binding affinity between sgRNA and asRNA. Importantly, by introducing an
artificial RNA linker between the dCas9 binding site and the transcription terminator of sgRNA,
asRNAs can be designed to bind to the RNA linker, instead of the DNA binding site of sgRNA.

This strategy allowed for flexible asRNA design, leading to a high derepression efficiency.
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Figure 5. Strategies for constructing a synthetic aptazyme. (A) In the absence of the target
ligand, an aptazyme can repress translation by sequestering the ribosome binding site (RBS)
sequence with the anti-RBS sequence, which prevents the ribosome from binding to the mRNA
[131]. The binding of the target ligand to the apatamer domain triggers a conformational change,
which results in self-cleavage by an activated aptazyme. The self-cleavage releases the anti-RBS
sequence and allows the ribosome to initiate translation. (B) The general design strategy for
constructing aptazymes is shown. An aptamer and a ribozyme are in red and blue, respectively. A
communication module is a unique modular bridge sequence that can be used to rapidly engineer
a new aptazyme by simply replacing the aptamer or the ribozyme with different aptamers or

ribozymes. The communication module is shown in a dotted black box.

Figure 6. Design and characterization process of non-coding RNAs. An ncRNA design-build-
test cycle can include the following steps: choose a species of interest (Step 1); identify a target
gene (Step 2); select ncRNA based on its function (Step 3); design the selected ncRNA and
computationally predict its structure (Step 4); construct a plasmid to transcribe the ncRNA in the
species of interest (Step 5); and characterize the ncRNA functions in the species of interest (Step

6). Steps 4-6 can be repeated.
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6. Experiment
(dynamic range, orthogonality
and efficiency)

L

J

L

Aptamer
Theophylline, tetracycline,
thiamine pyrophosphate

d

Twister Sister, Pistol

Ribozyme

Hammerhead, HDV,

and Hatchet

/" 2.\dentify target genes \

<=

k

.

X3

(3. Select RNA regulators "\

L asRNA

I STAR
Altenuator
Toehold swilch
. CRISPRi

Vl. CRISPRa

VIl. Aptamer

Vi, Aptazyme

\ Y

|

5 RNAregulator
construction

4. Confirm RNA structures \
in silico (NUPACK, Mfold)

Repeat Steps 4-6
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