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1. Introduction

ZnO is one of the most studied semiconductors, which prom-

ises important technological advances in the area of optoelec-

tronic devices [1–3]. A number of physical properties make 

ZnO superior to other materials, both in terms of device func-

tionalities and chemical processing [4]. However, a widespread 

adoption of this material in device engineering is limited by 

the difficulty of achieving the p-type doping in ZnO, which 

naturally displays the n-type behavior [1, 5]. Understanding 

the behavior of defects in ZnO is the fundamental problem 

for developing ZnO-based applications [5]. However, finding 

experimental identification and characterization of defects are 

quite challenging [6]. In this situation, theoretical and compu-

tational support has been making an important contribution to 

the understanding of defects and their impact on the electronic 

and optical properties of ZnO [4].

On the computational side, density functional theory 

(DFT), based on functionals like Perdew–Burke–Erzenhof 

(PBE) [7], presents a practical tool capable of simulating 

reasonably large systems with adequate chemical accuracy. 

However, the standard DFT approach is known to significantly 

underestimate band gap values for some semiconductors  

[8, 9]. For ZnO, DFT calculations report a band gap of less 

than 1 eV, while the experimental value is 3.4 eV [4]. Such 

a small calculated band gap results from the approximations 
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made in the exchange-correlation (XC) functionals like LDA 

or GGA, using the idea of the homogeneous electron gas. 

However, in ZnO, electrons exhibit more localized behavior, 

which is not captured by the standard semilocal XC func-

tionals [10]. This problem impacts the ability of electronic 

structure calcul ations to correctly predict formation energies 

and energy level positions of defects in ZnO [11, 12].

To remedy this situation, a popular approach is to use 

the hybrid functionals, which mix the exact exchange from 

Hartree–Fock with the exchange calculated from some standard 

density-based approach, yielding authoritative methods like 

PBE0, B3LYP or HSE [7, 13]. The HSE approach reduces the 

cost of computations by introducing the range-separation in 

the 1/r dependence of the Coulomb potential:

1

r
= SRω(r) + LRω(r) =

1 − erf (ωr)

r
+

erf (ωr)

r
. (1)

The exact Hartree–Fock exchange is considered to be short-

range, which is determined by the empirical range parameter 

ω [14]:

EHSE
XC = αEHF,SR

X (ω) + (1 − α)EPBE,SR

X (ω) + EPBE,LR

X (ω) + EPBE
C .

 (2)

In equation  (1), the ranges of the HSE parameters are 

0 � ω � ∞ and 0 � α � 1. By setting ω = 0 Å
−1

, we 

recover the PBE0 method, setting ω = ∞ Å
−1

 recovers the 

standard PBE behavior, while using ω = 0.2 Å
−1

 corresponds 

to HSE06, and ω = 0.3 Å
−1

 to HSE03 [7, 14, 15]. The second 

empirical parameter α is the mixing fraction of the non-

local exact exchange with the PBE exchange. Typically, α is 

assumed to be α = 0.25, which is, however, not well justi-

fied. Recent studies have been ‘playing’ with the approach of 

a self-consistent adjustment of α based on the computed static 

dielectric tensor, which results in marginal changes for ZnO 

compared to the standard α = 0.25, but suggests an important 

idea that by tuning α one can achieve a better agreement with 

experiment, like XPS data [16, 17].

Results from PBE0 lead to the energy band gap for ZnO 

of 3.32 eV, which is very close to the experimental value of 

3.4 eV [18]. On the other hand, HSE predicts the band gap 

of 2.4–2.9 eV [19, 20]; still it is also a significant improve-

ment with respect to the standard PBE result. Specifically for 

ZnO, it was reported that increasing of the exact exchange 

weight to α = 0.375 brings HSE06 into a perfect agreement 

with the desired for ZnO band gap of 3.42 eV [21]. This trend 

is not surprising, because the increase of the fraction of the 

exact exchange in HSE naturally leads to a larger band gap. 

For example, by setting α = 1.0 and ω = 0 Å
−1

 we would 

reproduce the Hartree–Fock limit for ZnO with the energy gap 

of 11.4 eV [22].

Even with the increased α, all hybrid functionals still 

underestimate the binding energies of the Zn3d band [23]. 

Surprisingly, results based on the many-body perturbation 

theory underestimate the binding energies for the Zn3d elec-

trons of ZnO [24–26]. A single known approach that fully 

recovered the band gap of ZnO and the position of the Zn3d 

band was offered by Pollmann et  al. That approach was 

based on the self-interaction and relaxation correction (SIRC) 

scheme [27]; however, the SIRC method does not provide a 

straightforward evaluation of total energies, limiting its appli-

cability [28]. Thus, even the more computationally demanding 

methods, like scGW, do not provide the desirable agreement 

for the ZnO, which is almost entirely based on XPS data  

[23, 29].

Another alternative would be to use the DFT  +  U 

approach, which corrects empirically the problem of the 

 over-delocalization of electrons [10, 30]. Some earlier 

studies focused on the idea of applying the  +U correction 

to the 3d-electrons of Zn only, showing that increasing the 

UZn−3d  parameter for Zn 3d-electrons gradually opens the 

gap up to Eg ≈ 2.1 eV for UZn−3d = 8 eV [31, 32]. It was 

also shown that in addition to correcting the Zn- 3d electrons, 

further applying  +U to Zn- s with UZn−s = 43.5 eV opens 

the gap of ZnO to the near experimental value of 3.4 eV [33]. 

However, such a large value of U for Zn- s electrons led to 

nonphysical effects [12]. Recent studies have demonstrated 

the importance of correcting localization of not only the Zn 

3d, but also simultaneously the O 2p-states, described by 

parameters UZn−3d  and UO−2p, respectively [34, 35]. Such 

DFT  +  UZn−3d   +  UO−2p approach allows for tunability of the 

band gap of ZnO, achieving the experimental value of 3.4 eV 

[34, 35]. Appropriate combinations of UZn−3d  and UO−2p 

values have been shown to fit the calculated electronic struc-

ture to experimental data with respect to both energy band 

gap of 3.4 eV and the position of the Zn3d band of  ≈8.0 eV 

(with  ≈7.5 eV reported in experiments) [27, 36, 37].

Overall, both DFT  +  U and hybrid functionals seem to be 

practical choices. They provide significant improvement over 

the standard functionals, but unfortunately both have empir-

ical parameters. In this manuscript, we attempt to uniquely 

determine the empirical parameters, by fitting the calculated 

electronic structure (DOS) to the available experimental 

XPS data. This work presents a thorough investigation of the 

(UZn−3d , UO−2p) parameter space for the DFT  +  U approach, 

and the (ω, α) parameter space for the HSE hybrid functional 

with a single purpose of fitting the calculation to the XPS data. 

The fitting procedures in both DFT  +  U and HSE parameteri-

zations establish a close match with experimental XPS data 

for the electronic structure of ZnO. However, the resulting 

optimized for XPS parameterizations of both DFT  +  U and 

HSE lead to disappointing accuracy in terms of the static 

dielectric tensor. Supporting self-consisten GW calculations 

rase a question whether the XPS experiments can be trusted to 

reveal the actual ground state of the material.

2. Methods

The calculations in this work were performed using the 

Vienna ab initio simulations package (vasp) [38, 39], with the 

PBE parametrization of the local spin-density approximation 

and projector-augmented wave potentials [9, 40, 41], with 

PBE0 and Heyd–Scuseria–Ernzerhof (HSE) [7, 14], and GW 

approach: single-shot G0W0 and self-consistent GW [24, 42]. 

Two types of VASP pseudopotentials (PP) were used: (1) stan-

dard Zn (12 valence electrons) and O (6 valence electrons); (2) 
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GW-type PP Zn_sv_GW (20 valence electrons) and O_GW (6 

valence electrons). The latter were used only in the ‘DFT  +  U’ 
section for comparison with the standard PP. HSE calculations 

were carried out using the standard PP. The calculations with 

the standard PP were performed using the ‘Accurate’ setting 

in VASP, which corresponds to a plane-wave energy cutoff of 

400 eV. For the GW-type PP, we used 500 eV cutoff. For all 

calcul ations we used a 10 × 10 × 10 Monkhorst–Pack k-point 

sampling of the Brillouin zone. In the calculations with the 

onsite correction, we used Dudarev’s approach, which uses 

only one effective U-parameter, instead of the original form-

ulation with two parameters, U and J [30, 43]. For GW calcul-

ations, we used the PBE results as the starting point. A total of 

240 bands were used for the primitive wurtzite cell, which is 

the same as reported previously [26]. It is sufficient to repro-

duce earlier GW results for ZnO [24].

3. Results

3.1. Standard calculations

Figure 1(a) shows the electronic density of states (DOS) of ZnO 

calculated using PBE functional. The value 0.8 eV is signifi-

cantly lower than the experimental value (3.4 eV), but agrees 

with the overall picture of how standard PBE calcul ations 

perform for ZnO [4, 46]. With the goal of getting a compara-

tive picture of all available mainstream methods, we repeated 

the basic relaxations and the DOS calculations using HSE03, 

HSE06, PBE0 and self-consistent GW, with the latter using the 

PBE results as the starting point. Fully optimized (except for 

GW) lattice parameters for all listed method are summarized in 

table 1. The GW calculations are not the goal of this work, and 

included only as a reference. Nevertheless, the scGW results 

agree with the previos reports both in terms of the band gap 

and the position of the Zn3d band [24]. In all these calculations, 

we see that ehile the experimental XPS band gap is mostly 

recovered, the calculated Zn3d electrons are bound weaker than 

shown by the comparison with XPS data from [23]. This situ-

ation brings us to an idea that an empirical approach based on 

DFT  +  U would not be such a bad idea if we employ a reliable 

method for determining the optimal U-values.

3.2. DFT  +  U

Due to the need for a meaningful way to optimize the Hubbard 

on-site corrections applied to Zn 3d and O 2p-states, we per-

formed a thorough study of 325 combinations of UZn−3d  

and UO−2p, uniformly mapping the ranges of (0 � UZn−3d  

� 12) and (0 � UO−2p � 24). For all 325 combinations, we 

performed full relaxations of the crystal structure and conse-

quent DOS calculations.

At first, we focus on the U-values that yield the correct 

band gap of 3.4 eV. Figures 2(a) and (b) show all values for the 

energy gap of ZnO obtained by varying the two U-parameters: 

UZn−3d  and UO−2p. Overall, the band gap increases with 

increasing values of those parameters. The band gap of 3.4 eV 

is achieved at a broad range of UZn−3d  and UO−2p, indicated 

by a curve in figures 2(a) and (b), showing us that the combi-

nation of the U-parameters that yields the correct band gap is 

not unique. This uncertainty makes sense; we are fitting two 

U-parameters to just one physical observable, meaning that 

the problem is underdetermined.

The infinite number of UZn−3d  and UO−2p combinations 

with the correct band gap presents unresolved uncertainty. 

Fortunately, available in the literature experimental x-ray 

photoemission spectroscopy (XPS) data helps to resolve this 

ambiguity [23]. A direct comparison of the DOS calculated 

for a representative number of points lying on the ‘3.4 eV—
band gap line’ with the XPS data, shown in figure 2(b), reveals 

a monotonic trend for the binding energies of the Zn 3d-states 

moving across the corresponding experimental Zn 3d-band, 

see figure  2(c). From this comparison one can identify the 

best fit to be around UZn−3d = 9.3 eV and UO−2p = 18.4 

eV. Having such a good match to the XPS data is quite 

encouraging, especially considering the low computational 

costs of the DFT  +  U approach. However, the structure of 

ZnO in this case has lattice parameters aDFT+U = 3.08 Å, 

cDFT+U = 4.96 Å, significantly smaller then the experimental 

values listed in table  1. This contraction of the structure is 

expected, because of the stronger electron localization 

enforced on the system.

A note should be taken that switching to the so-called 

GW-pseudopotentials from VASP: Zn_sv_GW (with 20 

valence electrons) and O_GW, leads to different optimal 

U-parameters: UGW−PP:Zn−3d = 13 eV and UGW−PP:O−2p = 20 

eV, and different lattice constants: aGW−PP:DFT+U = 3.16 Å, 

cGW−PP:DFT+U = 5.067 Å, which are in a better agreement with 

the experimental data. The density of states shown in figure 3 

allow to compare the results obtained with the two different 

sets of pseudopotentials. In the case of GW-type pseudopo-

tentials, the Zn3d band is narrower, which may correlate with 

the better lattice parameters. In the DOS calculated with 

DFT  +  U using the standard PP (figure 2(c)) we see that 

we have the control over the position of the Zn3d band, but 

its width is significantly greater than the we see in HSE and 

scGW calculations (figure 1). Thus, using the GW-type PP 

for DFT  +  U calculations seems more reasonable. We also 

should mention another combination of U parameter that was 

optimized in a recent study for the LDA—based calculations: 

UZn−3d = 9.5 eV and UO−2p = 7.86 eV [36]. Overall, these 

variations in the U values remind us that such optimizations 

are not transferable.

3.3. Revisiting hybrid functionals

Now, since we have shown that DFT  +  U can be carefully 

tuned to reproduce the electronic structure of ZnOfit the XPS 

data, we would like to revisit the hybrid functionals, HSE03 

and HSE06, and see if we can optimize them in the same way. 

It was discussed earlier by Mousa et al that both parameters 

(α and ω) are adjustable and can be fitted  to achieve the best 

agreement with experiment at acceptable computational cost 

[47]. In this work, we suggest that those parameters should 
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be fitted for each specific material, based on available exper-

imental data.

Figure 1 shows that both HSE03 and HSE06 underesti-

mate the band gap for ZnO and the binding energies of the 

Zn3d electrons, but we also know that increasing α improves 

the agreement with experiment for the band gap [22]. In this 

section  we reproduce that trend in HSE06 (figure 4) with 

increasing α in order to observe the effect not only on the 

band gap, but also on the position of the Zn3d band. Indeed, 

one can see in figure 4 that at α = 0.375 the band gap cor-

responds to the experimental value of about 3.4 eV [22]. It is 

also seen that greater α increases the binding energy for the 

Figure 1. Total density of states (TDOS) of ZnO wurtzite structure calculated with: (a) PBE functional; (b) HSE06; (c) HSE03; (d) PBE0; 
(e) self-consistent GW. The XPS data was adopted from [23].

J. Phys.: Condens. Matter 30 (2018) 065501
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Table 1. Lattice parameters of ZnO calculated using different methods. For the parameter EZn−3d  we used the middle of the band. The 
second from the bottom raw showing the LDA  +  A-1/2 data represents another approach for fitting DFT calculations to XPS data [44].

Method a c u Eg (eV) EZn−3d ε∞‖ ε∞⊥

PBE 3.254 5.239 0.3808 0.8 −5.1 4.98 4.97

HSE03(ω=0.3;α=0.25) 3.233 5.166 0.3822 2.3 −5.81 3.69 3.75

HSE06(ω=0.2;α=0.25) 3.236 5.17 0.3820 2.5 −5.87 3.64 3.70

PBE0(ω=0.0;α=0.25) 3.233 5.166 0.3823 3.1 −6.1 3.62 3.67

PBE  +  scGW PBE PBE PBE 3.2 −6.45 3.73 3.73

scGW [24] — — — 3.2 −6.4 — —

LDA  +  A-1/2 [44] — — — 3.49 −7.45 — —

Expt. [27, 45] 3.242 5.188 0.3819 3.44 ≈−7.5 3.72 3.68

Figure 2. (a) The angle view on the surface plot of the energy gap of ZnO computed for various combinations of UZn−3d  and UO−2p. The 
line indicates all combinations that yield the right band gap of 3.4 eV. (b) The top view of the same surface plot of the energy gap.  
(c) TDOS for several combinations of UZn−3d  and UO−2p that yield the correct band gap of 3.4 eV, shown by circles in panel (b). The XPS 
data is taken from [23].

Figure 3. Total density of states of ZnO computed with optimized U-parameters for two sets of VASP pseudopotentials (PP): the standard 
PP UZn−3d = 9.3 eV and UO−2p = 18.4 eV, and the GW-type PP UGW−PP:Zn−3d = 13eV and UGW−PP:O−2p = 20 eV.

J. Phys.: Condens. Matter 30 (2018) 065501
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Zn3d electrons. However, at α > 0.5 where we could expect 

the calculated Zn3d band to overlap with the experimental 

XPS data, the band gap would be significantly overestimated. 

Thus, while pushing the Zn3d band to lower energies, we need 

to reduce the effect of α on the band gap. The solution came 

from the analysis of HSE03 calculations, which yield the same 

as HSE06 positions of the Zn3d band, but smaller band gaps. 

It seems that by increasing both ω and α we can optimize our 

HSE calculations to fit the XPS experiment.

Figures 5(a) and (b) show the band gap values of ZnO com-

puted with HSE method using various combinations of ω and 

α. In all cases the structures were fully relaxed. The red line 

indicates combinations of ω and α that yield the correct band 

gap of 3.4 eV. Figures 5(c) and (d) show the positions of the 

middle of the Zn3d band as a function of ω and α. The blue line 

indicates the experimental position obtained from the XPS 

data from [23], which we set at  −7.3 eV. We note that in the 

literature the position of the Zn3d band is usually referred to 

be at  −7.5 eV, but the XPS data that we use as a reference has 

the peak maximum for the Zn3d band around  −7.3 eV [23]. To 

find the combination of ω and α that satisfies both search cri-

teria, for the band gap and for the binding energies of the Zn3d 

electrons, we overlay the two curves to find their crossing, as 

shown in figure 6(a). Finally, figure 6(b) shows an exact align-

ment of the calculated DOS with the XPS data.

4. Discussions

The presented results demonstrate that DOS computed via 

both DFT  +  U and HSE can be tuned to match closely the 

experimental XPS data. One would expect that such a nice 

alignment as demonstrated by figures 3 and 6 should lead to 

improved accuracy of both methods in reproducing the key 

physical properties of ZnO. However, careful calculations of 

the ion-clamped static dielectric tensor, listed in table 2, reveal 

that the optimized parameterizations lead to worse results, as 

compared to the standard HSE03 and HSE06 parameteriza-

tions, listed in table 1. The standard hybrid methods HSE03 

and HSE06 are also much closer to PBE0 and to scGW results, 

which fit almost exactly the experimental values [45].

This poor performance of the optimized methods turns 

out to be not so surprising. We have made a naive mistake 

by assuming that XPS measurements should yield the cor-

rect picture of the electronic ground state, which is directly 

comparable to the computed DOS data. Apparently, that is 

not the case. XPS measurements involve the creation of a 

hole, which determines the final state of the system and in 

effect changes the binding energies of the emitted electrons 

[48]. This fact is more important for the emission from the 

core states. Theoretical calculations of such processes require 

insertion of a hole in the corresponding electronic states [49]. 

In the case of valence band structure, one may assume that 

the creation of a hole can be well screened, which probably 

leads to the assumption that XPS data can be used as a bench-

mark for computed ground state DOS. From our results, it 

seems that the screening works quite well for the p-band of 

ZnO. All hybrid and DFT  +  U, as well as GW, calculations 

reproduce the profile of the p-band reasonably well. However, 

the screening of the hole does not seem to work for the Zn3d-

band. XPS yields stronger binding for the Zn3d electrons even 

compared to the scGW results. And it makes sense because 

the 3d state wave function becomes more localized due to the 

presence of the hole, created via the x-ray absorption and con-

sequent electron emission. The presence of a hole in XPS data 

may be the season for the discrepancy regarding the position 

of the Zn3d-band between the experiment and the ground state 

calculations.

We should also discuss the spread of the values that XPS 

measurements yielded for the position of the Zn3d-band. 

Literature on XPS data for ZnO’s Zn3d-band reports a range 

of values between  −8.81 eV in [29] and  −7.3 eV in [23]. 

On average, 7.5–8.0 is the most commonly used range for 

benchmarking computational results [24, 44]. The exper-

imental value of  −8.81 from [29] is especially interesting, 

as it raises the question regarding the reproducibility of XPS 

measurements. A closer look at that data shows that the value 

of  −8.81 eV was given relative to the Fermi level of the 

system, not VBM. If the zero energy is adjusted to the onset of 

the VBM slope, then the XPS data from [29] matches almost 

exactly the data from [23]. By making that adjustment one 

obtains the same  −7.3 eV from [29] instead of the  −8.81 eV, 

which is frequently mentioned in the literature. Therefore, we 

would argue that the spread of values from different XPS meas-

urements is not big, averaging around  −7.5 eV. The problem 

may be intrinsic to the whole process of the photoemission 

from the Zn3d-band, which is not well screened and should not 

be compared to ground state electronic calculations.

Figure 4. The DOS of ZnO computed with HSE06 (ω = 0.2) 
with different weights for the exact exchange α. The XPS data is 
included for comparison [23].

J. Phys.: Condens. Matter 30 (2018) 065501
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Figure 5. (a) and (b) ZnO band gap as a function of the HSE parameters ω and α: angle view and top view. The red line indicates 
combinations that yield the correct band gap. (c) and (d) Zn3d band position mapped on the (ω, α) parameter-space. The blue line indicates 
the experimental value of  −7.3 eV, estimated from the XPS data [23].

Figure 6. (a) Crossing of the two lines in the (ω,α) parameter space that satisfy the two criteria: ZnO band gap and the position of 
the Zn3d band. The crossing shows the combination where both criteria are met. (b) The DOS calculated with the optimized HSE 
(ω = 0.7;α = 0.75), compared with the experimental XPS data. [23].

Table 2. Lattice parameters, energy gap, position of the Zn3d band, and the Bader charge transfer from Zn to O, calculated using the 
optimized DFT  +  U and HSE methods.

Method a (Å) c (Å) Eg (eV) EZn−3d  (eV) ε∞‖ ε∞⊥

DFT  +  U (Standard PP, Ud  =  9.3, Up  =  18.4) 3.08 4.96 3.4 −7.3 3.26 3.29

DFT  +  U (GW-type PP, Ud  =  13, Up  =  20) 3.16 5.07 3.4 −7.3 3.10 3.13

HSE (ω = 0.7;α = 0.75) 3.23 5.12 3.4 −7.3 3.19 3.24

Expt. [27, 45] 3.242 5.188 3.44 ≈−7.5 3.72 3.68

J. Phys.: Condens. Matter 30 (2018) 065501
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5. Conclusions

In summary, we hope that the failure of this study creates an 

important example. When this project started, we did not doubt 

the reliability of the XPS data for benchmarking calculated 

ground state electronic structures. It has become a common 

trend in the literature to consider XPS data as a ‘golden’ stan-

dard for the binding energies of electrons and newly devel-

oped computational methods are routinely tested against that 

standard. So far, most practically available methods have 

failed to reproduce the binding energies of the Zn3d electrons 

derived from XPS data. We hope that this paper provides suf-

ficient evidence to recognize the fact that the common belief 

that the existing computational methods fail to reproduce the 

binding energies of Zn3d electrons may not be correct [23]. 

The calculations, especially on the level of GW, might be the 

most accurate reference, and it may be incorrect to compare 

them to the XPS data.

Acknowledgments

We thank the reviewers of this manuscript for valuable sugges-

tions. SA thanks CRDF Global: OISE-15-61153-0 for finan-

cial support. KB thanks John Waddle and Nishan Senanayake 

for technical assistance. Computational resources were pro-

vided by the Texas Advanced Computer Center (XSEDE) and 

Ohio Supercomputer Center (OSC).

ORCID iDs

Alexey T Zayak  https://orcid.org/0000-0002-5741-3864

References

 [1] Ümit Ö, Hofstetter D and Morkoc H 2010 Proc. IEEE 
98 1255–68

 [2] Selim F (ed) 2012 Zinc Oxide the Future Material for 
Electronics: a Comprehensive Review on ZnO Physics and 
Defects (Kerala, India: Research Signpost)

 [3] Liu X Y, Shan C X, Zhu H, Li B H, Jiang M M, Yu S F and 
Shen D Z 2015 Sci. Rep. 5 13641

 [4] Janotti A and Van de Walle C G 2009 Rep. Prog. Phys. 
72 126501

 [5] Ellmer K and Bikowski A 2016 J. Phys. D: Appl. Phys. 
49 413002

 [6] Selim F A, Weber M H, Solodovnikov D and Lynn K G 2007 
Phys. Rev. Lett. 99 085502

 [7] Perdew J P, Ernzerhof M and Burke K 1996 J. Chem. Phys. 
105 9982–5

 [8] Perdew J P 1985 Quantum Chem. 28 497–523
 [9] Perdew J P, Burke K and Ernzerhof M 1996 Phys. Rev. Lett. 

77 3865
 [10] Kulik H J 2015 J. Chem. Phys. 142 240901
 [11] Erhart P, Albe K and Klein A 2006 Phys. Rev. B 73 205203
 [12] Janotti A and Van de Walle C G 2011 Phys. Status Solidi (b) 

248 799–804

 [13] Crowley J M, Tahir-Kheli J and Goddard W A 2016 J. Phys. 
Chem. Lett. 7 1198–203

 [14] Heyd J, Scuseria G E and Ernzerhof M 2003 J. Chem. Phys. 
118 8207

 [15] Krukau A V, Vydrov O A, Izmaylov A F and Scuseria G E 
2006 J. Chem. Phys. 125 224106

 [16] Skone J H, Govoni M and Galli G 2014 Phys. Rev. B 89 
195112

 [17] Fritsch D, Morgan B J and Walsh A 2017 Nanoscale Res. Lett. 
12 19

 [18] Betzinger M, Friedrich C and Blgel S 2010 Phys. Rev. B 
81 195117

 [19] Wróbel J, Kurzydłowski K J, Hummer K, Kresse G and 
Piechota J 2009 Phys. Rev. B 80 155124

 [20] Uddin J and Scuseria G E 2006 Phys. Rev. B 74 245115
 [21] Oba F, Choi M, Togo A, Seko A and Tanaka I 2010 J. Phys.: 

Condens. Matter 22 384211
 [22] Oba F, Choi M, Togo A and Tanaka I 2011 Sci. Technol. Adv. 

Mater. 12 034302
 [23] King P D C, Veal T D, Schleife A, Ziga-Prez J, Martel B, 

Jefferson P H, Fuchs F, Muoz-Sanjos V, Bechstedt F and 
McConville C F 2009 Phys. Rev. B 79 205205

 [24] Shishkin M, Marsman M and Kresse G 2007 Phys. Rev. Lett. 
99 246403

 [25] Hinuma Y, Grneis A, Kresse G and Oba F 2014 Phys. Rev. B 
90 155405

 [26] Sarsari I A, Pemmaraju C D, Salamati H and Sanvito S 2013 
Phys. Rev. B 87 245118

 [27] Vogel D, Krüger P and Pollmann J 1996 Phys. Rev. B 54 5495
 [28] Van de Walle C G and Neugebauer J 2004 J. Appl. Phys. 

95 3851–79
 [29] Ley L, Pollak R A, McFeely F R, Kowalczyk S P and 

Shirley D A 1974 Phys. Rev. B 9 600–21
 [30] Anisimov V I, Aryasetiawan F and Lichtenstein A I 1997 

J. Phys.: Condens. Matter 9 767–808
 [31] Janotti A, Segev D and Van de Walle C G 2006 Phys. Rev. B 

74 045202
 [32] Huang G Y, Wang C Y and Wang J T 2012 Comput. Phys. 

Commun. 183 1749–52
 [33] Paudel T R and Lambrecht W R L 2008 Phys. Rev. B 

77 205202
 [34] Ma X, Wu Y, Lv Y and Zhu Y 2013 J. Phys. Chem. C 

117 26029–39
 [35] Deng X Y, Liu G H, Jing X P and Tian G S 2014 Int. J. 

Quantum Chem. 114 468–72
 [36] Goh E, Mah J and Yoon T 2017 Comput. Mater. Sci. 138 111–6
 [37] Calzolari A and Nardelli M B 2013 Sci. Rep. 3 2999
 [38] Kresse G and Hafner J 1993 Phys. Rev. B 47 R558
 [39] Kresse G and Furthmüller J 1995 Phys. Rev. B 54 11169
 [40] Kresse G and Joubert J 1999 Phys. Rev. B 59 1758
 [41] Blöchl P E 1994 Phys. Rev. B 50 17953
 [42] Hybertsen M S and Louie S G 1986 Phys. Rev. B 34 5390
 [43] Dudarev S L, Botton G A, Savrasov S Y, Humphreys C J and 

Sutton A P 1998 Phys. Rev. B 57 1505
 [44] Ataide C A, Pelà R R, Marques M, Teles L K, Furthmüller J 

and Bechstedt F 2017 Phys. Rev. B 95 045126
 [45] Yoshikawa H and Adachi S 1997 Japan. J. Appl. Phys. 36 6237
 [46] Azzaz Y, Kacimi S, Zaoui A and Bouhafs B 2008 Phys. B: 

Condens. Matter 403 3154–8
 [47] Moussa J E, Schultz P A and Chelikowsky J R 2012 J. Chem. 

Phys. 136 204117
 [48] Turner N H, Dunlap B I and Colton R J 1984 Anal. Chem. 

56 373–416
 [49] Mizoguchi T, Tanaka I, Yoshioka S, Kunisu M, Yamamoto T 

and Ching W Y 2004 Phys. Rev. B 70 045103

J. Phys.: Condens. Matter 30 (2018) 065501


