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ABSCTRACT: Invasion of gas into liquid-filled nanopores is encountered in many engineering
problems but is not yet well understood. We report molecular dynamics simulations of the invasion
of methane gas into water-filled mica pores with widths of 2-6nm. Gas invades into a pore only
when the pressure exceeds a breakthrough pressure and a thin residual water film is left on the
mica wall as the gas phase moves deeper into the pore. The gas breakthrough pressure of pores as
narrow as 2nm can be modeled reasonably well by the capillary pressure if the finite thickness of
residual liquid water film and the liquid-gas interface are taken into account. The movement of the
front of the liquid meniscus during gas invasion can be quantitatively described using the classical
hydrodynamics when the negative slip length on the strongly hydrophilic mica walls is taken into
account. Understanding the molecular mechanisms underlying the gas invasion in the system
studied here will form the foundation for quantitative prediction of gas invasion in practical porous

media.
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1. Introduction

The transport of multiphase fluids in nanopores plays a critical role in diverse areas including
lab-on-chip, oil and gas recovery, smart textiles, and energy storage.!™ Driven by the technical
needs in these areas and the advancements in nanochannel fabrication and computational
methods,” there has been a surge of research activities in understanding these phenomena. In
particular, much attention has focused on the imbibition and infiltration of fluids (both spontaneous
and forced) into nanopores. These researches have revealed rich imbibition dynamic ranging from
recovering the classical Washburn law in some systems to qualitative and quantitative deviations
from the classical law in other systems. ®!? For parameters such as the critical pressure for the
infiltration of water into hydrophobic pores, it has been shown that the classical Young-Laplace

equation cannot accurately predict the threshold pressure for carbon nanotubes.!* !

While the imbibition and infiltration of fluids into gas-filled pores have received much
attention, the opposite process, i.e., the invasion of gas into liquid-filled pores, has received much
less attention. Such a process is encountered in practical applications. For example, in shale gas
recovery, the highly pressurized gas such as methane must sometime pass through water-saturated
tight rocks featuring extensive nanopores before it can be recovered.'®!” Of the few existing
studies, most are experimental characterization of the gas invasion process into water-saturated
rock samples.!®!® While these studies provided valuable data on the gas invasion process in
practical systems, the complexity of the systems studied (e.g., heterogeneity of surface properties
and size of the pores in the rock samples) makes it challenging to gain generalized insight into the
gas invasion process. To address this challenge, studies of the gas invasion process at the pore

scale can be very useful.

Two important aspects of the invasion of gas into a liquid-filled pore are the gas breakthrough
pressure P3 (i.e., the pressure above which gas can invade into the pore) and the dynamics of gas

invasion at pressure higher than Pp. The breakthrough pressure is often taken as the capillary



pressure given by the Young-Laplace equation, i.e., Pg = 2y cos @ /R for a cylindrical pore and
Pg = 2y cos 8 /W for aslit pore, where y is the interfacial tension of the gas-liquid interface, 6
is the contact angle. R (W) is the radius (width) of cylindrical (slit) pore. The dynamics of the
gas invasion into the pore is typically described using the Navier-Stokes equation with bulk liquid
and gas properties. While these approaches should be accurate for wide pores, their accuracy in
narrow nanopores is not immediately clear. For example, recent studies showed that the surface
tension of liquids confined in nanopores can deviate from that of bulk liquids,?’ and the viscosity
of fluids confined in nanopores is non-uniform across the pore and can be much higher than that
of bulk liquids.?! Given these interesting phenomena, it is useful to examine the invasion of gas
into nanopores without making the assumptions in the classical approaches widely used in the

literature.

In this work, we use molecular dynamics (MD) simulations to investigate the invasion of gas
into mica nanopores with widths of 2, 4, and 6nm. We determine the gas breakthrough pressure
and the dynamics of gas invasion and compare our observations with classical theories. The rest
of this manuscript is organized as follows. In Section 2, the molecular model and simulation details
are presented. In Section 3, the thermodynamics and dynamics of the gas invasion including the
gas breakthrough pressure and invasion dynamics are discussed. Finally, conclusions are drawn in

Section 4.

2. Simulation details

Figure 1 shows a schematic of the MD system for studying the breakthrough of methane gas
into a slit-shaped nanopore initially filled with water. The system consists a slit pore cleaved from
a mica slab and two reservoirs at the pore’s two ends. Initially, the left reservoir features both a
gas phase (methane, 8nm thick in the x-direction) and a liquid phase (water, 2nm thick in the x-
direction). The large volume of methane molecules in the left reservoir ensures that the gas

molecule can fill the entire slit pore after gas breakthrough occurs. The right reservoir only contains



water (3nm thick in the x-direction) initially. The desired pressure in the reservoirs is regulated by
applying the necessary forces to the two rigid pistons bounding the reservoirs. The dimensions of
the pore in the x- and y-directions are 14.7nm and 3.15nm, respectively. The pore width, defined
as the distance between the surface potassium ions on the upper and lower mica walls (see Fig. 1),
is W =2, 4, and 6nm in different simulations. The MD system is periodic in all three directions.
To effectively model systems that are periodic only in the y- and z-directions, two large vacuum

spaces are placed outside the rigid pistons.
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Figure 1. A snapshot of the molecular dynamics system for studying gas invasion into mica pores. The left
reservoir is initially filled with 8nm thick (along x-direction) methane gas and 2nm thick (along x-direction)
water. Water also fills the pore and a 3nm thick region (x-direction) in the right reservoir. Two rigid pistons
are used to regulate the pressure in the two reservoirs. The pore is cleaved from bulk mica with a wall
thickness of ~2nm. The pore width W (W= 2, 4, and 6nm) is the distance between the surface potassium
ions (shown as blue spheres) of the two mica walls. The pore length is 14.7nm. The system is periodic in
all three directions and the length in the y-direction is 3.1nm. Two large vacuum spaces are placed in the x-

direction so that the system measures 40nm (W= 2, 4nm) or 45nm (W= 6nm) in the x-direction.

Each of the walls is made of two muscovite mica layers (~2nm thick) so that the liquid-wall
interactions are captured accurately. Muscovite (KAl,Si;AlO,,(OH),) is a phyllosilicate clay and
can be easily cleaved from the (001) plane.?? Each muscovite layer has a tetrahedral-octahedral-
tetrahedral (TOT) structure, in which each Al-centered octahedral sheet is sandwiched between
two Si-centered tetrahedral sheets. Substitution of every four Si atoms in the tetrahedral layer by
Al atoms results in a negative net charge, which is compensated by the K™ ions. The neighboring
TOT structures are then held together by a potassium interlayer. Following the widely used method
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for building surfaces and nanopores from muscovite minerals, we cleave the muscovite from the
(001) plane, resulting in a surface featuring K* ions.?>?*> For simplicity, the surface K* ions are

arranged in ordered fashion following the previous approach.?*?

Water and methane are modeled using the SPC/E model and the TraPPE force fields,?®
respectively. The partial charges and LJ parameters of the mica atoms are taken from the CLAYFF
force fields.?> 2’ The TraPPE force fields enable accurate prediction of methane’s thermodynamic
properties. Prior works showed that the CLAYFF force fields allow the interfacial water on clay
surfaces to be accurately modeled.?**?® The interactions among mica atoms are excluded. All atoms
in the clay sheets are tethered with a stiff spring. The piston atoms are modeled as Lennard-Jones
atoms with parameters taken from those of the sp? carbon atoms in the OPLS-AA force fields. All

force fields parameters are summarized in the Supplemental Material.

Simulations are carried out using the Gromacs package®® in the NVT ensemble with a
temperature T=400K. The temperature adopted here is relevant to that encountered in shale gas
fields.>* The temperature of the system is maintained using the velocity-rescaling thermostat.!
The equations of motion are solved using a time step of 2fs during equilibrium runs and 1fs during
non-equilibrium runs. Bond lengths and angles of the water molecules are fixed using the SETTLE

algorithm. A cutoff 1.2nm 1s used for computing the Lennard-Jones potential and the particle mesh

Ewald method is used for computing the electrostatic interactions.>

The MD system is first equilibrated for 4ns with P,=P; = P on both pistons (see Fig. 1). For
the 2nm-wide pores, P is set to 100MPa; for the 4nm- and 6nm-wide pores, P is set to 60MPa. To
initiate the invasion of methane gas into the nanopores, the pressure on the right piston (P;) is
reduced while B, is not changed. Note that, although using a lower pressure on the left piston (P,)
is desirable, a high value is adopted because a lower pressure will require an extremely large
volume of gas to be used in the simulations. Given that water has very low compressibility,

adopting a relatively high P, does not notably affect the gas invasion.



3. Results and discussions

3.1 Gas breakthrough characteristics

Figure 2a shows the snapshots of methane gas breaking into pores with widths of 2, 4, and 6
nm when the pressure difference between the up and down-stream reservoir (AP, ;) is sufficiently
high. As the gas invades into the pores, a gas-water meniscus forms and moves toward the
downstream reservoir. Importantly, as the meniscus moves downstream, a thin film of water is left
on the mica surface. Such a liquid film forms due to the affinity of water to the strongly hydrophilic
mica surface.”> ¥ The formation of this residual film is akin to the formation of precursor films
ahead of the moving meniscus when water is imbibed into pores (or when water droplets spread
on substrates) with strongly hydrophilic walls.% 3*3% In pores narrower than a few nanometers,
such thin residual films occupy a substantial portion of the pore space. Moreover, as we shall see
in Section 3.2, these thin residual films affect the critical gas breakthrough pressure in these narrow

pores. Given the importance of these residual films, we characterize them in detail below.
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Figure 2. Invasion of gas into water-filled mica pores. (a) The snapshots of gas invasion into the 2, 4, and
6nm-wide pores. Methane molecules are shown as light blue spheres and water molecules are shown as red
(oxygen) and white (hydrogen) spheres. The mica wall is the same as that in Fig. 1. (b) The number density
profiles of water across the residual water films on the walls of the 2, 4, 6nm-wide pores (in the 2nm-wide
pore, P,=100MPa and P,=10MPa; in the 4nm-wide pore, P,—60MPa and P,=20MPa; in the 6nm-wide pore,
P,=60MPa and P;~40MPa.) The dashed line marks the water density valley at z=0.2nm, below which the
water number density profiles are identical for the three pores.
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We first compute the density distribution of the water residual film in direction normal to the
mica wall. We focus on the portion of the water film 1.0nm away from the pore entrance and one
pore width behind the moving meniscus, in which it has a nearly uniform thickness. In each pore,
the density distribution is found to vary little once AP,; exceeds a critical breakthrough pressure
Pz when the gas just begins to be able to break into the pore. Figure 2b shows the water density
distribution across the thin residual films (note that the surface K™ ions are located at z=0) inside
the 2, 4, and 6 nm pores. The density profiles show that water molecules can reach up to 1.0nm
above the mica surface. For z < 0.2nm, the density profiles are practically identical in all pores; at
z > 0.2nm, the water density becomes larger as the pore becomes wider, i.e., the residual water
film thickens in wider pores. To quantify such a thickening, we follow the concept of the Gibbs
dividing surface, and determine the residual film thickness by equating the surface excess from

both the liquid and vapor sides along the wall normal direction z*°
h w2
I* Jdor = p@dz = [,"*[p(2) - p,ldz (1)

where p; and p, are the densities of the saturated bulk liquid water and water vapor at 400K,
respectively. p; is taken to be 31.3nm™ based on independent simulations and p,, is taken as
zero because it is much smaller than p;. Using the density profiles shown in Fig. 2b, the
thicknesses of the residual water films are determined as £=0.35, 0.49, and 0.54nm for 2, 4, and

6nm pores, respectively.

To clarify the thickening of the residual film in wider pores, we delineate the evolution of the
residual water film when the pore size increases by examining the organization of water molecules
in the film. By inspecting the snapshots of the water molecules in the residual water film (e.g., see
Fig. 3a), one can identify two layers of water molecules in the residual film based on how the water
molecules in the residual film interact with other molecules. The inner layer (z<0.2nm) consists of
the water molecules hydrating the surface K ions (cf. the density peak at z ~ 0.1nm) and the water

molecules in the interstitial space between the surface K* ions (cf. the density peak at z ~ 0.02nm).
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The outer layer consists of the water molecules that interact with the inner water layer.?*2° These
two layers of water molecules can also be visualized by computing their distribution as a function
of their radial and vertical distance from the surface K* ions (see Fig. 3b; the surface K* ions are
located at (r, z) = (0, 0) and denoted by magenta dots).
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Figure 3. Molecular structure of the residual water film on mica walls. (a) A zoom-in view of the residual
water layer near the mica wall of a 4nm-wide pore. The color coding is the same as Fig. 1 and Fig. 2a. (b)
The number density distribution of water around mica’s surface potassium ions in a cylindrical coordinate
(r and z represent the radial and vertical distance of water molecules to the potassium ions, respectively).
The number density distribution is calculated for the residual water film in W=2nm pore and #=4nm pore.
The center potassium ions are shown in magenta dots. The position of the surface potassium ions (z=0) and
the boundary for the inner/outer layer (z=0.2nm) is marked as dashed white lines.

Figure 2b and Fig. 3b show that, as the pore width increases from 2 to 4nm, the inner water
layer hardly changes but the outer water layer becomes more distinct, i.e., the residual film grows
by adding more water molecules to its outer layer without densifying or loosening its inner layer.
This growth mode helps explain why the residual film becomes thicker as the pore width increases
from 2 to 4nm. When gas breaks into a nanopore, the residual liquid films behind the meniscus are
in quasi-equilibrium with the downstream water reservoir. Because the gas phase in contact with
the residual film is at higher pressure than in the downstream reservoir, it tends to elevate the
chemical potential of the water molecules inside the residual film above that in the downstream
reservoir, and thus thins the residual film. However, the strong interactions between the water

molecules in the residual film with the mica surface make these water molecules energetically
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more favorable to stay in the residual film. The competition of these two processes results in a
stable residual film with finite thickness. In narrow pores (e.g., W=2nm), the gas breakthrough
pressure is high and thus the pressure of the gas phase in contact with the residual water film is
high. Therefore, only water molecules interacting very strongly with the mica surface (i.e., mostly
the inner water layer in Fig. 3b) can be stabilized. In wider pores (e.g., W=4 and 6nm), the pressure
of the gas phase in contact with the water film is lower and thus even water molecules in the outer
layer, which interact primarily with the inner water layer, can be stabilized. Therefore, the
thickness of the residual water film increases as the pore becomes wider. We note that the
thickening of the residual water film in larger pores is not influenced by the different P, used in
these simulations. Separate simulations show that, when the P, increases to 100MPa in the 4nm-
wide pores (Pq is increased accordingly), the film thickness is almost unchanged (see Fig. S1 in
the Supplemental Material). Together, the thicker residual water films in larger pores should

originate largely from the lower breakthrough pressures.

Thus far, we examined the basic process of gas invading mica pores and the formation of
residual water film on pore walls. Below we examine two aspects of the gas invasion quantitatively:

the gas breakthrough pressure and the dynamics of gas invasion into the mica pores.
3.2 Gas breakthrough pressure

For each mica pore, a series of simulations with different AP,; are performed to check
whether gas breakthrough occurs. A gas breakthrough occurs if continuous gas flow into the pore
is observed. Once gas invades into a pore for more than the pore width W, the simulation is
terminated. For cases in which gas breakthrough was not observed, the MD simulations are run
for at least 20ns. The simulation results are summarized in Fig. 4, in which AP,; corresponding
to observation of gas breakthrough is marked using blue stars and those corresponding to no gas

invasion into the pore is marked using red squares.
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Figure 4. Gas breakthrough pressure in different pores. The pressure difference at which gas can (cannot)
invade into the pore is shown as blue stars (red squares). The prediction of the gas breakthrough pressure
by the classical capillary theory P° = 2y /W is shown as a dashed line. The prediction by considering the
narrowing of pores by the residual water film P! =y /(W /2 — h) is shown as a solid line. The shaded
area denotes the range of possible gas breakthrough pressure due to the ambiguity of assigning a thickness
to the thin water films on the pore walls, which is in turn caused by the diffuseness of gas-liquid interfaces.

To check if gas breakthrough can be predicted using the capillary pressure (i.e., Pz = P? =
2y cos 6 /w), we note that separate simulation indicated that water droplets spread completely on
the mica wall, i.e., #=0. Since the methane-water interfacial tension depends on temperature and
pressure, independent equilibrium simulations are performed to determine . In these simulations,
a 4nm-thick slab of water is sandwiched between two 2nm slabs of methane (see Fig. 5). The
number of methane molecules in the system is adjusted to give a methane pressure of 60, 80, and
100MPa, which is in the range of gas pressure in the gas breakthrough simulations. Each system
is periodic in all three directions and the simulations are run in the NVT ensembles at three
different temperatures. The methane-water interfacial tension is evaluated using y =1/
2 fOL"[Pxx - 0.5(P,, + P,,)]dx, 37 where L, is the length of the simulation box in the direction normal

to the water-methane interface (x-direction), P, P

y>and P, are the three diagonal components

of the pressure tensor along the x, y, and z-directions, respectively. To verify our calculations, we
also compute the water-vacuum interfacial tension in a similar system at 300K, and obtain a value

of 61.4+0.9mN/m. This value agrees well with that in the literature for the same water model
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(60.7mN/m), and it is lower than the experimental value (72.8 mN/m) mainly due to the choice of

the water model.’’

50+ —e— 60MPa | |

'\ —>— 80MPa
. 100MPa

y (mN/m)

300 350 400
Temperature (K)

Figure 5. Water-methane interfacial surface tension. The inset is a schematic of the system used to compute

the interfacial tension of planar water-methane interfaces.

Figure 5 shows that the water-methane interfacial surface tension decreases with temperature
and varies little with pressure. These trends as well as the range of interfacial surface tension are
consistent with earlier simulations.*® Using the interfacial tension in Fig. 5, the prediction of the
gas breakthrough pressure by the classical capillary theory is computed as P° = 2y/W and
shown in Fig. 4. We observe that the gas breakthrough pressure is systematically underestimated
using this method. In this method, however, the residual water film, which effectively narrows the
pore, is neglected. To consider this effect, we compute a corrected capillary pressure P! =
y/(W /2 — h) (his the thickness of the residual film), and the predicted gas breakthrough pressure
is shown with solid line in Figure 5. The corrected capillary pressure can predict the gas
breakthrough pressure in the 4nm- and 6nm-wide pores reasonably well, but still underestimates
the gas breakthrough pressure in the 2nm-wide pores by ~20MPa. The significant underestimation
of the gas breakthrough pressure by the corrected capillary pressure is next examined from several

perspectives.

11



It is possible that the pore entrance can contribute an extra energy barrier for gas invasion into
the nanopores. Since this possible entrance effect is not taken into account in the classical capillary
theory, it can cause the underestimation of gas breakthrough pressure by the capillary theory.
However, this effect is ruled out through additional simulations. In these simulations, we start from
a configuration in which the gas has already invaded into the 2nm-wide nanopores by half the pore
length under high pressure (e.g., the pressure marked by the two red squares in Fig. 5). We then
lower the pressure difference 4P,; between the two pistons to the highest pressure difference at
which gas breakthrough was not observed in the simulations described in Section 2 (e.g., the
pressure marked by the rightmost blue star in Fig. 5). It is found that, within 30-40ns, the gas front
always recedes back into the upstream reservoir. This thus rules out the existence of an extra barrier

when the gas break into a pore initially filled by liquids.

It is possible that the interfacial tension of the water-gas interfaces inside the nanopore differs
from that at planar water-gas interfaces because of their small radius. However, prior work showed
that interfacial tension decreases as the radius of the interfaces approaches molecular dimension,
which should lead to the overestimation of the breakthrough pressure when the interfacial tension

measured for planar water-gas interfaces is used.

In addition to the capillary pressure, the disjoining pressure of the water film inside the pore
may pose an additional barrier for gas invasion. Indeed, recent simulations revealed that disjoining
pressure is responsible for the anomalous infiltration pressure observed in some carbon nanotubes.
40 Since the mica surface is not charged, two types of disjoining pressure, i.e., the van der Waals
disjoining pressure and the structural disjoining pressure, can be considered. The van der Waals
disjoining pressure is given by

A
Myaw = — o0 (2)

where A4 is the Hamaker constant. Taking 4 as 2.0 x 1072°] from theoretical prediction*! or 2.2 x

10729 from experimental measurement*!, the magnitude of the van der Waals disjoining pressure
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in a 2nm-wide pore is ~0.13MPa, too small to explain the observed discrepancy observed above.
The structural disjoining pressure for a hard sphere liquid confined between two planar walls is
given by 404!

w

2nw -
gy = —p kpTcos (HT) e o (3)

where p _ is the bulk density of the liquids, kp is the Boltzmann constant, and o is the diameter

of fluid molecules. Taking the diameter of water molecule as 0.3nm, the magnitude of the structural
disjoining pressure in 2nm-wide pores is thus ~0.11MPa, again too small to explain the observed

discrepancy observed above.

The structural disjoining pressure in Equation (3), however, does not take into account the fact
that the mica surface is hydrated by interfacial water molecules that bond strongly to them. When
two mica surfaces approach each other closely, the hydration structure near individual mica
surfaces can be perturbed, and the resulting hydration force can generate an additional structural

disjoining pressure.*!

To evaluate whether surface hydration can lead to the underestimation of the gas breakthrough
pressure, we examine the hydration of the mica surfaces in both 2nm-wide and 4nm-wide pores.
Figure 6a compares the water density profile as a function of distance from the mica wall in both
pores. We observe that the water density profile shows oscillation only close to the mica surface
and becomes uniform beyond ~0.5nm from the mica surface. Importantly, the density profile of
intefacial water is pratically identical in both pores. Because water is a dipolar molecule and its
intefacial structure is also characterized by its orientation, we further assess the orientation of the
interfacial water in the 2nm- and 4nm-wide pores. As shown in Fig. 6b, we consider water
molecules in two regions (region 1: W/2—-0.3nm<z<W/2, W is the pore width; region 2: —0.2nm <
z <0.5nm) and compute the distribution of the water molecules’ dipole with respect to the normal

direction of the mica surface. Figure 6¢ shows that the water molecules in Region 1 are nearly
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randomly oriented. Water molecules in Region 2 tend to orient their dipole toward the mica surface.
Importantly, in each region, the orientation of water molecules is nearly identical in the 2nm- and
4nm-wide pores. The fact that the density profile and the dipole orientation distribution of
interfacial water in both pores are nearly identical suggests that the purtubration of the water
structure near mica surface as the pore width decreases from 4 to 2nm is very small. Thereore, the
hydration force and related disjoining pressure is unlikely to be significant. This is also consistent
with previous experimental studies which showed that the hydration force between mica surface
separated by water decays to nearly zero at a separation about 2nm.** Therefore, the hydration

forces cannot cause the overestimation of the gas breakhrough pressure observed in Fig. 5.
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Figure 6. Density distribution and orientation of water molecules near mica-water interfaces in 2nm and
4nm-wide pores filled with water. (a) The water number density profiles along z-direction in the two pores.
(b) A schematic showing the definition of region 1 (the red dashed box located at W/2—0.3nm<z<W/2, W is
the pore width) and region 2 (the black dashed box located at —0.2nm<z<(0.5nm) in the mica pores. The
dipole orientation of water molecules with respect to the normal direction of the nearest mica wall is
calculated in these two regions. (¢) The dipole orientation distribution of water in regions 1 and 2 (see panel

b) for the 2 and 4nm-wide pores. A random distribution corresponds to P(cosf) = 0.5.

None of the above physics can explain the underestimation of the gas breakthrough pressure
using the classical capillary pressure, even after the pore width is corrected by considering the
finite thickness (diffuseness) of the residual liquid film. Here we suggest that the discrepancy can

originate from the ambiguity in precisely defining the width of a pore when it approaches
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molecular dimensions. Specifically, due to thermal fluctuation, the liquid surface is diffuse and
exhibits a finite thickness. Under the action of capillary forces, the thickness of a liquid-gas
interface is ~y/kT/y.** With such a diffuseness of the liquid-gas interface, a thickness of h —
0.5\kgT/y to h+ 0.5/ksT/y may be designated to a liquid film with a thickness of 4 computed
using Equation (1). For a pore with a width of W and a residual liquid film with a thickness of h,

the lower and upper limits of the effective pore width can be estimated reasonably by
Weps = W = 2(h £5ksT/¥) (4)

Using the new effective pore width to compute the capillary pressure, the range of reasonable
breakthrough pressure for a given pore can be computed. The shaded area in Fig. 4 shows the range
of possible gas breakthrough pressure when the range of film thickness to assign is estimated using
Equation (4). For all pores considered here, the gas breakthrough pressure observed in the MD
simulations is within the shaded area shown in Fig. 4. Therefore, the diffuseness of the gas-water
interface can potentially explain why the gas breakthrough pressure is underestimated significantly

in the 2nm-wide pores.
3.3 Dynamics of gas invasion into liquid-filled pores

After gas breaks into a pore, the subsequent two-phase flow proceeds as a liquid meniscus
moving deeper into the pore. Here we quantify the movement of the liquid meniscus by computing
the position of its front (i.e., point O in Fig. 7a) and examine to what extent it can be described by
the classical hydrodynamics. The forced invasion of gas into a liquid-filled pore can be predicted
using the approach for deriving the Lucas-Washburn equation as in the case of the spontaneous
imbibition of fluids into pores. Specifically, we make three assumptions: (1) inertia effects are
negligible, (2) the gas breakthrough pressure can be computed using Py = P2 =y/(W — 2h), (3)
the dynamics of gas invasion into a pore is dominated by the transport of liquids in the liquid-filled

portion of the pore, and the latter can be treated as a simple Poiseuille flow with a slip length of b
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on the pore walls. In the third assumption, the complex two-phase flow near the gas invasion front
is neglected, which is reasonable only if the total thickness of the residual liquid films on the pore
wall is much smaller than the pore width. With these assumptions, one can show that, in a pore

that is initially filled entirely by liquids, the movement of the front of the liquid meniscus observes
(L —x)? =12 - 24t (5)

where L is the length of the pore, x is the position of the liquid meniscus front inside the pore,

gas begins to invade into the pore at /=0 and A is a constant given by

_ W2(w+6b)

~ 12n(w-2h) (APyq — Pp) (6)

where AP, is the pressure drop between the two liquid reservoirs.

The predictions of Equations (5-6) can be checked using MD simulation data. Because the total
residual water film thickness on pore walls is ~35% of the width of the 2nm-wide pore, the third
assumption underlying these equations is invalid in these pores. Therefore, we only examine the
validity of Equations (5-6) in the 4nm- and 6nm-wide pores. The position of the liquid meniscus
front is determined as follows. We compute the water density along the pore center at each time
pci(x), and scan from the pore entrance to the pore exit. The position at which the water density
pq(x) reaches bulk water density (31.3nm™3) is considered as the front of the liquid meniscus.
Figure 7a shows the dynamics of the meniscus front for a pressure difference AP = 20MPa in the
4nm- and 6nm-wide pores. We observe that, except at the final stage of gas invasion process, the
square of the length of the liquid-filled pore, (L-x)?, decreases linearly with time, in agreement
with the prediction by Equations (5-6). Linear regression of the data in Fig. 7a shows that the
constant A in Equation 5 is 77.6 X 107° and 53.2 X 107?m?/s in the 4nm- and 6nm-wide
pores, respectively. The deviation from the linear scaling of (L-x)* with respect to time ¢ during the
final stage of gas invasion is caused by the fact that, at this stage, the liquid-filled portion of the

pore is short and thus the hydrodynamic resistance for flow from the pore exit to the reservoir can
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no longer be neglected (a similar effect is observed during the initial stage of liquid being imbibed

into gas-filled pores).**4°
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Figure 7. Dynamics of gas invasion into mica pores. (a) The location the liquid meniscus in the pore (x) as
a function of time (=0 is defined as the instant that gas starts to invade into the pore) for W=4 and 6nm
pores. The meniscus position x is shown as (L — x)? and normalized by L2, where L is the pore length.
The time is normalized by t* = L/,/AP,,/p, Wwhere AP,, is the pressure difference between the two liquid
reservoirs up- and down-stream the pore and p is the bulk water density at 400K. The data points are linear
fitted base on Equation 5. The inset shows a schematic of gas invading into a nanopore. (b) The x-velocity
of water flow across a 4nm-wide pore driven by a constant acceleration. The velocity profile in the central
portion of the pore is fitted to a quadratic curve and extrapolated to the wall to obtain the slip length b.

To check if the pre-factor 4 can be computed accurately by Equation (6), we determine the
two parameters in this equation (viscosity 7 and slip length b) through separate simulations.
Specifically, we build a 4nm-wide pore that is periodic in its length direction (i.e., no reservoirs at
its two ends) and has identical mica walls with those in the gas invasion simulations. The pore is
filled with water to the density found in the liquid-filled portion of 4nm-wide pores. To measure
n and b, a constant acceleration is applied on each water molecule to generate a steady flow. The
velocity profile of the resulting flow across the pore is shown in Fig. 7b and a parabolic velocity
profile, as expected from classical hydrodynamics, is observed in the central portion of the pore.
Fitting the velocity profile in the central portion of the pore, the viscosity 7 is calculated as
0.22mPa-s, which is close to the reported value of bulk water at the same temperature.*
Extrapolating the parabolic velocity profile to the pore wall (see Fig. 7b), a negative slip length of
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b=0.256nm is obtained. Such a negative slip length is consistent with the fact that water molecules
are attracted strongly to the pore walls.*’ Using the 1 and b computed here, as well as the residual
film thickness determined in Section 3.1, the pre-factor A given by Equation 6 is computed to be
73.4 %1072 and 56.5 X 107°m?/s for 4nm- and 6nm-wide pores, respectively. Their good
agreement with these extracted directly from Fig. 7b suggests that the classical hydrodynamic
theories can be used to predict the invasion of gas into nanopores accurately down to a pore width

of 4nm.

4. Conclusions

In summary, we study the invasion of methane gas into mica nanopores initially filled with
water using MD simulations. Driven by sufficiently high pressure, the methane gas can invade into
the mica pore and move downstream. However, a residual film is left behind the moving liquid
meniscus. The thickness of this film is less than one nanometer in the pores studied here (2nm-,
4nm- and 6nm-wide) and decreases as the pore width decreases. The critical pressure for gas
invasion, i.e., the gas breakthrough pressure, for the 4nm- and 6nm-wide pores can be predicted
using the capillary pressure, providing that the curvature of the liquid meniscus is corrected using
the finite thickness of the residual film on the mica walls. For the 2nm-wide pores, the capillary
pressure corrected by the film thickness still underestimates the gas breakthrough pressure. This
underestimation is unlikely to be caused by van der Waals and structural disjoining pressure as
well as the hydration interactions, but can be rationalized by taking into account the diffuseness of
the gas-liquid interface. The dynamics of gas invasion, as quantified using the movement of the
front of the liquid meniscus, can be predicted by the classical hydrodynamics if the negative slip
length on the mica surface, which originates from the strong affinity of water to the hydrophilic
mica surface, is taken into account. These results suggest that the gas invasion into liquid-filled
nanopores can be described by continuum theories as pores are as narrow as 2nm providing that

crucial interfacial effects such as the existence and finite thickness of the residual liquid film,
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diffuseness of the gas-liquid interfaces, and the negative slip length at solid-liquid interfaces are

taken into account.

Gas invasion in practical engineering systems, e.g., porous media saturated with water, is much
more complicated than the ideal situation considered here. For example, there often exist
heterogeneity in surface properties (e.g., hydrophobic vs. hydrophilic), pore size, and pore shape
along the path of gas invasion. However, delineating the essential features of the gas invasion in
the model systems adopted here and clarifying the validity of continuum theories in describing the
thermodynamics (e.g., the gas breakthrough pressure) and dynamics (e.g., the movement of liquid
meniscus) of the gas invasion process is a key step toward obtaining a fundamental understanding

of the gas invasion in more practical situations.
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