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Spectroscopic study of the radionuclide *'Na for the astrophysical '"F(«, p)*’Ne reaction rate
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The **Mg(p,)*'Na reaction was measured at the Holifield Radioactive Ton Beam Facility of the Oak Ridge
National Laboratory to study the spectroscopy of the radionuclide 2'Na. A 31-MeV proton beam from the
25 MYV tandem accelerator bombarded isotopically enriched **Mg targets. Recoiling “He particles were identified
by an annular silicon strip detector array. Two energy levels at E, = 6.594 and 7.132 MeV were observed
for the first time. By comparing the experimentally obtained angular distributions and distorted wave Born
approximation calculations, the spins and parities of 2! Na energy levels were constrained. The astrophysically-
important "F(a, p)*Ne reaction rate was also calculated for the first time using resonance parameters for 12

energy levels.
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I. INTRODUCTION

Observations of the characteristic 1.157 MeV y rays
from the radioactive decay of “Ti (1 2 =359.1 y) provide
an ideal probe for constraining the explosion mechanism
of core-collapse supernovae, since the production of the
isotope is very sensitive to the temperature, density, and
electron fraction evolution of the star [1-7]. As pointed out
by Young et al. [1], the inferred amount of synthesized mass
of “Ti at the Cassiopeia A remnant is abnormally large
compared to spherical explosion model calculations [2]. To
address this issue, Magkotsios et al. studied the influence of
various nuclear reactions on the **Ti abundance produced from
core-collapse supernovae [3]. In their work, various («,y),
(o, p), (p,y), (p,@), (p,n), and («,n) reactions in light and
intermediate-mass targets were considered and the variation in
the '"F(, p)*°Ne reaction rate was found to have a “primary”
impact on the **Ti abundance.

In more recent work by Cyburt et al., the importance of the
F(a, p)* Ne reaction rate was emphasized in relation to its
effect on the x-ray burst light curve [8]. The one dimensional
multizone hydrodynamics code Kepler [9] and a set of 1931
(p,v), (a,y), and («, p) reaction rates on neutron-deficient
isotopes in the nuclear mass range of A = 1-106 were used
for the sensitivity study on the x-ray light curve and the
composition of the burst ashes. Their results indicate that
varying the "F(a, p)*°Ne reaction rate by a factor of 10 causes
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significant effects on both the light curve and composition. The
17F(a, p)zoNe reaction rate, however, has never been measured
and significant uncertainties exist. Because the reaction rate
depends upon the properties of >'Na levels located above
the o threshold at 6.561 MeV, searching for new energy
levels in 2! Na and studying their properties may improve our
understanding of the abundance of **Ti and the x-ray burst
light curve.

To study the energy levels in 2'Na of interest for the
"F(a, p)*°Ne reaction rate, the 24Mg( p.,a)*'Na reaction was
measured at the Holifield Radioactive Ion Beam Facility
(HRIBF) at Oak Ridge National Laboratory (ORNL). The
2Mg(p,a)*'Na reaction has been reported only one time
previously, by Pronko et al. [10], where only the lower
excited states (E, < ~ 5 MeV) of >'Na were investigated.
In the present work, the energy levels of *'Na up to
~7.2 MeV were identified, which provides the first spectro-
scopic results for six energy levels in the energy range of
E, =5-72MeV.

II. EXPERIMENT

The experimental setup is shown in Fig. 1. Proton beams
of 31 MeV from the 25 MV electrostatic tandem accelerator
were delivered to isotopically enriched (99.9%) **Mg solid
targets with thicknesses of 520 ug/cm? and 516 pug/cm?,
respectively. The targets were fabricated by the National
Isotope Development Center (NIDC) located at the Oak Ridge
National Laboratory. The target material was rolled in a
304 stainless steel rolling pack to the desired thickness. The
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FIG. 1. A schematic diagram of the experimental setup is shown.
A 31-MeV proton beam impinged on isotopically enriched >*Mg solid
targets. Recoiling o particles were detected at forward angles by the
SIDAR. A graphite beam stop was used to monitor the beam current.

assay was done using a thermal ionization mass spectrometry
(TIMS) [11]. In order to subtend a large angular range,
the second target was shifted to 51 mm closer to the
detector array. Unreacted beam particles were continuously
monitored by a graphite beam stop which was located at
the downstream side of the target chamber to monitor the
beam current during the runs. A 9.5 mm-thick aluminum
plate with a collimating aperture (19 mm diameter) was
installed upstream of the target position to protect the delicate
silicon detectors from being exposed to the intense proton
beam.

Recoiling o particles from the **Mg(p,«)*'Na reaction
were detected by a silicon detector array (SIDAR) [12]
which was composed of four trapezoidal wedges of AE-E
telescopes. The detector wedges were tilted 43° from the
perpendicular to form a “lamp-shade” configuration for a
large angular acceptance. Each telescope was constituted with
a 100 um-thick (AE) detector backed by a 1000 um-thick
(E) detector. The angles subtended by SIDAR were 17° <
Olap < 44° (19° < 6., < 50°) for one target position and
24° < Oy < 63° (27° < 6.;m. < 70°) for the other. By using
highly segmented silicon strip detectors, the differential cross
sections of the reaction could be measured at multiple angles
simultaneously.

The energy response of each silicon strip was calibrated by
using an a-emitting source composed of 2*’Pu (5.157 MeV),
21 Am (5.486 MeV), and ***Cm (5.805 MeV). The energy
offset of each analog-to-digital convertor (ADC) channel was
also obtained by using the « peaks at the three energies. An
additional calibration was performed by using a calibrated
#Cm source to measure the solid angle subtended by each
strip.

Light charged particles from the reactions were identi-
fied by standard energy loss technique. A typical particle-
identification plot obtained at 6, = 27.2° (6. = 30.4°) is
shown in Fig. 2. The « yields (i.e., the events falling in the
red gate) were clearly identified as shown in the figure with no
evidence of contamination from other charged particle groups
such as p, d, t, and He.
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FIG. 2. A typical particle-identification plot is shown. The «
particles from the **Mg(p,o)*' Na reaction are clearly separated from
the other light charged particles such as p,d,z, and 3He.

III. DATA ANALYSIS

A. Internal calibration and excitation energies

The energy spectrum of the detected « particles is displayed
in Fig. 3 along with labels of the corresponding >'Na levels.
The spectrum was obtained from a strip at Oy = 25.4° (O, =
28.4°) in this case. Twelve peaks were reliably populated at
all of the angles covered by SIDAR. The a-energy spectra
for each strip of the SIDAR were internally calibrated by
using a wide range of well-known energy levels in *'Na
from Dubois et al. and Fernandez et al. [13,14], since the
recorded ADC channels are not always linearly dependent
with the actual energies of incident particles. The internal
energy calibrations for “He energies were performed at each
strip of SIDAR by using four strongly populated ' Na energy
levels located at E, = 0.332, 2.798, 4.419, and 6.879 MeV
which are labeled with asterisks in Fig. 3. The internal energy

2001

0.332%*

100

counts/channel

g.s.

‘ L)
12 15 18 21
“He Energy (MeV)

FIG. 3. A typical o energy spectrum obtained at 6y, = 25.4°
(Oc.m. = 28.4°) is shown. The energy levels labeled with asterisks
were used for internal energy calibration. Newly observed energy
levels are labeled in red. All excitation energies are in MeV.
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TABLE I. Excitation energies and J”* values in 2INa extracted from present work and Firestone compilation [18] are summarized. All
excitation energies are in keV. Values in parentheses are tentative assignments.

E, in present work E, in Ref. [18]

J7 in this work J7 in Ref. [18]

044 0 (3/2,5/2)* 3/2+
332410 331.9+0.1 (3/2,5/2)* 5/2+
2418 + 21 2423.8+0.4 1/2+ 1/2+
2798 4 2¢ 2797.940.5 (1/2,3/2)" 1/2-

- 2829.140.7 - 9/2+
367549 3678.9+0.4 (1/2,3/2)" 3/2-

- 4294.3+0.6 - 5/2+
4419 £+ 7° 4419 +2 (3/2,5/2)* (11/2)*

- 4467.9+0.7 - 3/2+
5036 4 11 5020 + 9 (3/2,5/2)* (3/2,5/2,7/2)*
- 538049 - (3/2,5/2.7/2)*
5416 + 17 5457+ 1 1/2+ 1/2+
582547 5815 + 1 (5/2,7/2)" 7/2-

- 5828 4 1 - 3/2-

- 6468 + 20 - 3/2+
6594+ 6 - (3/2,5/2)" or [(1/2,3/2)" +(7/2,9/2)*] -

6879 + 3¢ 6879 + 15 (1/2,3/2)" 3/2-

- 6992 + 15 - 7/2-
7132+ 14 - 1/2% or (1/2,3/2) -

- 7253+ 15 - 1/2+

2This level was used for calibration.

calibrations resulted in good agreement in excitation energies
obtained from each SIDAR strip at low excitation energies, but
larger uncertainties were obtained at higher energies due to the
required extrapolation as summarized in Table 1. Calibrated
“He energies were then converted to 2! Na excitation energies
at each angle using known reaction kinematics and detector
geometry. The extracted excitation energies assuming each
peak arose from a singlet state for >'Na levels are labeled in
the figure as well.

The result of internal calibrations shows that two en-
ergy levels populated in the present work (E, = 6.594 and
7.132 MeV) do not correspond to any known state in 2'Na
from the literature. To confirm that the peaks do arise from the
2Mg(p,a)*'Na reaction, excitation energies were extracted
at ten angles by assuming the relativistic kinematics of the
2*Mg(p,a)*'Nareaction. Similar calculations of excitation en-
ergies were also performed for the 16O(p,oz)BN, 14N(p,oz)“C,
and ">C(p,)’B reactions in order to rule out the possibilities
that the peaks arose from the contaminations in the target such
as 190, N, and '?C. Excitation energies extracted assuming
the 24Mg(p,()z)21Na (black squares) and 1%0(p,a)"®N (red
triangles) reactions are shown in Fig. 4 as functions of 6. ,, for
the 6.594- (top) and 7.132-MeV (bottom) levels. As shown in
the figure, the excitation energies are rather consistent for the
24Mg(p,a)*'Na reaction kinematics, indicating that the peaks
did not arise from any contamination in the target. Although
the targets are isotopically enriched (99.9%), the possibility
that the peaks are originated from the 0.1% isotopes such as
Mg or Mg cannot be completely ruled out. Therefore, the
kinematics calculations were also performed by assuming the
peaks arose from the 25Mg(p,oz)zzNa or 26Mg(p,(){)23Na reac-
tions. Results indicate that the two peaks correspond to E, =
10.368(19) and 10.905(20) MeV in ?Naor E, = 11.726(12)

and 12.262(23) MeV in **Na, respectively. There are, however,
no known energy levels in either *Na or *Na at these energies
from the literature. Excitation energies extracted for 12
populated levels in the present work are summarized in Table L.

B. Angular distributions and single particle properties

The differential cross sections of energy levels at the center
of mass system at each angle 6 can be calculated as

(d_a) = ad (1)
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7.2F A : 1
% B t §§ . 21N,
% 68 EE%% M6
(] O 176,
> SO S SR -
= 64l 6.594 | | | ‘ 1., &
aZ 7.8 - w ‘ ‘ s 2
E % E § § % § : ™ ZINa’ §
745 SN, 2
Lu o
7 7.‘132'""E"i";"E"E"‘E"i"ﬁ"'i--i...i‘... 1.

10 20 30 40
6. ., (degrees)

FIG. 4. Excitation energies extracted at ten angles for two newly
observed peaks are plotted as functions of 6. ., . The average values
of excitation energies were determined to be 6.594(6) and 7.132(14)
MeV for the peaks, respectively. The black squares (red triangles)
represent the calculated excitation energies of >'Na (>N) assuming
the peak arose from the 24Mg(;),t)t)2lN21 [160(p,oe)13N] reaction.
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FIG. 5. The angular distributions of « particles from the
24Mg( p,a)* Nareaction (circles) for 12 levels are shown. The red and
black circles are from the two different target positions, respectively.
DWBA calculations for known / transfers are shown as black solid
lines. The dashed lines represent the DWBA calculations best fitting
the experimental data. All excitation energies are in MeV.

where Y g is the “He yield from the >*Mg(p,«)*' Na reaction
for an energy level j, I is the number of beam particles incident
on the target, N is the number of target >*Mg atoms per unit
area, and A2y is the solid angle subtended by a SIDAR strip
in the center of mass system. Due to the large uncertainties
in beam current normalization and target stoichiometry, [
and N are not included in the cross section calculations.
This does not affect the shape of the angular distributions,
however, since the yields of « particles were measured at all
angles simultaneously. The angular distributions extracted for
12 strongly populated levels are shown in Fig. 5. The black
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and red circles represent differential cross sections obtained
from two target positions. Statistical uncertainties in the cross
sections are shown in the figure, but are smaller than the size
of the circles in most cases.

In order to constrain the spins and parities of identified
levels, the empirical angular distributions were compared
with distorted wave Born approximation (DWBA) calculations
using the zero range computer code DWUCK4 [15]. The optical
model parameters were taken and slightly modified from
Refs. [16] and [17] for the 24Mg—}— p and 2INa + o« chan-
nels, respectively. The parameters used for the exit channel
(*'Na + «) were originally determined for the 2ONe(ar,0)*°Ne
scattering but also resulted in good fits to the extracted
angular distributions in the present **Mg(p,«)*'Na reaction
data. Because the DWBA theory is only valid for the forward
angle part of the angular distribution, a set of optical model
parameters that can well reproduce the positions (i.e., angles)
of the forward maxima obtained from the experiment was
chosen. Table IT summarizes the optical model parameters used
for the calculations. As shown in Fig. 5, DWBA calculations
with proper [ transfers ranging from / =0 to [/ =3 well
reproduce angular distributions of eight levels having well-
known spin and parity assignments [18]: E, = 0,0.332,2.418,
2.798, 3.675, 5.416, 5.825, and 6.879 MeV.

An exception is the energy level at E, = 4.419 MeV. The
level is known to have J™ = 11/2% previously [19], which
corresponds to [ = 6 transfer in the current work. As shown
in Fig. 5, however, the empirical angular distribution of the
level was better described by [ = 2 transfer (blue dashed line)
than [ = 6 one (black solid line), which leads to J* = 3/2*
or 5/2%. One of the possible explanations for this discrepancy
is that the observed level could be a multiplet, since there are
other known energy levels close to the 4.419 MeV level at
4.294 and 4.468 MeV [20].

The results of DWBA calculations for various / values were
compared with angular distributions for the three energy levels
located at E, = 5.036, 6.594, and 7.132 MeV to constrain the
spins and parities of the states. The triton transfer from the
ld% shell were considered. The spin and parity of the state

at 5.036 MeV were constrained to be 3/2%, 5/2%, or 7/2%
previously [21,22], which corresponds to / = 2 or 4 transfer
in this work. The DWBA calculations show that [ = 2 transfer
(blue dashed line) better fits the extracted angular distribution
than / =4 transfer (black solid line) as shown in Fig. 5,
which can further constrain the spin to be 3/2% or 5/2%. The
angular distribution of the newly found 6.594 MeV level is
well described by I = 2 transfer (J* = 3/2% or 5/2%). Since
the spin is constrained for the first time, we also considered a
possibility that the level is a doublet. The x 2 analysis of various

TABLE II. The optical model parameters used for the DWUCK4 code are summarized. The definitions of parameters follow the conventions
in Ref. [15]. Reduced charge radius of triton and its diffuseness were assumed to be 1.25 and 0.35 fm, respectively. Imaginary potential, V;,

for each particle is taken from the surface Woods-Saxon potential.

Particle Vi (MeV) ror (fm) A (fm) V; (MeV) ror (fm) A, (fm) roc (fm)
p 49.8 1.16 0.15 26 1.16 0.64 1.3
‘He 183 1.1 0.846 26.8 0.86 0.85 1.25
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combinations of / transfer shows that the angular distribution
of the level is also well described by a combination of / = 1
transfer (90%) and [ = 4 transfer (10%). In the case of the
7.132 MeV level, the experimental data are reasonably well
reproduced eitherbyl = 0(J™ = 1/2Y)orl =1 (J" =1/2"
or3/27).

C. Astrophysical reaction rate and implication

The '"F(x, p)*°Ne reaction rate was calculated by using the
narrow resonance reaction rate formalism

Na(ov) = 1.54 x 10" (uTo) ™ (wy),

r

x exp(—11.605E,/Ty) [ecm® mol~!' s71].

@)

Here, w is the reduced mass of the system in atomic mass units,
Ty is the temperature in units of GK, r is the resonance index,
(wy), is the resonance strength in units of MeV, and E, is the
resonance energy in MeV. Since the proton partial width (I",)
is much larger than the « partial width (T"y) for the resonances
relevant to the '"F(a, p)zONe reaction rate calculation, (wy),
reduces to

27, +1 r,I
(@y)r = = - “ 3)
Qjr+DQ2ju +1) Tt
2J, + 1
)

~ Lo,
Q2jr+D2ja + 1)

where J,, jr, and j, are the spins of the resonance state, 17g,
and o particle, respectively. 'y, represents the total width of
the level.

The « partial widths of resonances were calculated as

2h [2E )
Fa(E)=R— TPI(E,Rn)Ga, (%)

n

where R, = 1.37 x 1075(m}/> + my) is the nuclear inter-
action radius, P;(E,R,) is the Coulomb barrier penetrability,
and 62 is the a-reduced width. 62 = 0.018 was assumed for
the energy levels included in the reaction rate calculation as
suggested in Ref. [23]. The resonance parameters used in the
reaction rate calculations are summarized in Table III.

In order to see the impact of the present work, the
F(a, p)*°Ne reaction rate was calculated including 11 energy
levels (i.e., all energy levels listed in Table III but the
7.132 MeV level which was first observed in this work) by
using resonance parameters deduced from the literature [18].
The result is shown as the black dashed line in Fig. 6. The
parameters were then updated by using the spin assignments
constrained from the present work, and the newly found
energy level at £, = 7.132MeV was included in the second
reaction rate calculation. The result is shown as the red
solid line in Fig. 6. A total of 12 energy levels ranging
from E, = 6.879-8.135 MeV were considered in the reaction
rate calculation. The '"F(a, p)*°Ne reaction rate from the
REACLIB compilation V2.0 [24] is also shown as a blue dotted
line in Fig. 6, which was used in the previous sensitivity studies
[3,8].
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TABLE III. The resonance parameters used for the ’F(a, p)*°Ne
reaction rate calculation are summarized.

E.in’'Na E, J7 Iy wy
MeV) (MeV) (MeV) (MeV)
6.879 0.318 3/2° 1.07x1071 7.13x1071°
6.922 0.361 7/2~ 9.34x10716 1.24x10718
7.132% 0.571 1/2~ 3.37x107° 1.12x10712
0.571 1/2+ 1.63x107° 5.42x10713
0.571 3/2% 1.63x107° 1.08x10712
7.253 0.692 1/2* 1.48x1077 4.93x107"
7.571 1.01 3/2° 4.32x107 2.88x1078
7.575 1.014 1/2~ 4.59x1073 1.53x1078
7.609 1.048 3/2% 2.04x1073 1.36x107%
7.93 1.369 5/2~ 1.48x107* 1.48x1077
7.946 1.385 7/2~ 1.73x107* 2.31x1077
7.96 1.399 1/2~ 3.81x1073 1.27%x107°
8.097 1.536 3/2° 1.17x1072 7.79%x 1076
8.135 1.574 5/2F 4.81x1073 4.81x107°

#This level is newly observed in the present work.

As stated in the previous section, the spin of the 7.132 MeV
level was constrained to be 1/2%, 1/27, or 3/2~ through the
present work. The calculated reaction rate assuming one of the
possible spin values was not, however, distinguishable from
those assuming the other spin values at this scale. Calculations
indicate that the newly updated '"F(x, p)*°Ne reaction rate
(the red solid line in Fig. 6) is a factor of five larger than the
previous rate at 7 = 0.25 GK mainly due to the contribution
from the new energy level at 7.132 MeV.
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FIG. 6. The ""F(a,p)*Ne reaction rate calculated using 11
previously known energy levels in *'Na ranging from E, =
6.879-8.135 MeV is shown as a black dashed line. The contribution
from the newly found 7.132 MeV is added to the calculated reaction
rate and the result is shown as a red solid line. The "F(«, p)*°Ne
reaction rate from REACLIB compilation [24] is also shown as a blue
dotted line (top). The reaction rate ratio N4 {0 v)present/ N4 (0 V) previous
(Na{ov)reacLiB/Na {0 V) present) 15 also shown in black dashed (blue
dotted) line (bottom).
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Compared with the '"F(e, p)*Ne reaction rate from the
REACLIB compilation, however, this newly updated reaction
rate is more than a factor of five smaller at 7 > 0.4 GK. In the
REACLIB compilation, the 17F(oz, p)zONe reaction rate was
taken from its inverse reaction, where the stellar enhancement
factor was considered [24]. The population of excited states
in the target nucleus in the astrophysical plasma was taken
into account by considering the stellar enhancement factor. It
is therefore possible that the present '"F(a, p)*’Ne reaction
rate is lower than that of the REACLIB compilation. Also,
since there might be unresolved levels that are not accounted
for by the present reaction rate calculation, our rate could be
considered as a lower limit.

IV. CONCLUSIONS

In summary, the 24Mg(p,oz)ZINa reaction was studied
to extract spectroscopic information of energy levels in
the radionuclide ?'Na. By using a 31-MeV proton beam
and isotopically enriched >*Mg solid targets, the energies
and angular distributions of recoiling « particles from the
reaction were measured. A total of 12 energy levels were
identified in the energy range of E, < ~ 7.2 MeV, of which
two energy levels located at 6.594 and 7.132 MeV were
observed for the first time. By comparing the observed
differential cross sections with DWBA calculations, we could
constrain the following spin and parity assignments: E, =
4.419MeV — (3/2,5/2)", E, =5.036MeV — (3/2,5/2)%,
E, = 6.594MeV — (3/2,5/2)", E, = 7.132MeV — 1/2% or
(1/2,3/2). The astrophysical !"F(a, p)*’Ne reaction rate was

PHYSICAL REVIEW C 96, 025810 (2017)

also calculated by using 12 energy levels above the « threshold.
The calculations indicate that the reaction rate is increased by
a factor of five at 7 = 0.25 GK due to the newly observed
7.132 MeV energy level. Although our understanding of
the astrophysically important '"F(a, p)*’Ne reaction rate is
considerably improved by the present work, more precise
spectroscopic information or direct measurements are required
since many resonance parameters had to be estimated in our
calculation.
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