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Abstract The continuing growth of scientific publications has posed a double-challenge to
researchers, to not only grasp the overall research trends in a scientific domain, but also get
down to research details embedded in a collection of core papers. Existing work on science
mapping provides multiple tools to visualize research trends in domain on macro-level, and
work from the digital humanities have proposed text visualization of documents, topics,
sentences, and words on micro-level. However, existing micro-level text visualizations are
not tailored for scientific paper corpus, and cannot support meso-level scientific reading,
which aligns a set of core papers based on their research progress, before drilling down to
individual papers. To bridge this gap, the present paper proposes LitStoryTeller+, an
interactive system under a unified framework that can support both meso-level and micro-
level scientific paper visual storytelling. More specifically, we use entities (concepts and
terminologies) as basic visual elements, and visualize entity storylines across papers and
within a paper borrowing metaphors from screen play. To identify entities and entity
communities, named entity recognition and community detection are performed. We also
employ a variety of text mining methods such as extractive text summarization and
comparative sentence classification to provide rich textual information supplementary to
our visualizations. We also propose a top-down story-reading strategy that best takes
advantage of our system. Two comprehensive hypothetical walkthroughs to explore doc-
uments from the computer science domain and history domain with our system demon-
strate the effectiveness of our story-reading strategy and the usefulness of LitStoryTeller+-.
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Introduction

It is estimated that the growth rate of new scientific publications is close to 8-9% each
year, leading to a doubling of global scientific output roughly every nine years (Bornmann
and Mutz 2015). This has become a double-challenge for researchers who want to keep up
with the research trends, and develop novel research ideas. On the one hand, researchers
need to have a macro-level picture of the discipline, in terms of what are the new research
trends, what are the different sub-fields, what are the interactions between these sub-fields,
and so on. On the other hand, researchers must keep in mind the research details on meso-
level and micro-level by reading scientific publications. Meso-level research details refer to
the hidden pattern of how different approaches have been applied on a very specific
research problem progressively, each with its own novel contribution. Micro-level research
details refer to knowledge of how and why a new method works better than old methods.
This core principle is derived by author’s logical thinking process and manifested in his or
her scientific writing.

To tackle this double-challenge, on the macro-level, the science-mapping community
has proposed multiple visualization applications that can help users to get an overall
picture of the entire research domain, such as CiteSpace (Chen 2006), VOSViewer (Van
Eck and Waltman 2010), Action Science Explorer (Dunne et al. 2012) and so on. On the
micro-level, in the domain of digital humanities, several applications have been developed
to facilitate document digestion on topic-level, such as VarifocalReader (Koch et al. 2014),
Serendip (Alexander et al. 2014), on sentence-level, such as PICTOR (Schneider et al.
2010), and on word-level, such as POSvis (Clement et al. 2009) and Wordle (Viegas et al.
2009).

However, existing research is insufficient in resolving the double-challenge. While
science-mapping can draw a global picture of a research domain on macro-level, visual-
ization tools to support scientific paper reading on meso-level and micro-level are still rare
if not none. Existing work in digital humanities usually focus on visualizing specific types
of corpus, such as poem, play, news, Bible, and so on, but very few are tailored for
scientific papers. Nevertheless, on meso and micro-level, it is still a challenge for a reader
to quickly disentangle the intricate relationships between different methods in different
papers, and get all the important details in each individual scientific paper.

To bridge this gap, we propose LitStoryTeller+, an interactive system that can support
multi-level scientific visual storytelling, with a supportive text-mining toolbox. In our
previous work (Ping and Chen 2017), we have proposed LitStoryTeller, an interactive
system that supports visual storytelling of a single scientific paper at micro-level. In the
present paper, we incorporate LitStoryTeller into our unified system, to support both meso-
level and micro-level scientific paper storytelling, namely to visualize both storylines of
multi-documents on the time axis, and storylines of single-document on the narrative axis.
More specifically, we use entities, or concepts and terminologies in research papers, as the
basic visual elements in our system. We borrow metaphor from screen play, treating
entities as characters, paper/paragraph/sentence as scenes that characters co-stage, and
visualize the storylines of entities across papers/paragraphs/sentences. We utilize named
entity recognition and community detection techniques to identify entities and their “co-
stage” associations from full-text of research papers. Besides these visual storylines, we
also employ a variety of text mining techniques, including text summarization and com-
parative sentence classification to provide supportive contextual information supplemen-
tary to our visual storylines.

@ Springer



Scientometrics

To our best knowledge, this paper is among the first work that is designed to support
scientific paper reading at both meso-level and micro-level using a storyline visual
metaphor and leveraging a variety of text mining techniques. The main contributions of the
present work are as follows:

1. We propose a unified visualization framework for scientific paper storytelling, using
metaphors from screen play to draw entity storylines of multiple papers over time axis,
and entity storylines of single paper over narrative axis;

2. We build a supportive text-mining toolbox that could perform named entity
recognition, community detection, text summarization and comparative sentence
classification on the fly for arbitrary scientific papers;

3.  We propose a top-down story-reading strategy that starts from reading an overall entity
co-occurrence network, to reading multi-document storylines, to reading single-
document storylines. Two hypothetical walkthroughs on different topics from different
domains demonstrated the effectiveness of this top-down story-reading strategy.

The rest of the paper is organized as follows. In the Section “Related work”, we review
existing work on two areas, namely multiple/single document visualization, and natural
language processing algorithms relevant to our system. In the Section “System pipeline”,
we give an overview of our system by describing the system pipeline, and the functions of
each component in the pipeline. In the Section “System components”, we describe each
component in detail, starting from pre-processing, to “back-end” natural-language-pro-
cessing, to “front-end” visualization. In the Section “Storyline-reading strategy”, we
propose a view of our system at a more abstract level, and propose a serial reading strategy
that is hierarchical in nature. In the section “Hypothetical Walkthrough-I" and “Hypo-
thetical Walkthrough-II”, we demonstrate the use of our system in two concrete and
complete cases, utilizing documents of different research topics from different domains. In
the Section “Conclusion”, we draw conclusions of the study, and emphasize some limi-
tations and future directions.

Related work

In this section, we review work on various methods for multiple/single document visual-
ization, and natural language processing (NLP) techniques, such as named entity recog-
nition, comparative sentence classification, and extractive text summarization. For
visualization methods, since our proposed visualization system follows a hierarchical
structure, we also take a top-down approach in reviewing existing research. That is, we will
first review research that visualizes an entire topic space (composed of a collection of
documents) over time, and then review research on single-document visualization at
various level (topic-level, sentence-level and word-level). Research on argumentation
visualization is also introduced. The storyline visualizations, from which we borrow the
metaphor, are also reviewed. For NLP techniques, we will review named entity recogni-
tion, comparative sentence classification, and extractive text summarization respectively.

Multi-document visualization

Multi-document visualization in the context of scientific documents, or scientific-field
evolution visualization is directly relevant to our study. Approaches in this direction involve
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partitioning co-concept and/or co-keyword network into communities (scientific fields), and
then investigating temporal behavior of communities, such as splitting, merging and shifting
patterns of scientific fields over time (Chavalarias and Cointet 2013), and interactions
between academic push and technological pull for theories (Callon et al. 1991).

To our best knowledge, the basic visual elements of scientific-field evolution visualization
are usually communities. While this design clearly highlights evolving patterns of com-
munities over time, what each community means is usually ambiguous. Moreover, entity
relationships within one community and between two communities are unknown in the
current visualization framework. However, entity relationships are crucial for understanding
the semantics of a community, a document and a document collection. In our study, we use
both community and entity as visual elements in our multi-document visualization. Their
relationships are also highlighted in nested structure. This way, we visualize a document
collection at meso-level that embraces both temporal patterns of communities of scientific
papers, and individual entities in communities embedded in each individual scientific paper.

Single-document visualization

In this section, we review previous work on single-document visualization. Depending on
the granularity of the visual elements, we divided the work into topic-level document
visualization, sentence-level document visualization, and word-level visualization.

Topic-level document visualization

To facilitate exploration of a document, some applications focus on finding the latent topics
of a document first, and use topics as an intermediary between words and the document for
visualization. Varifocal-Reader (Koch et al. 2014) uses text-segmentation method to segment
full-text into topical segments, and annotates entities such as person and location. Serendip
(Alexander et al. 2014) uses statistical topic models as a bridge between words, topics and
documents, and visualizes the interactions of the three elements by matrices. The advantage
of this approach is that it helps to capture the topical structure of a document for easier
digestion. However, it might also suffer from loss of finer-level details, such as logical chains
and arguments progressively developed in sentences and entities.

Sentence-level document visualization

Some other applications focus on organizing visual elements and visualizing a document on
sentence-level. One application chooses not to display all sentences plainly, but rather to
display sentences using a fish-eye view so that salient passages will be highlighted as focal, and
the rest will be blurred as background (Correll et al. 2011). Another application extracts quote
sentences from news narratives and supports searching of quotes by speakers (Schneider et al.
2010). The strength of this approach is that finer-level details (sentences) is preserved, orga-
nized and shown to users. However, existing work makes little use of the relationships between
entities and sentences, which is important for understanding the arguments of a document.

Word-level document visualization

There are multiple applications on word-level document visualization. One application
finds frequent word usage patterns and highlights them in full-texts (Don et al. 2007).
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Another application supports to visualize all neighboring words of a given word query in a
word cloud view, and visualizes the word frequency distributions over the narrative scope
(Clement et al. 2009). Another work proposes to visualize words in a document as word
cloud, known as “Wordle” (Viegas et al. 2009). One work, specially tailored for play
script, visualize characters-scenes as a matrix, with character on-stage-scene as highlights
(Wilhelm et al. 2013). There are also some works on phonetic-levels, often tailored for
poem analysis (Abdul-Rahman et al. 2013; McCurdy et al. 2016).

The advantage of visualization on word-level is that it preserves the finest-level of
details. However, work mentioned above cannot fully satisfy the complex demands of
scientific paper exploration. Special corpus such as poem, play, news, Bible, is usually well
structured, with abundant metadata such as characters, speakers, person and location
names, and set of heuristics enablesso on. However, such information is not easily
available in full-text research papers without a pipeline of natural language processing. A
more general framework is needed, to accommodate full-text research papers from arbi-
trary domains, and visualizes these papers in consistent visualizations. Moreover, most of
these works do not consider the relationships between words or entities, which is crucial
for understanding the document. Without highlighting the relations, users can easily get
lost in separated floating entities, and therefore could not understand the entire document.

In our study, we propose single-document storylines that can draw storyline for an
arbitrary research paper, not confined to any specific domain. All information the system
needs is the full-text of a research paper. In our storylines, we not only visualize entities,
but also highlight relationships between entities over the entire narrative. This way, the
progressive development of entity relationships can be traced and understood.

Argumentation visualization

Our work may also be related to research in argumentation visualization. Research in this
area attempts to visualize the structures of argumentations, usually in an interactive col-
laborative learning environment, to support decision making (Kirschner et al. 2012). Our
work instead attempts to visualize the structures of concepts in a scientific paper via
automatic natural language processing of the full text and interactive visualizations.

Storyline visualization

In our study, we borrow metaphor of “screen play” and use it in our visualization of multi-
document and single-document storylines. There are already some works in storyline
visualization. One work proposes to visualize the storyline of a screen play by arranging
characters and scenes horizontally over time (Tanahashi and Ma 2012). More specifically,
each character is represented by a curved line horizontally flowing through scenes, and
each scene is represented by a rectangle bundling all character lines of this scene within it.
Another work improves the previous one by optimizing multiple objective functions to
make the storyline more compact and visually-pleasing (Liu et al. 2013). In our study, for
multi-document storylines, we propose a new layout design inspired by the parallel
coordinates (Inselberg and Dimsdale 1987) and a set of layout heuristics. For single-
document storylines, we utilize a similar design as the XKCD style narrative-chart tem-
plate (Bostock 2017), which uses curved-lines to represent characters, and line-bundling
rectangles to represent scenes.

@ Springer



Scientometrics

Named entity recognition

One objective of our system is to recognize named entities in arbitrary research papers on
the fly. This is difficult since most named entity recognition methods are designed for
entities of only a few domains. Majority of existing work on named entity recognition are
supervised methods, including Hidden Markov Models (HMM) (Bikel et al. 1997),
Maximum Entropy Models (ME) (Borthwick and Grishman 1999), Conditional Random
Fields (CRF) (McCallum and Li 2003), and so on. These methods usually require a
considerable amount of human-labeled data and the data is usually confined to a specific
domain. However, our system needs a named entity recognizer that is nearly universal and
can identify entities from arbitrary domain on the fly. In the present paper, we take
advantage of the Microsoft Entity Linking Intelligent Service (ELIS)," which not only
recognizes named entities from a wide range of topics based on Wikipedia coverage, but
also links different mentions of a unique entity together.

Comparative sentence classification

Bing Liu has been one of the pioneer researchers on the topic of comparative sentence
classification. In one paper, he proposes to use manual keyword list to extract candidate
comparative sequences, and use frequent sequence mining to extract frequent comparative
sequences, and then uses these sequences as features to train a binary classifier on labeled
dataset (Jindal and Liu 2006a). In a follow-up work, he further proposes to not only
classify sentences into comparatives/non-comparatives, but also extract the subjects as well
as comparative relations from comparative sentences (Jindal and Liu 2006b). In the present
paper, we implemented the full pipeline for comparative sentence classification as
described in the paper (Jindal and Liu 2006a).

Extractive text summarization

Early work in extractive text summarization proposes to create a graph of all sentences in a
document, and then select summarization sentences by random walk on the network (Erkan
and Radev 2004; Mihalcea and Tarau 2004). The edges between nodes (sentences) in the
network are based on semantic similarity or content overlap between two sentences.
TextRank measures sentence similarity based on word co-occurrences (Mihalcea and
Tarau 2004). LexRank uses cosine similarity of TF-IDF vectors for each pair of sentences
(Erkan and Radev 2004). The graph-based text summarization is designed to mainly
maximize the coverage of summarization sentences in original text.

Later work introduces another metric, namely diversity, to reduce redundancy in
summary, especially for multi-document summarization. A method called Maximum
Marginal Relevance (MMR) was proposed to incorporate the diversity in summarization
(Carbonell and Goldstein 1998). This method uses a weighted combination of both can-
didate’s similarity to a query (relevancy) and its similarity to the summary as of now
(diversity) to rank candidate sentences (Carbonell and Goldstein 1998). SumBasic uses
frequency alone as powerful feature in summary creation that both satisfies coverage and
diversity (Nenkova and Vanderwende 2005). GRASSHOPPER further incorporates cov-
erage and diversity in a unified framework using absorbing Markov chain random walks
(Zhu et al. 2007).

! https://azure.microsoft.com/en-us/services/cognitive-services/entity-linking-intelligence-service/.
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The state of the art methods for multi-document summarization are mixtures of sub-
modular functions. If the objective function of summarization is a monotone submodular
function, then a greedy algorithm can find an approximate solution guaranteed to be very
close to the global optimal (Nemhauser et al. 1978). Researchers have proved that many
existing summarization systems can be considered as instances of submodular functions
(Lin and Bilmes 2011).

In our study, we modified the SumBasic algorithm to cover as many major named
entities as possible, instead of plain words in sentences. We choose SumBasic because it is
both simple and effective, and more importantly it can be easily adapted to entity-based
algorithm which fits the needs of our system.

System pipeline

In this section, we describe the pipeline of the LitStoryTeller+ system, through which full-
text data input is transformed to multiple-level storyline visualizations.

The pipeline of the LitStoryTeller+ is depicted in Fig. 1. The workflow goes from left
to right, starting from uploading one or more scientific paper full-texts into the system
(blue rectangles). The uploaded full-texts are first pre-processed into normalized texts, and
then fed into four components. The first component, namely entity-linking component,
identifies and links mentions of each named entity in the full-texts to their corresponding
entity. The second component, community detection component, performs network par-
tition on the co-occurrence network of entities and assigns a community label to each
entity in the network. The third component generates extractive summarizations from a
collection of full-texts, based on the major entities identified in first component with
adapted SumBasic algorithm (Nenkova and Vanderwende 2005). The fourth component
classifies each sentence in the full-text into comparative/non-comparative categories, based
on a binary classifier with frequent sequence patterns as features.

Based on the output of the four components, three types of visualizations are generated.
The first visualization, multi-document co-word (entity) network, displays a co-occurrence
network of all entities in the full-texts, and colors each entity based on its community. This
visualization helps the readers to have an overall impression of what are the major cliques of
entities mentioned in this document collection. The second visualization, multi-document
storylines, displays the storyline of entities across publications at different time points. This
view is also accompanied with an extractive summarizer, which extracts N sentences from
each full-text paper, and displays the summary as a ranked sentence list. This view enables
users to trace the entity associations across multiple papers in a document collection, by
reading the storylines over time, in the context of corresponding summaries. The third
visualization displays the storyline of entities in a single paper in its narrative order, at
paragraph and sentence granularities. This view enables user to drill down to details of the
interactive relationships between two or more entities, in its original narrative context.

System components
In this section, we describe the details of each component in the pipeline of LitSto-

ryTeller+. The pipeline includes pre-processing component, entity-linking component,
community detection component, entity-based multi-document summarization component
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Fig. 1 Pipeline of the LitStoryTeller+ system (from full-text to storyline visualizations). (Color
figure online)

and comparative sentence classification component. The final visualizations include multi-
document co-word network, multi-document storylines and single-document storylines at
multiple granularities.

Full-text pre-processing

The aim of the pre-processing component is to transform the full-text into multiple nor-
malized and structured formats that are fed into different components at later stage. First,
full-texts are segmented into paragraphs using line breaks, and paragraphs into sentences
using sentence tokenizers. Second, special and irregular characters are removed, and
tokens are stemmed. Third, sentences are POS tagged and stored as (word, tag) tuples.
Last, sentences and paragraphs are linked into nested structures for later stage.

Entity-linking

We refer to entities as important scientific concepts or terminologies discussed in a
research paper. A crucial step in our pipeline is to perform entity-linking, which identifies
named entities and links mentions of a named entity in full-text to a unique named entity.
This step recognizes a list of named entities along with their offsets in original text, which
serve as inputs for downstream tasks, such as community detection task, temporal story-
telling task, and so on.

To recognize named entities in scientific papers from arbitrary domains on the fly is a
challenging task, since most named entity recognizers are confined to limited domains. In
the present study, we take advantage of the Microsoft Entity Linking Intelligent Service

2 https://azure. microsoft.com/en-us/services/cognitive-services/entity-linking-intelligence-service/.
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(ELIS),”> which can recognize and identify each separate entity based on its context
(surrounding text).

More specifically, we concatenate a collection of documents in up to 10,000 characters
to a batch, and send it to the ELIS API, to identify named entities. Before sending the
batch, we also record the word-sentence-paragraph nested mapping structures. When
mentions of named entities are returned, together with their unique entity identifier and
offsets in the text, we can then locate the named entities in each sentence and each
paragraph. This enables us to collect co-occurrences of entities at both sentence-level and
paragraph-level, which serve as input for downstream tasks.

Community detection

Communities in a network are composed of nodes joined together in tightly knit groups,
between which there are only looser connections (Girvan and Newman 2002). In our study,
a community represents a set of entities tightly associated in the co-occurrence network,
thus representing a topic with associated entities.

Given the entity co-occurrence network on sentence-level and paragraph-level built
from the entity-linking component, we utilize the Louvain algorithm (Blondel et al. 2008)
to detect communities in an entity-co-occurrence network. The detected communities are
then used to color the nodes in a multi-document co-word network (visualization-I in
Fig. 1), and group nodes in each column in a multi-document storyline view (visualization-
II in Fig. 1).

Entity-based multi-document summarization

The objective of this component is to automatically generate a summary of a document
collection, by extracting limited numbers of sentences from each document. The extracted
summary should not only cover the major entities of each paper, but also emphasize
important topics that are consistently discussed across all documents in a collection.

To generate such summary, we calculate a score for each sentence in original document
based on multiple metrics, and then use an entity-based SumBasic algorithm (Nenkova and
Vanderwende 2005) to select sentence for summarization. The metrics used for scoring a
sentence include how many important entities the sentence contains (entity-coverage),
whether the sentence is comparative (comparativeness) and the original rank of the sen-
tence in the document.

More specifically, for a document collection D = {d;,dy,...,d,}, where each docu-
ment d; has a set of sentences S = {sy,$2,...,84}, and each sentence contains a set of
entities E(d;) = {el,ez, C €y ‘}, the entity-based SumBasic algorithm includes the fol-
lowing steps:

1. Initial entity weighting For all entities in the document collection D, we derive a
weight for each entity based on the number of documents containing this entity:
(JJ(e‘j) = |Dej Dej = {dk\ej S dk} 5

2. Sentence scoring For each sentence s in each document d;, we calculate an entity-
COVErage SCOIe Yenity—coverage(Sk) = w(ej), which sums up the weights of entity

ejESk

contained in this sentence, and a comparative-sentence score

ycompurariveness(sk) :f(x) = {

>

1, spiscomparative

0, otherwise depending on the output from the
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comparative-sentence classification component, and add the two scores up to obtain an
overall sentence score y(sk) = Yentity—coverage (Sk) + Ycomparativeness (Sk);

3. Sentence selection For each document, we rank all sentences based on the overall
sentence score y(si) in descending order. If multiple sentences have identical scores,
they are sorted in their original rank in original text. Then the first sentence is selected
into our summarys;

4. Entity re-weighting Since the selected sentence already covers some large-weight
entities, the weights of these entities should be decreased to avoid “redundancy” in
summary. To achieve this, the weights of entities that are already selected are down-
sampled: »'*! (ej) =0.85 o (ej). The value 0.85 is empirically set and can be tuned
based on specific dataset through interactions with user;

5. Go back to step (2) until a desired number of sentences are selected for each document.

The final summarization consistent of N sentences for each document, with its corre-
sponding overall scores. This summarization provides context for the visualization-II:
multi-document storyline view, which will be detailed later.

Comparative sentence classification

In some research papers, comparative sentences usually convey important information. For
example, in sentences such as “the association between X and Y is stronger than that of X
and Z”, and “our model M scientifically outperforms baselines A, B and C”, the com-
parative sentences indicate important findings or conclusions of a research paper. There-
fore, in our study, we also perform comparative-sentence classification for each sentence in
each document. The predicted comparativeness can be then used in the entity-based multi-
document summarization component mentioned above, and be used in the single-document
storyline view, which will be discuss in detail later.

To achieve this goal, we first train a comparative-sentence classifier based on a labeled
corpus, and then use the trained classifier to predict sentence comparativeness on the fly.

More specifically, given a training corpus of set of sentences S = {sy, Sz, . . ., S }, each with
a label of comparativeness C = {cy,¢ca,...,ck}, ¢ € {0,1}, we perform the following
tasks:

1. Constructing comparative keyword-list A list of keywords indicating a comparative
relationship should be constructed manually as the starting point. In the original work
(Jindal and Liu 2006a) to identify comparative sentences, three categories of keywords
are collected, namely adjectival/adverbial comparatives, single-verb keywords, and
phrase-keywords. Besides these keywords, we added four keywords: “fail”, “gain”,
“over” and “contrast” based on our observations of comparative sentences in research
papers.

2. Extracting candidate comparative sequences Given a keyword-list
K= {k],kz,...,k‘;q}, and a set of sentence that are POS tagged, we scan each
sentence to see if it contains any keyword, and if so, we extract a sequence of this
keyword containing POS tags. For example, for the following sentence, “The
concatenated features outperform the original features”, with POS tag sequence
(DTIDHNNS)(VBPYDT)(JJ)(NNS), we extract a sequence [(DT), (JJ), (NNS),
(‘outperform’, VBP), (DT), (JJ), (NNS)], where the window size is 3, and the central
keyword is “outperform”.
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3. Frequent comparative sequence pattern mining The candidate sequences extracted
above are not always typical patterns of comparative sentences. We need to mind the
frequent patterns on the candidate sequences to get the most typical patterns. We adopt
the PrefixSpan algorithm (Han et al. 2001) to mine frequent sequence patterns from all
candidate sequences generated in the last step. The PrefixSpan algorithm utilizes
projection of search space into prefix sequences to reduce the number of candidate
subsequence generations (Han et al. 2001). In our PrefixsPan implementation, we set
the minimum support for frequent sequence set to be 0.1, and the minimum confidence
set to be 0.6. The outcome of this step is a set of keyword-POS tag sequences
P={pi.p2,...pp}» where each frequent sequence pattern p; =

[...,POSi_2,poSi_1, keyword;, posi1,posiia, . . .] is most likely to be a sequence pattern
of comparative sentence.
4. Feature engineering Given the frequent sequences P = {p, s D2y p"p‘} from last

step, we treat each frequent sequence p; as a unique feature for our classifier. In other
words, the feature vector in our classifier is a vector of values (0 or 1) indicating
whether a sentence satisfies any frequent sequences. For example, if a sentence sy
satisfies frequent sequence p;, p3 and ps, then the feature vector x; becomes
[1,0,1,0,1], assuming we only have 5 frequent sequences in P, and p, and p, are not

satisfied.
5. Training classifier Given a set of feature vectors X = {x,,x,,, ..., X, } for a set of
sentences S = {s1,82,...,5}, and a set of corresponding labels

C=/{ci,c2,...,cx},ci € {0,1}, we train a Bayes Classifier based on given labels
similar to previous work (Jindal and Liu 2006a). SVM and Logistic Regression
classifier are also experimented with inferior performances compared to Bayes
Classifier. We manually labelled 286 sentences from research papers, and feed the
labeled sentences into our classifier. The accuracy of 5-fold cross-validation is
(0.84 £ 0.02) for the Bayes classifier.

6. New sentence prediction In the prediction stage, each sentence is first POS-tagged
and stemmed. Then the sentence is transformed to a feature vector by checking which
frequent sequence patterns this sentence satisfies. Then the feature vector is fed into
the trained Bayes classifier to generate a prediction, namely comparative (1) or non-
comparative (0).

This comparativeness value is used in the multi-document summarization component,
namely if a sentence not only covers major entities, but also is comparative, such sentence
will be given higher priority in final summary. This comparative value is also used in the
single-document storyline view, which will be detailed later.

Visualization I: Multi-document co-word network

As in Fig. 2, this visualization draws an entity co-occurrences network based on full-text of
a document collection. Each node represents an entity, and each link represents a co-
occurrence relationship between two entities. The size of an entity represents its frequency
in the document collection, and the color of an entity represents its community. The
thickness of a link represents the number of co-occurrences of two entities. The layout of
the network is calculated with a force-layout algorithm (Bostock 2016) to minimize the
number of crossings of edges in a network by optimizing energy functions (Kobourov
2012).
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Fig. 2 Visualization-I: multi-document co-word network. (Color figure online)

This visualization is designed to offer a general impression of all major topics (in the
form of entity communities) discussed in the document collection. Moreover, it empha-
sizes entities who occur a lot (large nodes), who connects with others a lot (nodes with
many outgoing links), and who fills the gap (nodes connecting two communities) as pivot
point (Chen 2004).

Nevertheless, this visualization merges entity co-occurrences of different scientific
papers at different time points into one network, thus the temporal information is omitted.
To overcome this, we propose the visualization II: multi-document storylines with
extractive summarization.

Visualization II: Multi-document storyline with extractive summarization

This visualization consists of two parts, namely the multi-document storyline view, and the
extractive summarization view.

Multi-document storyline

This visualization is designed to tell a story about entities and their temporal associations
in a document collection. We borrow the “storyline” metaphor from theatre play. As in
traditional “storyline” of a novel or a play, there are characters and scenes, and there are
beginning, development, turning point, climax and conclusion in a plot. An evolving
research topic (a collection of scientific papers) shares similarity with the formality of a
play. Essentially, a plot (research topic) evolves around its main characters (key entities) at
different scenes (papers), where characters have dynamic interactions with each other. As
the story plot goes, more characters (entities) may come into play and interact with existing
entities, and some may take a bow and leave due to lack of further investigation.
Following this analogous metaphor, we design our storyline visualization for a document
collection as in Fig. 3. The visualization is interpreted as follows. First, from left to right,
each column represents a scene (research paper), with the (author, publication year) tagged
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Storylines of Paper Collection

Fig. 3 Multi-document storyline view. (Color figure online)

on top of each column. Second, for each column, there are one or more long rectangles
vertically aligned from top to bottom, each with one or more circles in it. Each rectangle
represents a group of characters (community) of this scene (research paper), and each circle
represents a character (entity) in this group (community). The size of the circle represents the
frequency of the entity in the document collection, and the color of the circles is used to
distinguish each entity. Third, a solid curved line connects circles of one same character
(entity) at different scenes (papers), if the columns are consecutive. Otherwise, a dashed
straight line is used instead. The line is the storyline of this character (entity) over time. The
color of the line is the same as the color of the circle for each entity. The thickness of the line
represents the frequency of the entity.To best display the storylines of entities at different
time points, highlight important storylines, and minimize line-crossings, we use several
heuristics for the layout of the community rectangles and entity circles:

1. Entity layout For entity circles in a community rectangle, we arrange their order from
top to bottom by frequencies of entities in descending order. In other words, entities
that frequently appear in the document collection are placed on top of the community
as highlights and vice visa. If multiple entities have the same frequency, we will
arrange them in alphabetical order.

2. Community layout For community rectangles in a single-paper column, we arrange
their order from top to bottom by the frequency of its first entity. If several
communities have the same frequency for their first entity, we will arrange them by
their first entity name in alphabetical order.

This set of heuristics enables entities that are frequently discussed in multiple papers to be
placed on top and highlighted as major storylines. In the meantime, associations of these
entities at different time points are indicated by communities. This visualization enables
user to trace the major entity storylines and the associated entities at different time points.

Although this visualization tells a vivid story of major entities in terms of their temporal
associations in a document collection, users may need more information about what these
interactions mean, to fully understand the story. To achieve this goal, we provide the comple-
mentary extractive summarization view as the context for reading the multi-document storylines.

Multi-document extractive summarization

As in Fig. 4, we provide a summarization view as the supporting context for the multi-
document storyline view. The information of this view is from the output of the entity-
based multi-document summarization component. For each single paper, a limited set of
sentences are displayed in descending order of their scores as summary. The score,
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Fig. 4 Multi-document extractive summarization view

contained entities of each sentence, and comparativeness are also displayed in this view.
Using the multi-document storyline view and this summarization view together, users can
have a better understanding of the stories about this document collection.

One thing missing from the visualization II is how two or more entities are associated in
their original paper with broader context. In other words, what did the paper say before and
after the sentences that associate these entities? This broader context may be important to
understand how these entities come to their associations, following a narrative driven by
logical thinking process. This can only be understood by examining the original full-text of
a single paper. Therefore, we propose the visualization III: single-paper storyline view.

Visualization III: Single-document storyline on paragraph/sentence-levels

This visualization consists of two parts, namely the single-document storyline view, and
the single-document text view.

Single-document storyline view

For single-document storyline design, we also use the “storyline” metaphor. That is, to
articulate a research idea in the narrative of a single paper, an author needs to demonstrate
key entities and their associations progressively throughout the abstract, introduction,
related work, methodology, experiment, discussion, conclusion and references of the
research paper. These sections can be regarded as grand scenes at a coarse-level. Further,
each paragraph and each sentence can be considered as scenes at fine-level.

Following this design intuition, we propose single-document storyline view at para-
graph and sentence-level, as in Fig. 5. More specifically, the visualization is interpreted as
follows. As in Fig. 5, first, from left to right, each vertical grey line represents a grand
scene (section), with sub heading tagged on the bottom of each line of section. Second,
from left to right, each small blue rectangle of different shades at the bottom of the view
represents a scene (paragraph). When hovered over, a tooltip displays the full-text of this
paragraph. Third, from left to right, if a scene has at least two characters (entities) in it, it is
considered a major scene, and a transparent rectangle will be displayed and vertically
aligned with the corresponding blue rectangle at the bottom. Within the major scene
rectangle, there are a set of points vertically aligned, which represents characters (entities)
co-occurring in this scene (paragraph). Fourth, a solid curved line connects points of one
same character (entity) at different scenes (paragraphs). The line is the storyline of this
character (entity) throughout the discourse in the narrative. The color of the line is used to
distinguish an entity. The thickness of the line represents the frequency of the entity. Last,
the shade of scene (blue rectangle) at the bottom represents comparativeness of the
paragraph, by aggregating the number of comparative sentences in the paragraph. We also
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Fig. 5 Single-document storyline view at paragraph/sentence-level. (Color figure online)

visualize storylines at sentence-level. Most elements are identical to the storylines at
paragraph-level, and the only difference is that instead of representing paragraphs, the blue
rectangles at the bottom now represent sentences. Therefore, the shade of the blue rect-
angle represents whether it is a comparative sentence, instead of an aggregated
comparativeness.

Although this visualization tells us a story of entities in terms of their temporal asso-
ciations in a single research paper, users may need more information about what these
interactions mean, to fully understand the story. To achieve this goal, we provide the
complementary single-document view as the context for reading the single-document
storylines.

Single-document text view

As in Fig. 5, to give context for our single-document storylines, we provide a single-
document text view. Initially, the text view displays the full-text of a research paper with
current focus on its beginning. When a specific scene element, either paragraph or sen-
tence, is clicked in the single-document storyline view, the view will automatically jump to
and highlight corresponding paragraph/sentence.

This text view enables users to understand how entities are associated with each other in
the scene by reading the highlighted text in the text view. Moreover, the text view helps
users to get a broader context of the current scene, by reading the paragraphs/sentences
before and after the current scene.

Story reading strategy

The three visualizations (I, II, III) may seem overwhelming to read at first glance. A
strategy is needed to prioritize which visualizations and visual elements to be read first to
best understand the visualizations. Therefore, we propose a three-step visual reading
strategy, namely identifying major entities and communities with visualization-I, tracing
and understanding evolving entity associations over time with visualization II, and to drill
down to the context of entity associations in its original context, together with the ante-
cedents and consequences of the association. More specifically, the strategy is as follows:
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1. Identifying major entities and communities. When exploring a document collection
for the first time, users need to know what entities are involved in this document
collection, which entities are important, and what associations are formed among these
entities. With the help of visualization-I, users can identify major entities depending
on various network characteristics, such as nodes of larger sizes in the network, nodes
with many outgoing links, and nodes connecting two or more communities. Users can
also easily identify associations in the network by looking at entity of the same color,
which means that they form a community and are frequently associated in full-text.

2. Tracing and understanding evolving entity associations. When users have kept in
mind the major entities and major associations from visualization-I, the users need to
know how these associations are formed over time through different milestone
research papers. In other words, not all associations are built all at once, but are formed
progressively over time. This can be read in visualization-II, where entity associations
can be traced by tracking the storylines of corresponding entities. Moreover, to get a
more concrete idea of what each association means at each time point, the extractive
summarization view provides the sentences where the entities co-occur in their
original text, so that users can better understand the evolving associations.

3. Drilling down to context of entity associations in its original context. Given the
evolving traces of entity associations and their corresponding context in visualization-II,
users may still need more information to fully understand how each association come into
being. In other words, there is a hidden logical chain in original narrative to
accumulatively build up evidences to the formation of an association. Without
understanding this logical chain, users may only leave with impression of “what it is”
but not “why and how it is”. This information can be found in visualization-III, where
users can read through the storylines of entities to know how the associations are built
following a hidden logical chain. In this way, users only need to focus on paragraphs/
sentences that the hidden logical chain is embodied in, and skip other information for now.

As in Fig. 6, the story-reading strategy we proposed is hierarchical in nature. Visual-
ization-I takes a snapshot of all entities and entity associations over time into one single
network, visualization-II adds one dimension of time to visualization-I and stretches the
entity associations along time axis, and visualization-III further adds one dimension of
narrative order and stretches entity associations at one time point along the narrative axis.

Hypothetical Walkthrough-I: Storylines of evolving topic models

In this section, we demonstrate the use of our system with a comprehensive hypothetical
walkthrough. We begin by describing a use scenario of a typical user and a set of research.
Then we demonstrate how to use the “top-down” story-reading strategy to answer these
research questions with our system.

Use scenario

We draw profile for a hypothetical user using our system. In this scenario, a typical user
would be graduate student, Emma, who is new to the research topic of topic modeling, and
wants to answer several research questions in mind. More specifically, Emma has already
collected a set of core papers on the “topic modeling”, following a survey paper on topic
modeling and advices from her advisor and senior colleagues.
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Fig. 6 Hierarchical story-reading strategy

Emma has been familiar with some classic science mapping visualization tools, such as
VOSViewer (Van Eck and Waltman 2010), CiteSpace II (Chen 2006), and so on. This has
enabled Emma to have a general idea of how to use science mapping tool to discover
interesting patterns from scientific publications. We also suppose that Emma has a basic
understanding of the subject, topic modeling, that she is ready to explore. This under-
standing is not in the sense of being an “expert” or “master”, but a general background
that is necessary for understanding the research topic of interest.

The research questions Emma has in mind are outlined as follows:

Q1: For topic modeling, what key concepts (entities) are out there? Are there any
clusters of key concepts? Getting to know the terminologies is the first step in getting to
know this new research topic. This will also help Emma to search more related scientific
papers using the discovered key concepts (entities) in the future.

Q2: What topic models are there? Can we align the various topic models temporally
and progressively and have a general idea of the evolution of these models? These
research questions are important if Emma wants to have an overall historical picture of
topic modeling. By aligning different topic models from the oldest ones to the newest
ones, and having a general idea of how each new one is different from its old
counterpart, Emma will have a deeper understanding of the topic.

Q3: If we know the progressive alignment of these topic models, how exactly is each
new model built on top of old model? Why and how the new model works better?
These research questions are crucial if Emma wants to grasp the research topic
thoroughly. These questions can only be answered by getting down to details of the
design of each model. By learning how why and how each new model works better than
old models, Emma can not only trace the progress in this topic at its core, but also get
inspiration to come up with new models on top of these existing models.
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Fig. 7 Multi-document co-word network for topic modeling. (Color figure online)
Visualization-I for answering Q1

To answer the first research question, namely what are the key concepts and concept
clusters in this document collection, Emma uses the visualization-I: multi-document co-
word network for analysis. Emma creates visualization-I by uploading all full-texts of
documents she collected, and generates the visualization with our system.

From Fig. 7, Emma immediately observes that there are several clusters of key con-
cepts. By zooming in, Emma finds that one cluster in deep blue is about latent semantic
analysis. Two of the major concepts are latent semantic indexing (LSI) and probabilistic
latent semantic analysis (pLSI). Another big cluster in light blue seems to focus on
dirichlet distribution, with three major concepts: latent dirichlet allocation (LDA), dirichlet
distribution, and Expectation propogation (EP). The other two big clusters are tightly
coupled together. The one in green is mainly about Gibbs Sampling, Hidden Markov
Model, and Variantional Bayesian Inference, while the one in orange is about Dirichlet
process, Chinese restaurant processs, and Hierarchical Dirichlet process (HDP).

With visualization-I, Emma has identified key concepts (big nodes in the network) and
concept clusters (communities in the network) in this document collection easily. Emma
takes some notes on her findings, and proceed to visualization-II.

Visualization-1I for answering Q2

Recall that the second question is “What topic models are there? Can we align the various
topic models temporally and progressively and have a general idea of the evolution of these
models?”. To answer this question, Emma uses visualization-II: multi-document storylines
with extractive summarization. This visualization is generated by uploading all full-texts
into the system, together with the author and publication date information manually typed
in by Emma.

From Fig. 8, Emma discovers several interesting things. First, by reading the major
entity storylines from left to right, Emma finds that before the year 2001, the major
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Fig. 8 Multi-document storylines for topic modeling

methods used for topic modeling are latent semantic analysis. From year 2001 and on, most
of the models are seem to be about latent dirichlet allocation (LDA) and dirichlet distri-
bution. The storylines of LDA and dirichlet distribution seems to be the dominate story-
lines of all entities. Between year 2004 and 2005, Gibbs Sampling enters the picture as a
major storyline, and it recurs during year 2007 and 2008. Besides these storylines, Bayes
inference, Hidden Markov Model, Markov Chain, Variantional Bayesian methods, normal
distribution and a person name David M. Blei also have salient storylines, though may not
be consecutive (dash lines across larger nodes).

Emma now have a rough idea that research on topic modeling starts with latent semantic
analysis, and later transits to latent dirichlet allocation (LDA), with many variants. Gibb
Sampling, and related statistical Bayesian models have a lot to do with the variants of
LDA.

To further understand the transition of each year, Emma reads the Extractive Sum-
marization view. Due to space limit, we only describe the summaries of selected papers. A
full summary can be found in “Appendix”. From the extractive summaries, Emma learns
the following facts.

(1) For the 1999 paper (Hofmann 1999), Emma finds the following information
(Table 1).

From the summary Emma gets the impression that pL.SI seems to be superior to LSI in
terms of solid statistical foundation, and their performances are systematically compared.

(2) For the 2004 paper (Griffiths and Steyvers 2004), where Gibb Sampling enters the
picture, Emma finds the following information (Table 2).

From the summary Emma gets the impression that Gibbs Sampling seems to be an
inference method for LDA, and it has been compared with two other inference algorithms:
variational Bayes and expectation propagation.

(3) For the 2005 paper (Blei and Lafferty 2005) about a correlated topic model (CTM),
Emma finds the following information (Table 3).

From the summary Emma gets the impression that the CTM seems to be superior to
LDA based on the performances reported, and it also points out the weakness of LDA,
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Table 1 Extractive summary of (Hofmann 1999)

Article Sentence  Score Entities Sentence
id
(Hofmann 161 8.5 Latent semantic indexing (3), The performance of PLSI has been
1999) Probabilistic latent semantic systematically compared with the
analysis (2), Comparative:1 standard term matching method
based on the raw term frequencies
(tf) and their combination with the
inverse document frequencies (tf-
idf), as well as with LSI
2 5.66  Latent semantic indexing (1.5), In contrast to standard Latent

Singular value decomposition
(1), Semantics (1),
Comparative: 1

Semantic Indexing (LSI) by
Singular Value Decomposition, the
probabilistic variant has a solid
statistical foundation and defines a
proper generative data model

Table 2 Extractive summary of (Griffiths and Steyvers 2004)

Article Sentence  Score Entities Sentence
id
(Griffiths 111 17 Variational Bayesian methods (3), We applied our Gibbs sampling
and Latent Dirichlet allocation (4.0), algorithm to this dataset, together
Steyvers Gibbs sampling (5), with the two algorithms that have
2004) Comparative: 1 previously been used for

inference in Latent Dirichlet
Allocation: variational Bayes (1)
and expectation propagation (9)

Table 3 Extractive Summary of (Blei and Lafferty 2005)

Article Sentence  Score Entities Sentence
id
(Blei and 30 12 Dirichlet distribution (4.0), For the LDA model, this limitation
Lafferty Latent Dirichlet allocation stems from the independence
2005) (4.0), Comparative:0 assumptions implicit in the Dirichlet
distribution on the topic proportions
7 7.66  Science (2), Chemical transport The CTM gives a better fit than LDA
model (1), Latent on a collection of OCRed articles
Dirichlet allocation (2.0), from the journal Science
Comparative: 1
122 5.5 Linear discriminant analysis (2), The CTM provides a better fit than

Cell Transmission Model (1),
Comparative:1

LDA and supports more topics; the
likelihood for LDA peaks near 30
topics while the likelihood for the
CTM peaks close to 90 topics

@ Springer



Scientometrics

Table 4 Extractive Summary of (Porteous et al. 2008)

Article Sentence  Score Entities Sentence
id
(Porteous 239 14.66 Latent Dirichlet allocation (4.0), In this paper, we have described a
et al. Linear discriminant analysis (2), method for increasing the speed of
2008) Gibbs sampling (5), LDA Gibbs sampling while
Comparative:0 providing exactly equivalent

samples, thus retaining all the
optimality guarantees associated
with the original LDA algorithm

which is the independence assumptions on topic relatedness. Also, Emma noticed that the
system has mistakenly identified “CTM” as “chemical transport model” and “cell tran-
simission model” instead of “correlated topic models”. This is probably because CTM is
used more often to represent the former two concepts than the last one. Nevertheless, the
system is able to use this high-frequency CTM to find important sentences as summary.

(4) For the 2008 paper (Porteous et al. 2008), where Gibbs Sampling has re-entered the
picture, Emma finds the following information (Table 4).

From the summary Emma gets the impression that this paper has proposed an improved
version of Gibbs Sampling for LDA, so that the speed is increased, while providing exactly
equivalent samples.

At this point, Emma has a better idea about this document collection, in terms of what
are the major topic models, how to align these models temporally and progressively, and
how each new model is different from old models.

However, these findings have helped Emma to answer the “what” question, not exactly
“why and how”. In other words, for now Emma has discovered and memorized some
important facts about classical topic models, but hasn’t fully grasped the core principles
behind these models. To understand these core principles, original text must be read, since
the logical chains authors used in their writing can only be traced in the original text.

Emma takes some more notes, and proceeds to visualization-III: single-document sto-
ryline view.

Visualization-III for answering Q3

Recall that the third question is “how exactly is each new model built on top of old model?
Why and how the new model works better?”. To answer this question, Emma uses visu-
alization-1III: single-document storylines. This visualization is generated by uploading each
individual research paper into the system, and generating the storylines for each individual
paper respectively.

Emma selects the paper of probabilistic Latent Semantic Indexing (Hofmann 1999) to
see how and why pLSI works better than Latent Semantic Indexing (LSI). The overview of
entire single-document view is depicted in Fig. 9.

Emma starts reading the storylines at paragraph-level. As in Fig. 10, Emma finds that
the storylines of pLSI and LSI have crossed at multiple paragraphs (rectangles bundling
storylines), which means that pLSI and LSI have been discussed together in these para-
graphs. By reading each paragraph of these crossings, and the antecedent and consecutive
paragraphs of it, Emma starts to understand why pLSI works better than LSI: the objective
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Fig. 10 Storylines of pLSI and LSI on paragraph-level

functions used in pLSI is different than that in LSI; the mixing proportions in pLSI has
substituted the values in SVD for LSI; and the solution to the objective optimization is
expectation maximization in pLSI, compared to SVD in LSI.

Next, Emma switches to the storylines of pLSI at sentence-level, as in Fig. 11. This
time, Emma notices multiple crossings at the “Experimental results” Section. By reading
the sentence of each crossing, Emma learns some “conclusive” information about the
relationships between pLSI and LSI. From these reports, Emma knows that pLSI has
outperformed LSI consistently in the experiments, and especially on raw term frequencies.
This makes the picture complete as for how and why pLSI works better than LSI.

Emma repeats this process for every individual paper in the collection, and eventually
has been able to answer all three research questions in her mind. Emma collects all the
notes she took and all visualizations the system generated as a full documentation of her
review process of this research topic.

Hypothetical Walkthrough-II: Historical storylines of World War 11

In this section, we further demonstrate the use of our system by generating storylines from
a collection of historical documents of major events in world war II. We begin by
describing a hypothetical use scenario consisting of a typical user, and a set of questions to
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Fig. 11 Storylines of pLSI and LSI on sentence-level

be answered by our system. Then we demonstrate how to answer these questions using the
“top-down” story-reading strategy with our system.

Use scenario

We draw profile for a typical user using our system. In this scenario, a typical user would
be graduate student, Bob, who is already familiar with the topic of World War II (WWII),
but wants to straighten up the complex relationships between events and between countries
and get both an overall and detailed picture of the entire warfare. More specifically, Bob
has already collected a set of documents that record major events during WWII by year
from Wikipedia,3 and wants to gain insight from this collection of documents with the help
of our system.

Bob has been familiar with some classic science mapping visualization tools. This has
enabled Bob to have a general idea of how to use science mapping tool to discover
interesting patterns from literature. We also note that Bob has prior knowledge of the topic
to be explored.

The research questions Bob has in mind are outlined as follows:

Question-1: What countries were mainly involved in World War II (WWII), and which
groups of countries interacted with each other the most during the war?

Question-2: To understand the course of the warfare over time, Bob wants to consider
the following sub-questions: (1) in terms of the major nations and major groups
identified in visualization-I, how were they interacting with each other over time, during
the war? Were there any salient collaborative or conflicting relations between nations
formed over time? (2) in terms of the battle fields in WWII, did they become the major
battle fields at the beginning of the warfare or at later stages? What countries were
involved in each battle field? (3) how does the scale of the warfare change over time?
Question-3: Taking one-year’s events for example, what are the detailed story of these
events for this year? How did different nations take actions over time? How did the
focus of battle field change over time?

3 https://en.wikipedia.org/wiki/World_War_II.
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Fig. 12 Multi-document co-word network for World War II. (Color figure online)
Visualization-I for answering Q1

In order to answer the first question, namely what countries were mainly involved in world
war II, and which groups of countries interacted with each other more often during the war,
Bob uses visualization-I: multi-document co-word network for analysis. Bob creates this
visualization by uploading all full-texts of Wikipedia documents into the system.

From Fig. 12, Bob identifies three big clusters in yellow, red and purple, of which
majority are names of nations. Due to space limits, we report only bigger nodes here,
although a large number of nations in smaller nodes were also impacted in the war, and not
covered in full detail in the documents. The biggest nodes in the yellow cluster include
Nazi Germany, United Kingdom, Italy, France, Poland, and Greece. It seems that these
countries had a lot of interaction in the war. Bob thinks this is reasonable since these
countries represented the western Europe battlefield, one of the major battlefield in WWIL.
The biggest nodes in the red cluster are Soviet Union, Germany, Romania, Finland,
Americans and a military alliance: Axis Power. Bob could align these countries to the
Eastern Front battlefield, where there were conflicts between European Axis powers and
Soviet and other allies. The major nodes in the purple cluster are Empire of Japan (also
Japan), United States, China, and Philippines. Bob thinks these countries were major
countries involved in the Pacific battlefield of WWIIL.

With Visualization-I, Bob is able to identify the major countries involved in WWIIL, and
the major battlefields comprised of the countries mentioned above. The next step is to look
at the main course of World War II by investigating the interactive patterns between
countries temporally at meso-level.
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Fig. 13 Multi-document storylines for World-War-II. (Color figure online)
Visualization-II for answering Q2

From visualization-II (Fig. 13), Bob makes several observations that can offer some
insights on the sub-questions of question-2.

1. Major nation storylines Most of the major nations (bigger circles in visualization-I)
have a major storyline across time dimension, such as Nazi Germany (purple), Union
of Soviet Socialist Republics-USSR (yellow green), United Kingdom (pink), United
States (light purple), France (blue), Italy (grey purple), Empire of Japan (light green),
China (dark blue) and so on. We can also find that the Allies were formalized around
1939, while the Axis Power came into being around 1940.

2. Interactive patterns between nations Based on his prior knowledge on this historical
subject, Bob is also able to quickly identify two interactive patterns between nations
from the visualization.

e Collaborative relations Nations of such relationships are considered allies during
the war, such as the allies of WWII, and the Axis Power. One example of such type
of relationship can be seen between United States-China, where China’s dark blue
curve have almost identical trajectory with United States’ light purple curve (1940-
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1944). A similar pattern can be observed between Italy-Axis Power, where the grey
purple curve of Italy almost has identical trajectory with the curve of Axis Power
(1940-1943), although Axis Power is an alliance name. The United Kingdom-
France relationship is also collaborative, with the two curves have very similar
shapes across time dimension.

e Conflicting relations Nations of such relationships are considered enemies during
the war. One example of such type of relationship between countries can be seen at
Nazi Germany-USSR, where the curves of the two nations were not intertwined at
first (1935-1939) but were closely joined later (1940-1943).

3. Temporal-Geographical transitions of battle fields From the visualization, we can
also observe the temporal-geographical transitions of battle fields, from the vertically-
aligned “communities” each year. For example, for Nazi Germany, it is clear that its
main battle fields started in western Europe (top-most community in 1939), with nations
of France, Poland, Baltic states, and so on, then expanded to Mediterranean (second
community in 1940, fourth community in 1942), with nations of Egypt, Libya, Greece,
and so on, and later further expanded to Eastern Front (second community in 1941, 1942
and 1943), with nations of USSR and so on. Similar patterns can be observed for Italy
and Romania. For Japan, it took a different route, where it started its battle field in
mainland China (first community in 1937), and expanded to Malay Peninsula (first
community in 1941) and European colonies of Indonesia and French Indochina (third
community in 1941), and further expanded to the Pacific, with nations of United States,
Australia, and so on (third community in 1942, fourth community in 1943).

4. Temporal change of scale of warfare If we step back and see the overall picture, we can
observe that the entire WWII started regionally at smaller scale (1939), and then ravaged
the world by involving more and more nations and regions, and eventually became a global
warfare at large scale (1940-1943). As major Axis Power nations surrendered, the scale of
warfare shrank to be regional again and eventually died down (1944-1945).

Bob takes some notes and proceeds to read storylines of each individual year during
WWILI, hoping to get down to details about the course of warfare in each year.

Visualization-III for answering Q3

Bob select the year 1945, when the warfare was at its last stage, and uploads the document
with title “Axis Collapse, Allied Victory” into the system. The generated storylines can be
seen in Fig. 14.

From the visualization-III, Bob is able to quickly identify two main episodes of stories,
namely the ending war between Nazi Germany and the Allies (including USSR and United
States), which accounts for the major entanglements of storylines in the upper part of the
visualization, and the ending war between Japan and the Allies (including United States,
China, Philippine, USSR) which accounts for the entanglements of storylines at the lower
right part of the visualization.
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Fig. 14 Storylines of 1945: Axis Collapse and Allied Victory

Moreover, by reading over the sentences of each time points, Bob is able to track the
progress of the Allies against the Axis Power. For the ending-war with Nazi Germany, as
depicted in Fig. 15(1-2), the Allies worked collaboratively with USSR to fight with Nazi
Germany, and eventually pushed forward in Italy and western Germany, while USSR and
Poland forces stormed Berlin.

For the ending-war with Empire of Japan, as depicted in Fig. 15(3-5), United States,
working collaboratively with the Philippines, China, United Kingdom and Australia,
cleared Leyte and Burma from Japan, and also made air attacks to homeland Japan with
United States Army Air Forces (USAAF). USSR also joined the battle field at later stage,
defeated the Kwantung Army in Japanese-held Manchuria of China, after Japan rejected
the call of unconditional surrender. After the USAAF atomic bombing of Hiroshima and
Nagasaki, Japan surrendered, ending WWIL.

At this stage, Bob understands the detailed stories of the events in year 1945, with two
major storylines of ending-war between Allies and Nazi Germany and ending-war between
Allies and Empire of Japan. USSR fought both in the western front against Nazi Germany
with western Allies, and then fought in Manchuria against Empire of Japan later. United States
fought on the Pacific battle field together with other Allies and drove Japan to final surrender.

Bob repeats this process for every individual document in the collection, and eventually has
been able to answer all three questions in his mind. Bob collects all the notes he took and all
visualizations the system generated as a full documentation of his review process of this topic.
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Conclusion

In this paper, we present the LitStoryTeller+ system that can support interactive visual story-
telling of scientific papers at multiple levels, by mining full-text scientific paper using several
natural language processing techniques. The core idea of our system is to use entities (concepts or
terminologies) and their associations in scientific papers as basic visual elements of our storylines
at various levels. We believe that entities and their associations are the main embodiment of
knowledge in scientific papers. Named entity recognition and community detection are per-
formed to identify entities and their associations from arbitrary scientific papers on the fly.
Moreover, text-summarization and comparative sentence classification are performed to extract
rich textual information as supplementary information for visual storyline reading. A top-down
story-reading strategy is also proposed to best utilize our system, starting from reading a snapshot
of entity co-occurrence network for all scientific papers, to reading temporal entity storylines
across multiple scientific papers at different time points, to further drilling down to single-paper
storylines over the axis of narrative. Two comprehensive hypothetical walkthrough demonstrate
the usefulness of our system in answering a variety of research questions, ranging from general
questions like “what are the major (clusters of) entities in this paper collection?” to questions like
“what are the alignment and interaction of these entities in terms of time and progress?”, to
detailed questions like “what are the detailed stories of entity—entity interactions at a finer-level
over time?”. The findings, together with the visualizations generated by our system, can be used
as supplementary information for systematic review of this collection of scientific papers.
However, our study also has several limitations. First, the Microsoft ELIS named entity recog-
nizer can mis-classify or neglect some entities occasionally, especially when the entities are novel
and rare. This can be partially remedied by specifying entity names by users, which is supported
in our system. Second, for relationships between entities, we only use entity co-occurrences at
paragraph and sentence level, instead of semantic relationships. One difficulty is that not all
entities have explicit semantic relationships. In some domains, such as biomedical science,
semantic relationships are prevalent and vital for understanding entity interactions. However, if
we switch to a different domain such as computer science, relationships between entities are
usually implicit and hard to extract. Nevertheless, we plan to explore this direction in our future
work. Another future work would be identifying and visualization potential future associations
between entities. Given current entity associations, potential future associations can be predicted
with a variety of link prediction techniques. We plan to not only incorporate link prediction in our
system, but also provide aiding visualizations to interpret the results of link prediction.

Acknowledgements This study is supported by the project “A Visual Analytic Observatory of Scientific
Knowledge” funded by National Science Foundation (NSF 1633286).

Appendix
Extractive summary generated in Hypothetical Walkthrough-I

See Table 5.
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