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Abstract

The common Lagrangian-Eulerian modeling of liquid sprays is largely based on linear stability
theory, where the associated growth rates and most unstable wavelengths are used in prescribing
initial Lagrangian droplet characteristics. Using highly-resolved VoF simulations, the present work
is aimed at examining the extent to which this linear stability and associated flow characteristics
hold in a realistic spray configuration under normal operating conditions using the ECN spray A
geometry. This involves a comparison between linear stability wavelength predictions, originating
from two-phase Orr-Sommerfeld solutions, and those obtained from the VoF simulations. The results
show that within the first 4 diameters beyond the orifice, the non-linear components of the Navier-
Stokes have grown to 10% of the corresponding linear part in both the liquid and the gas phase, and
continue to grow exponentially. The non-axial and non-fully developed flow profiles are particularly
significant even within one diameter but do not develop as strongly as the non-linear components.
Linear stability theory is able to adequately capture the initial surface disturbances, and there is
reasonable agreement with VoF simulations, despite the fact that the base flow is not exactly the
conventional one. A main finding from the work shows that while the most unstable modes are
captured in the simulations and agree with theoretical predictions, these modes are not directly
responsible for fragmenting the liquid core or causing primary atomization. Their action is limited
to breaking up the surface of the jet, while the liquid core of the jet remains intact for another 20
jet diameters downstream.
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1. Introduction

Primary atomization in sprays, defined as the complete fragmentation of a liquid jet, has been
the subject of a large number of research efforts [1-3] due in part to its practical relevance in fuel
injection [4]. Apart from some recent DNS-type studies [5-11] that resolve and sharply capture the
liquid-gas interface at a high computational expense, the vast majority of atomization calculations
have relied on models to describe relevant physics. Under this modeling approach, the computational
expense is significantly reduced, but the atomization process is completely under-resolved, which puts
a heavy reliance on the performance of spray breakup models. Commonly, these breakup models
are combined with a Lagrangian-Eulerian description of the resulting spray, and this approach has
dominated spray modeling for the last 20-30 years [12-19]. In fact, it currently has been incorporated
into commercial engine CFD codes including CONVERGE CFD, ANSYS-FORTE, STAR-CD, and AVL-
FIRE.

A common procedure for developing breakup models is based on linear stability theory [20, 21]
along with corresponding atomization models, which dictate how the most unstable modes transition
into droplets. As documented in the literature [22, 23], it is well established that linear theory has
achieved success in predicting the most unstable modes in various canonical two-phase flows, such as
liquid sheets, cylindrical jets, annular jets, liquid films, and liquid threads. For these flows, the initial
configuration and identification of the base state is well characterized and often the associated flows
are completely laminar. However, even for cases having higher Reynolds number the predictions from
instability theory have been found to agree well with experiments and highly-resolved simulations. A
notable example is the study by Fuster et al. [24] concerning co-flowing sheets, where the predictions
of the most unstable frequency generated from linear theory agree relatively well with experiments
in addition to predicting correctly the transition from convective to absolute instability.

Perhaps, motivated by the success of linear theory in predicting various breakup phenomena, it
has been used as a fundamental tool for the development of breakup models for sprays occurring at
much larger Reynolds numbers and influenced by more complicated physics [20, 21]. In particular
in automotive sprays, e.g. Diesel sprays, the liquid based Reynolds number is generally ¢'(10%) —
0(10°) putting the jet breakup phenomena well into the turbulent and full atomization regimes [25].
Also, the nozzles are often well below 1 mm in diameter, which implies that the internal wall

surface imperfections and roughness play an important role in conditioning the flow prior to its exit.



31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

June 14, 2018

Under certain conditions, the pressure environment is such that cavitation occurs within the nozzle
further complicating the physics. Nevertheless, in spite of these complications, the breakup models
have achieved relatively good agreement with experiments provided the modeling constants are well
calibrated. In view of the complications associated with realistic spray configurations, a closer look
at the underlying characteristics in regards to the linear stability theory is warranted. This closer
look is provided in the present work using highly-resolved simulations based on a Volume-of-Fluid
(VoF) methodology. In this spirit the present work aims to accomplish the following three goals.

First, we are interested in investigating the extent of the validity of the underlying linear stability
assumptions. Explicitly, in a linearized analysis of liquid injection, the velocity perturbations are
assumed to be small, the base velocity is assumed to be completely axial and fully developed,
and the liquid surface is described by a superposition of sinusoidal modes. The second goal is
estimating whether the most unstable modes originating from the linear regime and calculated via
Orr-Sommerfeld agree with the more detailed VoF simulations. And for the third goal, it is examined
whether these most violent perturbations are actually responsible for the fragmentation of the jet.
This is a more fundamental question, since depending on the results, it can confirm or call to question
the applicability of existing approaches for modeling breakup or atomization. To accurately capture
the effects of nozzle imperfections and surface roughness, the Engine Combustion Network’s! (ECN)
Spray A nozzle configuration is employed with a fine, boundary-fitted grid. This is in contrast to
external-only simulations [5-8, 10] and simulations with idealistic inflow conditions [11].

The paper is organized as follows. In Section 2, a description of the VoF methodology employed
is given along with a presentation of the injector nozzle geometry. The computational methodology
is validated in Section 3 against X-ray radiography measurements. In Section 4, the derivation of
the linearized system that forms the basis of the breakup models is summarized and the assumptions
in the theory are formally introduced. The results are then presented in Section 5 beginning with
the analysis of the extent of the linear region, the comparison of linear stability theory with VoF
simulations, and the implications for primary atomization. The findings of the work and final

thoughts are discussed in Section 6.

Thttps://ecn.sandia.gov/
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2. Description of Numerical Method and Jet Configuration

2.1. Computational Method

The VoF simulations reported in this paper are performed with an algebraic solver, interFoam,
which forms a part of a larger open-source distribution of computational mechanics solvers and C++
libraries of OpenFOAM®?2. The solver is based on a finite volume discretization on collocated grids
for the solution of two-phase incompressible flows. A thorough evaluation of solver performance
with respect to a broad range of two-phase flows is reported in our previous publication [26]. The
evaluation was based on the performance with respect to kinematics of advection, dynamics in
inertia dominated regime, and dynamics in the surface tension dominated regime. An abbreviated
description is provided here; a more detailed explanation can be found in Ref. [26].

The first part of the solution consists of advecting the liquid fraction field, «, by solving the
following conservation equation,

Ja

E+V~(ﬁa)=0, (1)

where U is the velocity field. The liquid fraction represents the volume fraction of liquid occupying

a given computational cell, €;, ¢ € [1, Neeys]. The discrete version of this equation is

antl —qn 1
_— F,+AyF.) =0, 2
feoQy;
where the fluxes are defined as
Fy, = ¢%a%f ypwina and Fe = ¢fa’f + Qﬁffaff(l — oszf) — F,. (3)

Here n denotes time level, subscript f refers to a cell-face quantity, P} = fJ;L - Sy, and Sy is the
outward normal vector corresponding to a given cell (not normalized). Since velocity (as well as «)
are cell-centered quantities, [NJ;% is obtained by weighted-averaging from cells sharing the given face.
In the flux term, F,,, the upwind value for the liquid fraction is denoted by Q¥ ypwind- With respect to
F,, a? is determined from the second order vanLeer scheme [27]. The remaining quantities represent

the compressive flux, i.e. ¢7';a);(1 — aly), where

9% - |97

"= min [ —=—,Urfmax | (ns-S¢), and Uyt max = max | —2-| . 4
rf f’EQi(|Sf/| fyma: )( f f) £, FeO |:|Sf|:| ( )

This compressive flux is used to mitigate the effects of numerical diffusion that would occur as a

2http://wuw.openfoam. com
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result of the sharp gradients in « in the interfacial region. Lastly, the variable 'y is obtained
using the interfaceCompression scheme native to OpenFOAM [26, 28]. In numerical tests con-
cerning the advection of a discontinuous profile, such as the « field, the treatment given above
performs noticeably better than TVD schemes with regards to the preservation of the sharpness of
the discontinuity.

With respect to momentum, the following equation is solved

T4V (pURU) = —Vpg + [V (uVU) + VU - Vpu —g~pr+/( )Jmé(x—xs)ndF(xs),
r(t

(5)
where the surface tension coefficient is given by o, local curvature by k, the gas-liquid interface by
I'(t), the 3D Dirac Delta function by d(x — x5), and x; is the integration variable over T'(¢). The

Continuum Surface Tension model [29] is employed, namely

/ okd(x — xg)ndl(x,) = / oxVadV. (6)
nQ; Q;

In the predictor step, the density and viscosity fields are regularized according to
p=p+pg(l—a) and p=pma+p(l—a) (7)

The solution of the momentum equation is obtained via a PISO [30] iteration procedure. A
predictor velocity is first constructed and then corrected to ensure momentum balance and mass
continuity. Explicit formulation of the predictor velocity is a two step process, where first the viscous,
advective and temporal terms in the momentum equation are used to generate a cell centered vector
field, which is then projected to cell faces using a second order scheme. Contributions from surface
tension and gravity terms are then added, concluding the predictor formulation. This procedure
enforces a consistent discretization of surface tension and pressure gradient [26, 31].

Within the correction procedure, the pressure contribution is added to the flux of predictor
velocity, and mass conservation is invoked to yield a Poisson equation for pressure. The linear
system is then solved using a Preconditioned Conjugate Gradient method, with Diagonal Incomplete
Cholesky as the preconditioner. In the present work we have used three PISO steps to arrive at

predictions for (U™, pdnt1).
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2.2. Injector Nozzle Geometry

A single-hole, 90 pm diameter, Bosch injector named Spray A by the Engine Combustion Net-
work?® (ECN) collaboration, is used for the present study as it has been characterized extensively
[32, 33], particularly in the near field. In the present work, the nozzle surface file* provided by Geor-
gia Institute of Technology for the ECN Spray A nozzle (serial# 210675) has been used for generating
the computational grid. This surface file is a spline-reconstructed dataset based on X-ray tomog-
raphy measurements, which effectively removes surface roughness effects and artificial measurement
fluctuations, but retains surface features that are noticeably larger than 3 ym. The nozzle geometry
including details of its asymmetry and nozzle alignment are displayed in Fig. 1. The surface file
clearly reveals the offset of the nozzle hole from the sac centerline (dashed line). Additionally, the
inlet turning angles, for instance 6; and 63 are not the same [32], and the diameter of the nozzle

hole decreases along the streamwise direction.

axi-symmetric
orifice

&

Actual orifice

Y sac-centerline

L

Figure 1: Asymmetries of the ECN SprayA nozzle are depicted. The actual alignment of the orifice superimposed
on the axi-symmetric location is displayed. The dashed lined highlights the offset between the sac and the nozzle
conduit. The variation in internal turning angles is emphasized in the inset where 61 # 6.

2.8. Simulation Setup

Details of the computational domain are shown in Fig. 2. For the internal flow region, the grid
boundaries coincide with the surface file for the nozzle and more importantly the surface imperfec-

tions are included in the numerical grid. This implies that their effect is captured in the simulations.

Shttps://ecn.sandia.gov/
4https://ecn.sandia.gov/diesel-spray-combustion/computational-method/meshes/
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Three different grid levels have been employed in this study, with the mean grid size in the spray
region having a respective value of Az = {5.9 pm, 3.9 pm, 2.8 um}. There are 20, 31, and 40 cells
across the nozzle for the coarsest, medium, and finest grids, respectively. The corresponding size
distribution is displayed in Fig. 4 and shows that the cell sizes are closely distributed around their
respective mean values. In this part of the domain all computational cells are hexahedral. Away
from the spray region, in the farfield domain, unstructured cells are employed having much larger
size as illustrated in Fig. 2a. In all calculations presented, the x coordinate is aligned with the
jet axis and the origin is placed at the centroid of the orifice opening. The y axis is aligned with
the transverse direction and the z axis is aligned with the spanwise direction as depicted in Fig. 2.
Additionally, in Fig. 3, a representative result from the simulation is displayed showing the first 40
diameters from the injector nozzle.

For this study, all simulations have been performed at experimental conditions reported in [33],
which adhere to the ECN specifications®. The ambient gas is N at 343K, and the fuel is n-dodecane
at 303 K. Under these conditions and for the convergent nozzle geometry of the ECN Spray A case,
vaporization and/or cavitation is not present [32, 34, 35]. Table 1 summarizes the fluid and flow
properties used, and Table 2 presents the respective values of the key non-dimensional quantities.
In the present simulations the inlet flow velocity (upstream of the nozzle) is specified such that the

jet velocity at the orifice opening is 412m/s to match the experimentally measured value [33].

pL Py v Vg o Uingj
(kg/m?) | (kg/m?) (m?/s) (m?/s) (N/m) | (m/s)
715 22.8 1.007 x 1076 | 1.79 x 107° | 0.021 412
Table 1: Fluid properties.
Re; We; Ohy p1/pg
(UinsD/m) | (0U2,;D/o) | (We;”*/Rer) | ...
36,822 5.2 x 10° 1.9 x 1072 | 31.36

Table 2: Values for relevant non-dimensional quantities.

Shttps://ecn.sandia.gov/diesel-spray-combustion/target-condition/spray-ab/
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Figure 2: A visualization of the entire domain and grid is shown in (a) with the nozzle included on the left. The plane
coinciding with the nozzle orifice is shown in (b), clearly portraying the asymmetry of the orifice.
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Figure 3: Visualization of the jet atomization for a typical simulation using the Spray A geometry.
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Figure 4: Distribution of cell sizes in the spray region for the three grids employed in the present study.

3. Validation

Performance of the interFoam solver employed in this study has been extensively evaluated [26]
for a variety of two-phase problems, and validation tests have been presented for two-phase mixing
layers and co-flow atomization [10]. Here, we present an additional test case where line integrated and
time-averaged quantities are compared to experimental data. This provides a reasonable estimate
of the behavior of the code in the near-field region. The configuration consists of the ECN Spray A
case, as previously described. The metric for comparison is the Projected Mass Density (PMD),
which is denoted as ®. PMD is the line integrated liquid mass, and represents the projection of the

3D liquid mass distribution on a 2D plane. PMD computed along the y and z axes is respectively
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given by

%@J%:m/m@@wx»w, (8a)

— 00

o0
b.(0.9)=pi [ ol ) d (8h)
—00
All computational data is reported in the form of temporally-averaged values, recognizing the

fact that beyond the initial transient the process is statistically stationary. The time integration for

relevant quantities, e.g. «, is given by

(o, 2)) = — /fm@%awm, (9)

Tt =t ),
where t; = 25 us and t; = 50 us to ensure statistical convergence.
Quantitative comparisons of computed PMD against streamline centerline experimental [36] and
transverse [33] measurements are presented. The centerline comparison is shown in Fig. 5, where
the level of agreement for the finer grids is appreciably better than the coarse grid case (Az=5.9 um).

To quantify the discrepancy, the mean relative error, £, defined as

N
1 |<I)num T (I)e:vp z|
—_ —_—— 2 2 1
o= Zi:l o ’ (10)

exp,z=0
is reported in Table 3. Here the subscript ‘num’ and ‘exp’ refer to numerical and experimental
values, respectively, and N is the total number of data points.

For @, shown in Fig. 5a, computational results for the finer grids (Az = 3.9 pm and 2.8 ym) have
an associated error below 5% for both cases. The error for the coarser case (Az = 5.9 um) is higher
at around 10%. Due to the expected spray asymmetry, as discussed in experimental findings [33],
¢, # ¢, and while the trends in ®, (Fig. 5b) are similar to those in ®, (Fig. 5a), the values are
different. This discrepancy between ®, and ®, peaks for the Az = 5.9 um case between x = 0.5 mm
and 3 mm.

To inspect the radial distribution of mass at different axial locations, Fig. 6 presents &, profiles
as a function of the y coordinate. As noted in Section 2.2, the spray axis is offset from the injector
axis [32]. To correct for this offset the experimental spray axis has been aligned with the measured
peak in the comparisons shown. Even though, ®,, is not provided for the sake of keeping the paper

relatively short, the level of agreement with experiments is very similar to that of ®,.

10
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80 80
—Axz=59um ™ —Az =5.9um
60 > —Az =39um| | 60 —Az =39 um
fep Az =2.8um fe \ Az =2.8um
é —Experimental é —Experimental
5 40 o5 40
S S
n =
® 20} ® 20}
0 L 0
0 2 4 6 0 2 4 6
x (mm) x (mm)
(a) (b)

Figure 5: PMD along centerline for two different projection axes: (a) projection along z direction, (b) projection
along y direction.

At z = 0.1 mm, the liquid jet is nearly intact with some small surface perturbations. As there is
little or no atomization at this location, liquid is absent away from the jet. This mass distribution is
reflected in Fig. 6a by a sharp rise in ®, along the centerline region. The computational data agrees
well with the experimental data for the three grid levels at this location.

As we move downstream to x = 2mm, the profiles are shown in Fig. 6b. Obviously, the coarse
grid case, corresponding to Ax = 5.9 um, shows poor agreement with measurements as opposed to
the finer cases. This was observed in the centerline profiles as well. At this location, droplets and
ligaments are present producing a smoother distribution for ®,. At x = 4 mm, primary atomization
has already occurred and the jet has completely atomized, as discussed in Section 5.3. As a result
the trend observed in Fig. 6¢ is one of further broadening of the mass distribution. At the farthest
location reported, i.e. x = 6 mm, the spray has already spread significantly, as shown in Fig. 6d.
The asymmetry existing in the near field has resulted in a skewed mass distribution at this location,
which is captured fairly well by the computations. We note that there are only 2 computational
curves at * = 6 mm, to reduce computational costs associated with running cases at Ax = 2.8 ym

of resolution this far from the near-nozzle region.
4. Linear Stability Analysis — Underlying Assumptions
Most common breakup models are based on the KH framework. The theoretical underpinning of

this framework, or of the more general Orr-Sommerfeld (OS) approach, lies in a linearized momentum

11
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x =0.1mm X =2mm
80 T v 80 r r
—Az =59 um — Az =59 pum
—Az = 3.9 ym —Az = 3.9 um
__60 Az =28 um 60 Az =28 ym
NE —Experimental NE —Experimental
£ £
o5 40 540
3 3
© 20t © 20}
0 IS4 . 0 — L
-0.2 -0.1 0 0.1 0.2 -0.2 -0.1 0 0.1 0.2
y (mm) y (mm)
(a) (b)
X =4mm X =6mm
80 x v 80 r r
—Az =59 um —Az =59 pum
—Az = 3.9 pm —Az = 3.9 ym
__60} Az =28 um . 60} —Experimentall
NE —Experimental C\‘E
g g
~ ~
o0 o0
3 3
= =

Figure 6: PMD across the jet at four axial locations: (a) = 0.1mm, (b) x = 2mm, (c) = 4mm and (d) £ = 6 mm.
The spray axis lies at y = 0.

Centerline Transverse (D)
Ax P, o, rz=0.1lmm | z=2mm | z=4mm | z=6mm
(Fig. 5a) | (Fig. 5b) | (Fig. 6a) | (Fig. 6b) | (Fig. 6¢) | (Fig. 6d)
5.9 pm 10.7% 7.3% 4.7% 7.7% 5.2% 1.7%
3.9 um 4.4% 3.5% 3.8% 3. 7% 2.5% 1.1%
2.8 pum 2.0% 5.0% 3.9% 4.6% 4.0% -

Table 3: Relative error values for the PMD curves in Fig. 5 and Fig. 6 computed according to Eq. (10). Although
uncertainty in the experimental data used here has not been reported [33, 36] , Kastengren et al. [37] report a standard
deviation of up to 4% in their PMD measurements for similar measurements.

equation. The most obvious departure from this treatment is the presence of the non-linear advection

term. But in fact, there are more subtle implications of the KH or OS framework that also merit

investigation. To see this more clearly we perform the typical base field (upper case) and perturbation

12
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field (lower case) decomposition [38]. For velocity we have

T9(x,1) = U() + w(x, 1), (11)
and for pressure

Pi(x,t) = PU(x) + p?(x, 1), (12)

where (fj, ]5) denote the instantaneous velocity and pressure fields, v is the kinematic viscosity, and
the superscript ¢ denotes either the liquid (L) or gas phase (G); U = (U,V,W); and u = (u, v, w).
Furthermore, the velocity fields can be rewritten in terms of axial terms, along the z coordinate,
and a non-axial component or orthogonal component, i.e. u =u, + ue,, and U =U, + Ue, (e,
is the unit vector in the z-direction).

Substituting the previous decomposition into the incompressible form of the Navier-Stokes equa-
tion and recognizing that the base flow field automatically satisfies this equation yields an expression

for the perturbed fields

Non-Axial Axially Developing

Non-Linear Velocity Velocity
Perturbation (Eq. (16)) (Eq. (18))
du? q q q q q q q q ﬁ ! q a2 4
W—I—U&Cu +uf -VU?+ u?-Vu? +U° -Vul+ u?0, U :——qu + vivVoul.
P
advection terms present advection terms ignored in the conventional system

in the convential system
(13)
This expression represents the full form of the governing equation for (u?,p?). In the governing
equation commonly seen in linear-stability analyses [38, 39] many of the above terms are ignored (as
indicated in Eq. (13)) resulting in the following reduced or conventional form for the PDE governing

the perturbed fields

ou? 1
(971:5 +U%9,u? +u? - VU? = _Equ + v1V?ul. (14)

Elaborating on the omitted terms from Eq. (13) as well as other assumptions employed in linear-

stability analysis, we have the following:

A. Non-linear advection: The velocity perturbations are assumed to be small compared to

the base velocity (O(u?) < O(U1Y)). Therefore, the non-linear perturbation terms are ignored.

13
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This is quantified in the present work with the following metric

lu? - Vul|
t) = . 15
Bur(xt) U99,u? +u? - VUY| (15)
17 B. Base velocity: In the conventional interface instability analysis, the base velocity is assumed
w78 to be of the form U%(x) = U%(y)e,. This implies that:

i. Non-axial components of the base velocity are zero, i.e. V¢ = W% = (. Therefore, the

following part of the advection terms reduces to

q q
V‘I%+WQ%:U3-qu:0. (16)

To quantify how well these terms remain at zero the following metric is employed:

U1 - Vu?|
Anatxt) |U90,u? +u? - VU4 (a7

ii. Similarly, U?(x) is assumed to be fully developed along the jet axis (U9(x) = U(y, 2)).
This implies that,

ou?
=0
ox

u?

(18)

179 This assumption is also tested with

|u?0,U9|
t) = : 1
Onep (1) = gy ut - V0] (19)

C. Interface shape: For linear stability analysis, the interface is assumed to be described by the

superposition of various modes having the following form [3]

o)
E(x,t) = Z & exp(wt + ikx). (20)
k=—o0
180 This appearance is tested by inspection.
181 To evaluate the metrics defined above, u? and U? are required. Noting from Eq. (11) that the

182 qu(x7 t) field can be decomposed as

UY(x,t) = U(x) 4+ u’(x,t), (21)

14
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183 we perform an averaging operation, (...}, to yield
Uf(x) = (U%(x,1)). (22)
e This expression along with Eq. (21) allows us to write
w!(x,t) = Ul(x, t) — (U9(x,1)). (23)

185 Together Eq. (15) through Eq. (19) provide for a pointwise determination of Sy, Snva, and
s OBnrp. To obtain a more global metric, these quantities are integrated and averaged over a cross-

17 sectional slice of the jet, namely,

_ 1
Bri(e,t)= / B (x, £) dydz, (24a)
1251
Q%
_ 1
BNA(IE,t) = W /5NA(X,t) dydz, (24b)
1),
B
N 1
Brrp(a,t) = / / Barp(x, H)dydz, (24c)
|Qg| Qf

10 where again ¢ = [L, G]. The region Q/I; is a subset of the y-z plane that extends 3Ax into the liquid
11 phase from the a = 0.5 isoline. Analogously, the Qg also resides in y-z plane and extends 3Az into
12 the gas phase from the o = 0.5 isoline. For the internal nozzle domain, Qf; extends three cells from

103 the wall.

194 Additionally, the metrics are time-averaged as,
- 1 ty
<6NL>($) = /BNL(LL', t) dt7 (25&)
ty — i Jy,
195
S 1 ty
@) = o [ Bralet)dt, (25D)
tr —1t; Jy,
196
. 1 tf_
Greo)a) = [ Btz (25¢)
—t; J,,

17 where ¢y and ¢; have the same values given in Section 3, namely t; = 25 us and t; = 50 us.

15
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5. Results

In the results presented in the following subsections, the quasi-steady or statistically station-
ary portion of the injection event is exclusively considered. At the corresponding injection speeds
considered in the present study, the initial transient period occupies a small fraction of the total

injection duration. Also, the phenomena targetted for investigation occur within x/dy < 50.

5.1. Ezamining the Eztent of Linear Theory Assumptions

We consider first the behavior of the underlying linear components of advection. These are
presented as a function distance from the orifice exit in Fig. 7 both inside the nozzle (z < 0) and
outside the nozzle (x > 0) for the different grid resolution cases. Similar to the validation data
presented in Section 3, results for Az = 5.9 um are under-resolved and do not capture the dynamics
recorded at the finer grid resolutions. Hence, we focus our discussions on the two finer cases (Ax =
3.9 ym and 2.8 um) for the evaluation of linear advection terms, Syr, Bna, and Sypp. Due to the
development of instabilities produced by the growing shear layer, the advection term is significantly
affected. It shows an exponential dependence that is given by U%9,u? + uf - VU? = Cem™x/do)

where (7 is a constant and m = 0.89 for the finest grid.

10%p T
Internal <= External
=)
B> 108
=)
+ A
S 7
< 10§ 1
IS} /' ——Az = 5.9 um|
——Az = 3.9 um|
Az = 2.8 ym
106k ] -
-2 0 2 4

$/d()
Figure 7: Magnitude of the advection terms in the linearized equation, Ud,u + u - VU, corresponding to the liquid
phase.
With respect to growth of the non-linear term, Fig. 8 shows the axial profile of Sx1 (Eq. (15))
in both the liquid (Fig. 8a) and gas (Fig. 8b) phase. For the liquid phase, inside the nozzle (x < 0)
the terms are O(1072) and thus the advection is dominated by the linear components. In the

external domain (z > 0), the relative magnitudes rapidly rise to O(10~!) by = = 4dy. As the grid
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size is reduced, the trends show convergence. A similar behavior, but with higher magnitudes, is
observed in the gas phase. This indicates that the linearity assumption becomes questionable beyond
x = 4dy. Tt will be shown in Section 5.1.1, that in the vicinity of this region, the associated growth

of non-linearities is combined with the development of non-sinusoidal free surface disturbances.

] Liquid ] Gas
10 T T 10 f T T
—— Az = 5.9 um ——Az = 5.9 um|
——Az = 3.9 um ——Az = 3.9 um|
100. Az =28 um| 10k Az =2.8um|
/S 1 — ‘/\ 1 3 L
§ 10 /—' § 10
2 N — 2
0T — 107 =
p-\/‘
s Internal <5= External Internal <= External
10 -2 0 2 4 10 -2 0 2 4
I/d(] Z‘/d(]

(a) (b)

Figure 8: Magnitude of non-linear perturbation in the (a) liquid phase and (b) gas phase.

The trends of the non-axial velocity terms quantified by Sya are shown in Fig. 9 for the liquid
and gas phases. Inside the nozzle By is O(107!) indicating that there is a notable non-axial
component to the base velocity. This non-axial velocity component is attributed directly to the
nozzle imperfections and asymmetries. At the orifice opening the By 4 field is large enough that
ignoring its presence in linear stability analysis is questionable. Non-axial base velocity at the orifice
leads to an asymmetric free surface disturbance, which consequently affects the spray formation.
For the gas phase, the magnitude of Sya (Fig. 9b) is higher than that of the liquid phase. Bya
remains relatively small through the near-field indicating that non-axial terms are secondary to the
dominant growth of the non-linear terms.

Lastly, the results concerning the non-fully developed terms measured by Sypp are shown in
Fig. 10 for both liquid and gas phases. At the orifice opening By rp is around O(1071), especially
for the gas phase (Fig. 10b). The axial gradient discontinuity at z = 0 (at the orifice) can be
attributed to velocity profile relaxation. This relaxation is produced by a change from a no-slip to
a slip boundary condition corresponding to a change from an internal wall-bounded flow to a free
surface flow as the fluid travels out of the nozzle.

Downstream from the orifice opening Byrp appears to decrease to O(1072) for both liquid
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Figure 9: Magnitude of non-axial velocity terms in the (a) liquid phase and (b) gas phase.

and gas phases. Similar to the non-axial terms, the axially developing terms are high enough at
the orifice opening that ignoring them is questionable. This behavior is caused by significant gas
entrainment in the near orifice region (r < 2dp). Entrainment leads to non-zero gas velocities and
velocity gradients. This is seen in the high magnitudes of the non-axial velocity terms, Uf) -Vul),
and axially developing velocity terms, ©(99, U@ in Fig. 9b and Fig. 10b, respectively. Beyond the
immediate nozzle region, the magnitudes of Byrp quickly relax to much lower values ~ O(10~2)
indicating that from a linearly stability analysis perspective they can be neglected to a reasonable
approximation. It is actually the non-linear term, which grows quickly and is primarily responsible

for invalidating the assumptions employed in the stability analysis.

; Liquid ] Gas
10" T T 10" T T
——Az = 5.9 um| ——Az = 5.9 um
——Az = 3.9 um| ——Az = 3.9 um
10°F Az = 2.8 um 10°F Az = 2.8 um
T R
10°
102} 3
Internal External Internal <= External
103L ] ] 103L ] i
-2 0 2 4 -2 0 2 4
l‘/do x/do

(a)

(b)

Figure 10: Magnitude of axially-developing term in the (a) liquid phase and (b) gas phase.
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5.1.1. Surface Disturbances

The conventional view of the spray formation process embodied in spray models [12-19] consists
of a liquid, which is initially perturbed by a multitude of infinitesimal axisymmetric perturbations,
and where the fastest growing mode (governed by linear stability analysis) emerges to dominate the
disturbances. This fastest and most violent mode grows beyond the initial sinusoidal characterization
and is then responsible for the breakup of the liquid jet, i.e. it produces primary atomization. It is
tacitly assumed that during this process of surface growth from sinusoidal to highly erratic surface
shape, the underlying flow field is similarly undergoing a transition into the full non-linear regime.

We contrast this view by observing the results of simulations as depicted in Fig. 11 over four
different axial orientations. Over a distance of approximately 5 diameters from the orifice, the
surface disturbances are highly irregular with strong asymmetries, which are far from the expected
axisymmetric normal mode [20]. However, the magnitude of these disturbances is significantly
smaller than the jet diameter, and most of them are still single value functions of the radial coordinate

(the interface has not folded over itself).

along y axis

along z axis

along -y axis

' —

along -z axis 5do: 10do;
Figure 11: Near field (up to x = 10dp) jet surface morphology from four different viewing orientations. A view along
the y axis is shown at the top followed by three other views (sequential rotations of 90° about the x axis).

In the work of McCarthy and Molloy [40], it is discussed that as the flow exits the nozzle,
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thereby losing the wall constraint, turbulent lateral motion of the fluid leads to surface disturbances.
In addition to the loss of the wall constraint, complex flow development inside the nozzle due to
surface irregularities and non-symmetrical orifice shape are likely to blame for the observed level of
interface irregularity. These near-nozzle irregularities have also been reported in recent experimental
visualization as well [41-43]. The images in Fig. 11 reveal that the surface is characterized by the
presence of disturbance streaks aligned along the streamwise direction. And that slightly beyond
x/dy = 5.5, the surface shows signs of developing lobes, which force the surface to fold over itself
and become a multivalued function of the radial coordinate.

To visualize more clearly the evolving complexity of free surface disturbance within the range
4.5 < z/dy < 8 in a cross-sectional z-y plane containing the centerline, the instantaneous free surface
is compared to a Fourier fit (8 modes) in Fig. 12. While the surface remains a single value function of
rat x/dy < 5.5, it distinctly loses this quality at x/dy & 7.7. Similar lobe structures have also been
identified in the liquid jet and liquid sheet simulation work of Sirignano and co-workers [44, 45]. At
x/dy ~ 5, Section 5.1 has already established that the non-linearities have developed beyond 10%
of its linear counterpart. We see that this departure coincides with a significant level of surface
deformation, which is far more complex than the axi-symmetrical disturbances predicted by linear

theory.

100 100
—VoF interface —VoF interface
80 - -Fourier Series Fit 80 — -Fourier Series Fit

Figure 12: A cross sectional view of the near field is presented at the bottom. The two insets display the VoF
interface at two axial locations along with a Fourier series fit (8 modes) through the interface data suggested by
the mathematical form given in Eq. (20). In the first inset the wave amplitudes are small and the interface can be
represented well by a sum of sinusoidal modes. As we move downstream the interface is no longer represented by a
single-valued function of .

20



278

279

280

281

282

283

284

285

286

287

288

289

290

291

292

293

294

295

296

297

2908

299

300

301

302

303

June 14, 2018

5.2. Comparison between VoF and Linear Stability

Close to the injector orifice, specifically for z/dy < 5, the non-linearities are small enough that
a comparison can be made between the VoF simulation results and those stemming from a linear
stability analysis. It should be kept in mind that the complexity of the flow emanating from the
nozzle after its passage through its interior is significantly more complex from the standard base
flow fields presented in texts [38, 39] and subsequently analyzed via the Orr-Sommerfeld equation.
Hence, we should not expect to arrive at a perfectly consistent comparison; nevertheless, for the sake
of estimating the associated dominant wavelengths, it is instructive to perform this investigation.

The two-phase Orr-Sommerfeld solution is computed from a previously published procedure by
Deshpande et al. [10], where all dynamic and kinematic interfacial conditions are enforced. Addi-
tionally, the base liquid and gas phase boundary layers are obtained from the current simulations.
To allow for uncertainties between these boundary layer thickness values, different variations are

considered, and the corresponding wavelengths for the most violent modes are presented in Table 4.

or,
7 pm 10 pm 15 pm

Tpm | 40.8um | 57.1pym | 81.6 um
0c | 10pum | 40.8 ym | 58.3 ym | 81.6 um
15pum | 40.8pm | 58.3 pum | 87.4 um

Table 4: Wavelenghts of most unstable modes from OS calculations.

To estimate the wavelengths of the surface disturbances from the VoF simulations, various probes
are placed within 4 < z/dy < 5. As seen in Fig. 11 and documented in Section 5.1, this region of the
domain places the surface disturbances well within the linear regime. Time history of the interface
perturbation is presented in Fig. 13. The interface perturbation, denoted as {(z = 4dy,z = 0) for
instance, is the distance of the interface from its unperturbed location, (x = 4dy, y = 45 um, z =
0). Similarly, &(x = 4dp,y = 0) is the distance of the interface from its unperturbed location,
(x = 4dy, y =10, z=45um).

The &(x, 2z = 0,t) and &(x,y = 0,t) data is then analyzed in the frequency domain through a Fast
Fourier Transform. The underlying flow field predictions from VoF are interrogated revealing that
the surface disturbances are traveling at Ug = 412 ms™', and this velocity is largely constant in time.
Therefore, the wavelengths associated with the frequencies are obtained as A = Ug/f. The resulting

wavelength spectra for the data is presented in Fig. 14. It is observed that the most dominant

21



304

305

306

307

308

309

310

311

312

313

314

315

316

June 14, 2018

[=x=4d, y=01—x=5d;, y=0| —x=4d,, 2=0| —x=5d,,, z=0]
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Figure 13: Interface perturbation, &, is presented as a function of time in the z-y plane and x-z plane, at two axial
locations, x = 4dp and x = 5dp.

modes, defined here as the modes with amplitudes within 20% of the maximum amplitude, are in

the range of A = 40.4 ym to A = 71.0 pm.

x1078
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Figure 14: Frequency spectra for interface elevation data from z = 0 plane and y = 0 plane.

The Orr-Sommerfeld growth spectra, obtained as described in [10], are shown in Fig. 15. Dom-
inant modes from the VoF simulations are overlaid on the plot as a band. The fastest growing
modes from the OS calculation are in the range of 40.8 um to 87.4 um, and those from the VoF
simulations are in the range of 40.4 ym to 71.0 um. A strong overlap between the OS prediction and
the simulation data indicates that linear stability theory predicts relatively well the wavelengths of

the most unstable modes in a realistic liquid injection setup.
5.8. Implications for Primary Atomization

To provide an insightful perspective of the internal structure of the liquid jet, various cross-
sectional views of liquid fraction field («) are displayed in Fig. 16. Each of these views corresponds
to a plane that intersects the jet centerline. The images reveal that while the surface of the jet begins

to display breakup at x/dy ~ 7, the underlying liquid core remains intact. Due to the asymmetric
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Figure 15: Orr-Sommerfeld growth spectra for 3 different velocity profiles, where d¢ and 07, represent the gas and
liquid boundary layer thicknesses, respectively. From Table 4, the O-S predicts that the most unstable modes lie

between 40.8 um to 87.4 pm. The most unstable modes detected in the VoF simulations lie in the region highlighted
in blue.

flow emanating from the nozzle, the level of surface disintegration is not uniform along the azimuthal
coordinate with some sections of the jet showing more vigorous breakup than other sections at the
same axial location. However, by x/dy &~ 8, the surface is already breaking up all around the jet.
This relatively near nozzle location for breakup is much closer than the location where the entire
jet breakups, or by definition the location of primary atomization. Fig. 17 presents a time history
of the length of the intact liquid core, which provides instantaneous information of the primary
atomization region. It lies approximately between x/dg = 30 and x/dy = 40, with a mean value of
x/dy = 37.8 diameters.

The fact that the flow has become highly non-linear and that the surface of the jet undergoes
breakup relatively close to the nozzle is in contrast with the fact that the liquid core remains
intact until much further downstream. This observation calls to question the conventional view
of the atomization process [2—4], inherited widely in spray models, where the most unstable mode
predicted by linear stability analysis is viewed as the responsible agent for completely fragmenting
the liquid jet.

The current simulations and analysis show that the most unstable modes do exist under the
present conditions, but that their action is limited to the breakup of the surface of the jet, not in
cutting it off completely. Hence, they are not directly associated with primary atomization. This is
also in agreement with previous observations presented for the case of an injected liquid sheet [10],

where it was reported that the most unstable OS modes have length scales that are two to three
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Figure 16: Computational images of the near-field jet breakup corresponding to orientations along the y-axis, z-axis,
and midpoint point axis between the z and y axes. The images show surface breakup beginning at z/dog =~ 7.
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Figure 17: Time history of the intact core length, defined as the maximum liquid length that is topologically connected
to the orifice. The mean L/dy = 37.8, and the standard deviation, \/[(L/do) — L/do]? = 3.2.

orders of magnitude smaller than the sheet thickness and are thus responsible for atomizing the
surface of the sheet, but not the sheet itself. Similar findings have been reported by Marmottant
and Villermaux [46], albeit under significantly different configurations. Marmottant and Villermaux
employed a coaxial jet arrangement and reported an initial instability followed by a secondary one

responsible for primary atomization. Fig. 18 presents an illustration of the process.
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z/dy = 37.8+3.2

ww\\v@y&;g\;&‘éﬁ}*ﬁ: =,

Figure 18: Two instantaneous images of the jet breakup, with viewing directions oriented along the y and the z axis,
are presented here. The image highlights 3 distinct parts of the atomization process. Linear modes of the surface
disturbances exist initially up to x/dg = 7. Further downstream, the dominant modes grow and breakup the surface,
but the liquid core remains unpreturbed. Finally primary atomization, or the complete destruction of the liquid core
is observed around x/dg = 37.8.

6. Conclusions

After successfully comparing high-resolution simulation data to recent X-ray radiography mea-
surements [33, 36], the extent of the linearity treatment and accompanying assumptions in spray
models is investigated. It is found that non-axial flow and non-fully developed conditions are present
right at the orifice location, but that these do not show signs of significant growth (exponential). It
is actually, the non-linear flow development that exhibits the greatest and sustained growth, where
it is shown that at 4 diameters downstream, it is already approximately 10% of the linear advection
part. Similarly, the conventionally assumed sinusoidal surface disturbances are largely absent, and
the surface of the jet is irregularly distorted right from the start of the external domain. These
disturbances lead to interface folding over itself at x/dy ~ 7 and subsequent formation of small
ligaments and drops. Due to the real flow conditions emanating from the orifice, as opposed to
idealistic conditions of steady and spatially uniform flow, these characteristics are expected.

Comparing the wavelength of the most unstable modes between the OS linear stability predictions
and VoF simulations, the results show reasonably agreement being mindful of the fact that the real
base flow field is not the same as the conventional one adopted in OS analysis. Even though these
initial disturbance modes are clearly the most unstable, they are not sufficiently large to completely
rupture the jet. Their impact is limited to stripping off the surface of the liquid jet, while the jet
core remains unperturbed. This surface stripping is found to start somewhere between z/dy = 7 and
x/dp = 10, whereas the jet core undergoes complete atomization at a mean value of x/dy = 37.8, i.e.
approximately 30 diameters downstream. A subsequent mode develops once the flow has become

fully-nonlinear, and it is this more violent process that leads to primary atomization. Similar
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observations have been reported in the literature for liquid sheet undergoing atomization [10] and
for a liquid jet in a co-axial configuration exposed to a fast moving air stream [46].

A key outcome from this work questions the validity of the common spray model assumptions
linking linear stability with primary atomization, at least for realistic cases such as the present
one using Spray A. A related question centers on the level of agreement typically reported between
spray model predictions and experiments concerning liquid penetration vs. time. This level of error
is usually well below 5%, which would tend to confirm the applicability of linear stability theory.
However, it should be kept in mind that the practical application of this theory is combined with
the introduction of a good number of modeling constants [4], and that these constants have been
fined-tuned over the years to match experimental data. Thus, the level of agreement reported is
not really a validation of linear-stability-theory based models, but rather a confirmation that the
constants have been appropriately optimized.

Similar conclusions questioning the validity of the linear stability rooted in the KH analysis
and its adoption into breakup models have recently been presented by Kastengren et al. [41]. Their
reasoning revolved around the absence of nano-scale droplet population in their measurements, which
is predicted by KH. This extremely small droplet size distribution emanates from an infinitely sharp
boundary layer at the interface, i.e. a discontinuous velocity field. In fact, predictions from the more
general OS [10], which includes viscosity effects, reveal that as the boundary layer is thickened the
length scale of the most unstable mode, and the associated droplets emanating from them, grow
noticeably in size. Hence, we can have droplets of much larger size than the KH generated nano-
droplets, but the dynamics can still be completely governed by the breakup of the most unstable
modes of linear stability theory. What the present work suggests is that even these larger scales
disturbances predicted by linear stability theory do not fracture the liquid core. Their influence is

restricted to the surface.
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