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Abstract

The common Lagrangian-Eulerian modeling of liquid sprays is largely based on linear stability

theory, where the associated growth rates and most unstable wavelengths are used in prescribing

initial Lagrangian droplet characteristics. Using highly-resolved VoF simulations, the present work

is aimed at examining the extent to which this linear stability and associated flow characteristics

hold in a realistic spray configuration under normal operating conditions using the ECN spray A

geometry. This involves a comparison between linear stability wavelength predictions, originating

from two-phase Orr-Sommerfeld solutions, and those obtained from the VoF simulations. The results

show that within the first 4 diameters beyond the orifice, the non-linear components of the Navier-

Stokes have grown to 10% of the corresponding linear part in both the liquid and the gas phase, and

continue to grow exponentially. The non-axial and non-fully developed flow profiles are particularly

significant even within one diameter but do not develop as strongly as the non-linear components.

Linear stability theory is able to adequately capture the initial surface disturbances, and there is

reasonable agreement with VoF simulations, despite the fact that the base flow is not exactly the

conventional one. A main finding from the work shows that while the most unstable modes are

captured in the simulations and agree with theoretical predictions, these modes are not directly

responsible for fragmenting the liquid core or causing primary atomization. Their action is limited

to breaking up the surface of the jet, while the liquid core of the jet remains intact for another 20

jet diameters downstream.
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1. Introduction1

Primary atomization in sprays, defined as the complete fragmentation of a liquid jet, has been2

the subject of a large number of research efforts [1–3] due in part to its practical relevance in fuel3

injection [4]. Apart from some recent DNS-type studies [5–11] that resolve and sharply capture the4

liquid-gas interface at a high computational expense, the vast majority of atomization calculations5

have relied on models to describe relevant physics. Under this modeling approach, the computational6

expense is significantly reduced, but the atomization process is completely under-resolved, which puts7

a heavy reliance on the performance of spray breakup models. Commonly, these breakup models8

are combined with a Lagrangian-Eulerian description of the resulting spray, and this approach has9

dominated spray modeling for the last 20-30 years [12–19]. In fact, it currently has been incorporated10

into commercial engine CFD codes including converge cfd, ansys-forte, star-cd, and avl-11

fire.12

A common procedure for developing breakup models is based on linear stability theory [20, 21]13

along with corresponding atomization models, which dictate how the most unstable modes transition14

into droplets. As documented in the literature [22, 23], it is well established that linear theory has15

achieved success in predicting the most unstable modes in various canonical two-phase flows, such as16

liquid sheets, cylindrical jets, annular jets, liquid films, and liquid threads. For these flows, the initial17

configuration and identification of the base state is well characterized and often the associated flows18

are completely laminar. However, even for cases having higher Reynolds number the predictions from19

instability theory have been found to agree well with experiments and highly-resolved simulations. A20

notable example is the study by Fuster et al. [24] concerning co-flowing sheets, where the predictions21

of the most unstable frequency generated from linear theory agree relatively well with experiments22

in addition to predicting correctly the transition from convective to absolute instability.23

Perhaps, motivated by the success of linear theory in predicting various breakup phenomena, it24

has been used as a fundamental tool for the development of breakup models for sprays occurring at25

much larger Reynolds numbers and influenced by more complicated physics [20, 21]. In particular26

in automotive sprays, e.g. Diesel sprays, the liquid based Reynolds number is generally O(104) �27

O(105) putting the jet breakup phenomena well into the turbulent and full atomization regimes [25].28

Also, the nozzles are often well below 1 mm in diameter, which implies that the internal wall29

surface imperfections and roughness play an important role in conditioning the flow prior to its exit.30
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Under certain conditions, the pressure environment is such that cavitation occurs within the nozzle31

further complicating the physics. Nevertheless, in spite of these complications, the breakup models32

have achieved relatively good agreement with experiments provided the modeling constants are well33

calibrated. In view of the complications associated with realistic spray configurations, a closer look34

at the underlying characteristics in regards to the linear stability theory is warranted. This closer35

look is provided in the present work using highly-resolved simulations based on a Volume-of-Fluid36

(VoF) methodology. In this spirit the present work aims to accomplish the following three goals.37

First, we are interested in investigating the extent of the validity of the underlying linear stability38

assumptions. Explicitly, in a linearized analysis of liquid injection, the velocity perturbations are39

assumed to be small, the base velocity is assumed to be completely axial and fully developed,40

and the liquid surface is described by a superposition of sinusoidal modes. The second goal is41

estimating whether the most unstable modes originating from the linear regime and calculated via42

Orr-Sommerfeld agree with the more detailed VoF simulations. And for the third goal, it is examined43

whether these most violent perturbations are actually responsible for the fragmentation of the jet.44

This is a more fundamental question, since depending on the results, it can confirm or call to question45

the applicability of existing approaches for modeling breakup or atomization. To accurately capture46

the effects of nozzle imperfections and surface roughness, the Engine Combustion Network’s1 (ECN)47

SprayA nozzle configuration is employed with a fine, boundary-fitted grid. This is in contrast to48

external-only simulations [5–8, 10] and simulations with idealistic inflow conditions [11].49

The paper is organized as follows. In Section 2, a description of the VoF methodology employed50

is given along with a presentation of the injector nozzle geometry. The computational methodology51

is validated in Section 3 against X-ray radiography measurements. In Section 4, the derivation of52

the linearized system that forms the basis of the breakup models is summarized and the assumptions53

in the theory are formally introduced. The results are then presented in Section 5 beginning with54

the analysis of the extent of the linear region, the comparison of linear stability theory with VoF55

simulations, and the implications for primary atomization. The findings of the work and final56

thoughts are discussed in Section 6.57

1https://ecn.sandia.gov/
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2. Description of Numerical Method and Jet Configuration58

2.1. Computational Method59

The VoF simulations reported in this paper are performed with an algebraic solver, interFoam,60

which forms a part of a larger open-source distribution of computational mechanics solvers and C++61

libraries of OpenFOAM®2. The solver is based on a finite volume discretization on collocated grids62

for the solution of two-phase incompressible flows. A thorough evaluation of solver performance63

with respect to a broad range of two-phase flows is reported in our previous publication [26]. The64

evaluation was based on the performance with respect to kinematics of advection, dynamics in65

inertia dominated regime, and dynamics in the surface tension dominated regime. An abbreviated66

description is provided here; a more detailed explanation can be found in Ref. [26].67

The first part of the solution consists of advecting the liquid fraction field, α, by solving the68

following conservation equation,69

∂α

∂t
+r · (Ũα) = 0, (1)

where Ũ is the velocity field. The liquid fraction represents the volume fraction of liquid occupying70

a given computational cell, Ωi, i 2 [1, Ncells]. The discrete version of this equation is71

αn+1 � αn

∆t
+

1

|Ωi|

X

f∈∂Ωi

(Fu + λMFc) = 0, (2)

where the fluxes are defined as72

Fu = φn
fα

n
f,upwind and Fc = φn

fα
n
f + φn

rfα
n
rf (1� αn

rf )� Fu. (3)

Here n denotes time level, subscript f refers to a cell-face quantity, φn
f = Ũn

f · Sf , and Sf is the73

outward normal vector corresponding to a given cell (not normalized). Since velocity (as well as α)74

are cell-centered quantities, Ũn
f is obtained by weighted-averaging from cells sharing the given face.75

In the flux term, Fu, the upwind value for the liquid fraction is denoted by αn
f,upwind. With respect to76

Fc, α
n
f is determined from the second order vanLeer scheme [27]. The remaining quantities represent77

the compressive flux, i.e. φn
rfα

n
rf (1� αn

rf ), where78

φn
rf = min

f 0∈Ωi

✓
|φn

f 0 |

|Sf 0 |
, Ũrf,max

◆

(nf · Sf ), and Ũrf,max = max
f∈Ω


|φn

f |

|Sf |

�

. (4)

This compressive flux is used to mitigate the effects of numerical diffusion that would occur as a79

2http://www.openfoam.com
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result of the sharp gradients in α in the interfacial region. Lastly, the variable αn
rf is obtained80

using the interfaceCompression scheme native to OpenFOAM [26, 28]. In numerical tests con-81

cerning the advection of a discontinuous profile, such as the α field, the treatment given above82

performs noticeably better than TVD schemes with regards to the preservation of the sharpness of83

the discontinuity.84

With respect to momentum, the following equation is solved

∂ρŨ

∂t
+r · (ρŨ⌦ Ũ) = �rpd +

h

r · (µrŨ) +rŨ ·rµ
i

�g ·xrρ+

Z

Γ(t)

σκδ(x�xs)ndΓ(xs),

(5)

where the surface tension coefficient is given by σ, local curvature by κ, the gas-liquid interface by85

Γ(t), the 3D Dirac Delta function by δ(x � xs), and xs is the integration variable over Γ(t). The86

Continuum Surface Tension model [29] is employed, namely87

Z

Γ∩Ωi

σκδ(x� xs)ndΓ(xs) =

Z

Ωi

σκrαdV. (6)

In the predictor step, the density and viscosity fields are regularized according to88

ρ = ρlα+ ρg(1� α) and µ = µlα+ µg(1� α). (7)

The solution of the momentum equation is obtained via a PISO [30] iteration procedure. A89

predictor velocity is first constructed and then corrected to ensure momentum balance and mass90

continuity. Explicit formulation of the predictor velocity is a two step process, where first the viscous,91

advective and temporal terms in the momentum equation are used to generate a cell centered vector92

field, which is then projected to cell faces using a second order scheme. Contributions from surface93

tension and gravity terms are then added, concluding the predictor formulation. This procedure94

enforces a consistent discretization of surface tension and pressure gradient [26, 31].95

Within the correction procedure, the pressure contribution is added to the flux of predictor96

velocity, and mass conservation is invoked to yield a Poisson equation for pressure. The linear97

system is then solved using a Preconditioned Conjugate Gradient method, with Diagonal Incomplete98

Cholesky as the preconditioner. In the present work we have used three PISO steps to arrive at99

predictions for (Ũn+1, pdn+1).100
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Three different grid levels have been employed in this study, with the mean grid size in the spray117

region having a respective value of ∆x = {5.9µm, 3.9µm, 2.8µm}. There are 20, 31, and 40 cells118

across the nozzle for the coarsest, medium, and finest grids, respectively. The corresponding size119

distribution is displayed in Fig. 4 and shows that the cell sizes are closely distributed around their120

respective mean values. In this part of the domain all computational cells are hexahedral. Away121

from the spray region, in the farfield domain, unstructured cells are employed having much larger122

size as illustrated in Fig. 2a. In all calculations presented, the x coordinate is aligned with the123

jet axis and the origin is placed at the centroid of the orifice opening. The y axis is aligned with124

the transverse direction and the z axis is aligned with the spanwise direction as depicted in Fig. 2.125

Additionally, in Fig. 3, a representative result from the simulation is displayed showing the first 40126

diameters from the injector nozzle.127

For this study, all simulations have been performed at experimental conditions reported in [33],128

which adhere to the ECN specifications5. The ambient gas is N2 at 343K, and the fuel is n-dodecane129

at 303K. Under these conditions and for the convergent nozzle geometry of the ECN Spray A case,130

vaporization and/or cavitation is not present [32, 34, 35]. Table 1 summarizes the fluid and flow131

properties used, and Table 2 presents the respective values of the key non-dimensional quantities.132

In the present simulations the inlet flow velocity (upstream of the nozzle) is specified such that the133

jet velocity at the orifice opening is 412m/s to match the experimentally measured value [33].

ρl ρg νl νg σ Uinj

(kg/m3) (kg/m3) (m2/s) (m2/s) (N/m) (m/s)

715 22.8 1.007⇥ 10−6 1.79⇥ 10−5 0.021 412

Table 1: Fluid properties.

Rel Wel Ohl ρl/ρg

(UinjD/νl) (ρlU
2
injD/σ) (We

1/2
l /Rel) . . .

36,822 5.2⇥ 105 1.9⇥ 10−2 31.36

Table 2: Values for relevant non-dimensional quantities.

134

5https://ecn.sandia.gov/diesel-spray-combustion/target-condition/spray-ab/
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given by

Φy(x, z) = ρl

Z ∞

−∞

hα(x, y, z)i dy, (8a)

Φz(x, y) = ρl

Z ∞

−∞

hα(x, y, z)i dz. (8b)

All computational data is reported in the form of temporally-averaged values, recognizing the

fact that beyond the initial transient the process is statistically stationary. The time integration for

relevant quantities, e.g. α, is given by

hα(x, y, z)i =
1

tf � ti

Z tf

ti

α(x, y, z, t) dt, (9)

where ti = 25µs and tf = 50µs to ensure statistical convergence.136

Quantitative comparisons of computed PMD against streamline centerline experimental [36] and137

transverse [33] measurements are presented. The centerline comparison is shown in Fig. 5, where138

the level of agreement for the finer grids is appreciably better than the coarse grid case (∆x=5.9µm).139

To quantify the discrepancy, the mean relative error, EΦ, defined as140

EΦ =
1

N

NX

i=1

|Φnum,i � Φexp,i|

Φexp,x=0
, (10)

is reported in Table 3. Here the subscript ‘num’ and ‘exp’ refer to numerical and experimental141

values, respectively, and N is the total number of data points.142

For Φz, shown in Fig. 5a, computational results for the finer grids (∆x = 3.9µm and 2.8µm) have143

an associated error below 5% for both cases. The error for the coarser case (∆x = 5.9µm) is higher144

at around 10%. Due to the expected spray asymmetry, as discussed in experimental findings [33],145

Φy 6= Φz, and while the trends in Φy (Fig. 5b) are similar to those in Φz (Fig. 5a), the values are146

different. This discrepancy between Φy and Φz peaks for the ∆x = 5.9µm case between x = 0.5mm147

and 3mm.148

To inspect the radial distribution of mass at different axial locations, Fig. 6 presents Φz profiles149

as a function of the y coordinate. As noted in Section 2.2, the spray axis is offset from the injector150

axis [32]. To correct for this offset the experimental spray axis has been aligned with the measured151

peak in the comparisons shown. Even though, Φy, is not provided for the sake of keeping the paper152

relatively short, the level of agreement with experiments is very similar to that of Φz.153
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field (lower case) decomposition [38]. For velocity we have

Ũq(x, t) = Uq(x) + uq(x, t), (11)

and for pressure

P̃ q(x, t) = P q(x) + pq(x, t), (12)

where (Ũ, P̃ ) denote the instantaneous velocity and pressure fields, ν is the kinematic viscosity, and170

the superscript q denotes either the liquid (L) or gas phase (G); U = (U, V,W ); and u = (u, v, w).171

Furthermore, the velocity fields can be rewritten in terms of axial terms, along the x coordinate,172

and a non-axial component or orthogonal component, i.e. u = u⊥ + uex, and U = U⊥ + Uex (ex173

is the unit vector in the x-direction).174

Substituting the previous decomposition into the incompressible form of the Navier-Stokes equa-

tion and recognizing that the base flow field automatically satisfies this equation yields an expression

for the perturbed fields

∂uq

∂t
+ U q∂xu

q + u
q
⊥
·rUq

| {z }

advection terms present
in the convential system

+

Non-Linear
Perturbation
z }| {

uq ·ruq +

Non-Axial
Velocity
(Eq. (16))
z }| {

U
q
⊥
·ruq +

Axially Developing
Velocity
(Eq. (18))
z }| {

uq∂xU
q

| {z }

advection terms ignored in the conventional system

= �
1

ρq
rpq + νqr2uq.

(13)

This expression represents the full form of the governing equation for (uq, pq). In the governing

equation commonly seen in linear-stability analyses [38, 39] many of the above terms are ignored (as

indicated in Eq. (13)) resulting in the following reduced or conventional form for the PDE governing

the perturbed fields

∂uq

∂t
+ Uq∂xu

q + u
q
⊥
·rUq = �

1

ρq
rpq + νqr2uq. (14)

Elaborating on the omitted terms from Eq. (13) as well as other assumptions employed in linear-175

stability analysis, we have the following:176

A. Non-linear advection: The velocity perturbations are assumed to be small compared to

the base velocity (O(uq) ⌧ O(Uq)). Therefore, the non-linear perturbation terms are ignored.

13
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This is quantified in the present work with the following metric

βNL(x, t) =
|uq ·ruq|

|U q∂xuq + u
q
⊥
·rUq|

. (15)

B. Base velocity: In the conventional interface instability analysis, the base velocity is assumed177

to be of the form Uq(x) = U q(y)ex. This implies that:178

i. Non-axial components of the base velocity are zero, i.e. V q = W q = 0. Therefore, the

following part of the advection terms reduces to

V q ∂u
q

∂y
+W q ∂u

q

∂z
= U

q
⊥
·ruq = 0. (16)

To quantify how well these terms remain at zero the following metric is employed:

βNA(x, t) =
|Uq

⊥
·ruq|

|U q∂xuq + u
q
⊥
·rUq|

. (17)

ii. Similarly, Uq(x) is assumed to be fully developed along the jet axis (Uq(x) = Uq(y, z)).

This implies that,

uq ∂U
q

∂x
= 0. (18)

This assumption is also tested with179

βNFD(x, t) =
|uq∂xU

q|

|Uq∂xuq + u
q
⊥
·rUq|

. (19)

C. Interface shape: For linear stability analysis, the interface is assumed to be described by the

superposition of various modes having the following form [3]

ξ(x, t) =

∞X

k=−∞

ξk exp(ωt+ ikx). (20)

This appearance is tested by inspection.180

To evaluate the metrics defined above, uq and Uq are required. Noting from Eq. (11) that the181

Ũq(x, t) field can be decomposed as182

Ũq(x, t) = Uq(x) + uq(x, t), (21)

14
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we perform an averaging operation, h. . . i, to yield183

Uq(x) = hŨq(x, t)i. (22)

This expression along with Eq. (21) allows us to write184

uq(x, t) = Ũq(x, t)� hŨq(x, t)i. (23)

Together Eq. (15) through Eq. (19) provide for a pointwise determination of βNL, βNA, and185

βNFD. To obtain a more global metric, these quantities are integrated and averaged over a cross-186

sectional slice of the jet, namely,187

βNL(x, t) =
1

|Ωq
β |

ZZ

Ω
q

β

βNL(x, t) dydz, (24a)

188

βNA(x, t) =
1

|Ωq
β |

ZZ

Ω
q

β

βNA(x, t) dydz, (24b)

189

βNFD(x, t) =
1

|Ωq
β |

ZZ

Ω
q

β

βNFD(x, t)dydz, (24c)

where again q = [L,G]. The region Ω
L
β is a subset of the y-z plane that extends 3∆x into the liquid190

phase from the α = 0.5 isoline. Analogously, the Ω
G
β also resides in y-z plane and extends 3∆x into191

the gas phase from the α = 0.5 isoline. For the internal nozzle domain, ΩL
β extends three cells from192

the wall.193

Additionally, the metrics are time-averaged as,194

hβNLi(x) =
1

tf � ti

Z tf

ti

βNL(x, t) dt, (25a)

195

hβNAi(x) =
1

tf � ti

Z tf

ti

βNA(x, t) dt, (25b)

196

hβNFDi(x) =
1

tf � ti

Z tf

ti

βNFD(x, t) dt, (25c)

where tf and ti have the same values given in Section 3, namely ti = 25µs and tf = 50µs.197

15
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5.2. Comparison between VoF and Linear Stability278

Close to the injector orifice, specifically for x/d0  5, the non-linearities are small enough that279

a comparison can be made between the VoF simulation results and those stemming from a linear280

stability analysis. It should be kept in mind that the complexity of the flow emanating from the281

nozzle after its passage through its interior is significantly more complex from the standard base282

flow fields presented in texts [38, 39] and subsequently analyzed via the Orr-Sommerfeld equation.283

Hence, we should not expect to arrive at a perfectly consistent comparison; nevertheless, for the sake284

of estimating the associated dominant wavelengths, it is instructive to perform this investigation.285

The two-phase Orr-Sommerfeld solution is computed from a previously published procedure by286

Deshpande et al. [10], where all dynamic and kinematic interfacial conditions are enforced. Addi-287

tionally, the base liquid and gas phase boundary layers are obtained from the current simulations.288

To allow for uncertainties between these boundary layer thickness values, different variations are289

considered, and the corresponding wavelengths for the most violent modes are presented in Table 4.290

δL
7µm 10µm 15µm

7µm 40.8µm 57.1µm 81.6µm
δG 10µm 40.8µm 58.3µm 81.6µm

15µm 40.8µm 58.3µm 87.4µm

Table 4: Wavelenghts of most unstable modes from OS calculations.

291

To estimate the wavelengths of the surface disturbances from the VoF simulations, various probes292

are placed within 4 < x/d0 < 5. As seen in Fig. 11 and documented in Section 5.1, this region of the293

domain places the surface disturbances well within the linear regime. Time history of the interface294

perturbation is presented in Fig. 13. The interface perturbation, denoted as ξ(x = 4d0, z = 0) for295

instance, is the distance of the interface from its unperturbed location, (x = 4d0, y = 45µm, z =296

0). Similarly, ξ(x = 4d0, y = 0) is the distance of the interface from its unperturbed location,297

(x = 4d0, y = 0, z = 45µm).298

The ξ(x, z = 0, t) and ξ(x, y = 0, t) data is then analyzed in the frequency domain through a Fast299

Fourier Transform. The underlying flow field predictions from VoF are interrogated revealing that300

the surface disturbances are traveling at Uξ = 412 ms−1, and this velocity is largely constant in time.301

Therefore, the wavelengths associated with the frequencies are obtained as λ = Uξ/f . The resulting302

wavelength spectra for the data is presented in Fig. 14. It is observed that the most dominant303

21
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observations have been reported in the literature for liquid sheet undergoing atomization [10] and362

for a liquid jet in a co-axial configuration exposed to a fast moving air stream [46].363

A key outcome from this work questions the validity of the common spray model assumptions364

linking linear stability with primary atomization, at least for realistic cases such as the present365

one using Spray A. A related question centers on the level of agreement typically reported between366

spray model predictions and experiments concerning liquid penetration vs. time. This level of error367

is usually well below 5%, which would tend to confirm the applicability of linear stability theory.368

However, it should be kept in mind that the practical application of this theory is combined with369

the introduction of a good number of modeling constants [4], and that these constants have been370

fined-tuned over the years to match experimental data. Thus, the level of agreement reported is371

not really a validation of linear-stability-theory based models, but rather a confirmation that the372

constants have been appropriately optimized.373

Similar conclusions questioning the validity of the linear stability rooted in the KH analysis374

and its adoption into breakup models have recently been presented by Kastengren et al. [41]. Their375

reasoning revolved around the absence of nano-scale droplet population in their measurements, which376

is predicted by KH. This extremely small droplet size distribution emanates from an infinitely sharp377

boundary layer at the interface, i.e. a discontinuous velocity field. In fact, predictions from the more378

general OS [10], which includes viscosity effects, reveal that as the boundary layer is thickened the379

length scale of the most unstable mode, and the associated droplets emanating from them, grow380

noticeably in size. Hence, we can have droplets of much larger size than the KH generated nano-381

droplets, but the dynamics can still be completely governed by the breakup of the most unstable382

modes of linear stability theory. What the present work suggests is that even these larger scales383

disturbances predicted by linear stability theory do not fracture the liquid core. Their influence is384

restricted to the surface.385
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