
 

FEATURE ARTICLE: Scientific Data Sharing 

A Cyberplatform for 

Sharing Scientific 

Research Data at 

DataCenterHub 

DataCenterHub is a new solution for preserving, 

sharing, and discovering data produced by scientific 

research. Datasets are organized by experiments, 

with a simple common structure for metadata, file 

collections, and key parameters. Researchers 

associate annotations, reports, media, and 

measurements to each experiment, and interactive 

viewers interpret data by type and use so that they 

can be investigated before downloading. Parameters 

are extracted for discovery of key data otherwise 

hidden in files. DataCenterHub provides an 

alternative discipline-neutral solution, with the goal of 

helping researchers classify and share data for easy 

discovery and exploration. 

The preservation of scientific research data has long been a key need of the research commu-

nity.1 Whether generated by large multi-institutional groups collaborating on funded projects or 

by a single graduate student writing a thesis, any dataset has the potential to shape and direct fu-

ture research. Preservation is only one element of the data solution, however. Data that are ar-

chived but not shared lose all value for the broader research community, and shared data that 

cannot be discovered and explored easily will not have the benefit or impact that is the essential 

aim of data sharing. Data upload that is user-friendly, flexible, and comprehensive is a critical 

requirement for data sharing; but ease of discovery and exploration is equally important. Data 

that are hidden inside zip files, repositories that must be downloaded to be investigated, and data 
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collections that are not organized to clearly represent research activities do not offer the kind of 

access and usability that communities need to realize the true benefits of shared research data. 

Several areas of research have invested heavily in customized environments for data archiving 

and viewing. For example, sites like the Encode Genome Browser2 and the National Center for 

Biotechnology Information (www.ncbi.nlm.nih.gov)3 are customized for genomic research and 

are very useful for that community. But most disciplines do not have full-service, customized 

solutions for sharing research data. A discipline-neutral platform is needed to serve these com-

munities. If the platform also provides powerful methods for data discovery, exploration, and 

comparison, it offers some advantages over customized solutions because it facilitates viewing 

and study across disciplines. 

A broad body of research addresses both customized and discipline-neutral data sharing reposito-

ries. The Registry of Research Repositories (www.re3data.org) has cataloged more than 1,500 

repositories. Our contribution to this field is a unique, comprehensive discipline-neutral repre-

sentation for research data that encompasses both structured data and repository files. DataCen-

terHub provides a simple structure and feature-rich web platform for dataset upload, sharing, and 

discovery that addresses the following needs: 

• Self-serve platform where data from any scientific discipline can be uploaded, shared, 

and explored. 

• Standards for organizing research data based on experiments, which are collections of 

structured and unstructured data, repositories of files, metadata, and user-defined param-

eter sets. Experiments are assigned bibliographic metadata, keywords, and spatial and 

temporal information.  

• Simple process for uploading research datasets, with features for easy assignment of 

metadata, bulk upload of data and files, annotation, data classification, and customizable 

parameter sets. 

• Repository files connected to experiments so that each file inherits all experiment 

metadata. Uploaded files are automatically classified by type (media, reports, drawings, 

data), and keyword extraction based on file content can be enabled. 

• Interactive web interfaces to view, navigate, and search published experiments through 

unique “dataviews,” with support for comparing experiments both within and across da-

tasets. 

• Specialized viewers that are launched based on data type, such as media galleries, view-

ers to explore user-defined parameter sets, and maps for spatial data with markers that 

display metadata at that location. 

Datasets are defined as annotated experiments, with direct linkage of structured data and file col-

lections to the experiments from which they were generated or assembled. For structured data, 

we present an interactive tabular view of the data that supports numeric and text filtering, search, 

and navigation—with drill-down views that display additional dimensions of the data in more 

detail. File collections have data types that are interpreted by the platform to launch type-specific 

exploration tools, for example: 

• File collections of type “media” (photos, drawings, videos, images, and so on) have in-

teractive viewers which display, play, and download files, with thumbnails for naviga-

tion and annotations for investigation. 

• File collections of type “data” (CSV files, text files, and so on) have interactive explor-

ers to search, view, and download files. The data explorer can also launch computa-

tional tools that operate on data in the file and present results or graphs. 

The goal of our data platform is to provide a simple, common structure for scientific data and 

metadata. We offer a self-serve, discipline-neutral platform available to all researchers for pre-

serving, sharing, and exploring scientific data in a way that more accurately represents research 

activity organization. 
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RELATED WORK 

There is a growing interest in data sharing platforms that support preservation and exploration of 

research data. A large number of resources and publicly available systems exist, with diverse fo-

cus, goals, and capabilities. We briefly discuss several widely used systems and compare their 

coverage of research data types to that offered by DataCenterHub. 

Figshare4 is a popular platform that provides excellent features for file upload and keyword 

searching, and it offers citable sources for its collection of research outputs. However, users can-

not archive and associate searchable structured data to their figshare research outputs, and nearly 

half of uploaded outputs consist of a single file, most often a spreadsheet.  

Dryad5 is a platform where users can make research data publicly available and link those data to 

published literature. Data packages are assigned keywords, abstracts, and spatial and temporal 

information. However, data can only be downloaded, and online exploration is not supported. 

SQLShare6 provides its users with interfaces to upload, share, and manipulate research data. 

Each dataset is essentially a spreadsheet; once uploaded, users can write and run SQL queries on 

these spreadsheets and share the results. DataHub7 from MIT is an installable framework for re-

search data sharing. Users can install, manage, and run their own data sharing platform using this 

framework. Users view data in tabular formats and can write, save, run, and share SQL queries. 

It also provides analytical tools and charts for data visualization. These three systems sup-

port data sharing for CSV, text, or JSON files only, whereas DataCenterHub places no re-

strictions on the file types that can be uploaded, shared, and explored. 

CKAN8 and DKAN9 are two popular open source data management platforms. Users can install 

and customize these platforms to build their own data management websites. Both platforms of-

fer a full suite of cataloging, publishing, and visualization features that allows users to easily 

share data with the public. However, the query interface requires several clicks to get to the 

stored data, and comparison across multiple datasets is limited. With DataCenterHub, scientific 

data, experiments, and file collections are linked to each other in a clear way, with instant, direct 

access to files, and user-friendly query, exploration, and comparison capabilities across datasets. 

SciServer10 is a fully integrated cyberinfrastructure system which enables researchers to share 

and analyze big data. It allows researchers to work with terabytes or petabytes of scientific data, 

without needing to download large datasets. This system provides significant data analytics ca-

pabilities, and users need specialized knowledge to use the tools and querying features. 

BACKGROUND 

For nearly two decades, Purdue University’s HUBzero cyberinfrastructure11 has enabled web-

based collaboration, educational outreach, and sharing of tools and resources for more than 50 

hubs across diverse knowledge domains, with a combined audience of more than three million 

visitors per year. HUBzero provides a complete development and deployment environment for 

creating and publishing web-based computational tools—with job submission to XSEDE,12 Dia-

Grid,13 and local clusters for high-performance computing. HUBzero users can also upload their 

own content and manage access, tagging, and presentation through user-friendly self-guided ser-

vices. Content consists of educational and outreach resources, training courses, publications, and 

presentations. HUBzero also offers wish lists (for requesting features), ticketing (to report prob-

lems and track solutions), usage metrics (to identify usage patterns), discussion forums, and re-

views. 

In 2009, we developed data components for the HUBzero cyberinfrastructure to serve as a foun-

dation for creating customized data solutions. The components provided advanced technologies 

to support a full range of data capabilities to define, create, populate, explore, and maintain cus-

tom-built medical and scientific databases that included structured data and repositories of files. 

Our data technologies support 

• data collection—customized forms, formatted spreadsheets, annotation, and tagging for 

data and files, processing to import and merge data from external sources; and  
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• data exploration—customizable joining and processing of data from across databases 

and file repositories for display as interactive tabular “dataviews,” where users can 

search, audit, review, sort, and download data and analytics, with extensions for graphs 

and maps. 

Our data solutions offer an integrated environment for databases, repositories, tools, and re-

sources that support a collaborative end-to-end research workflow. The open architecture of the 

data components facilitates the creation and seamless integration of new services and technolo-

gies required for new kinds of research data. For example, we added data auditing and data-com-

pleteness algorithms to our collection framework when needed for clinical patient data, and we 

added map support to our data exploration framework for earthquake disaster data.  

Table 1 identifies some of the database systems we designed, developed, and delivered to sup-

port collaborative research. The database systems combine standard and customized components 

of our data technologies.14–31 

In 2014, we began exploring the concept of self-serve databases for the HUBzero cyberinfra-

structure. A prototype was developed as part of our work on NEEShub.32 Our work with re-

searchers on customized data solutions for medical and scientific databases, together with our 

work on the NEEShub self-serve database, was important preparation for development of our 

data sharing platform, now available at DataCenterHub (datacenterhub.org). 

In Figure 1, a DataCenterHub dataview shows the integration of disaster data collected by recon-

naissance teams on buildings impacted by the 2015 Nepal earthquake. The dataview offers build-

ing name “drill-down” to details for building properties and damage assessment (structured 

data); links to file repositories that include images, drawings, and other reconnaissance data (file 

collections); and analysis results (vulnerability parameters). This dataview joins heterogeneous 

data types together in a single interactive interface for investigating infrastructure resilience and 

disaster preparedness. 

 

Figure 1. Exploring data collected by reconnaissance teams after the 2015 earthquake in Nepal. 
The dataview displays building information; links to launch viewers for files such as photos, videos, 
drawings, and reports; a map with markers that display metadata; and key building vulnerability 
parameters that are autolinked to building coordinates. DataCenterHub generates a merged view of 
heterogeneous data types for browsing and searching datasets. 
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Table 1. Some of the customized data environments built with the data platform at HUBzero. 

Hub Database Community Impact 

Disaster-

HUB 

2010 Chile Earthquake, 

2011 Joplin Tornado, 

2013 Moore-Newcastle 

Tornado14 

Civil engineering, 

NIST, NEES 

NIST recommendations for im-

proving preparedness and re-

silience of communities (US 

government building codes, 

standards, practices) 

NEEShub 

2010 Haiti Earthquake15 

Civil engineering, 

NIST, NEES 

Academic and pro-

fessional groups 

Researcher access to raw and 

derived data for experiments, 

reconnaissance, and other sci-

entific datasets, also providing 

search, analysis, and visuali-

zation 

ACI 369, ACI 44516–18 

JEE and ACI journal pub-

lications19,20 

Performance databases: 

SAC, Shear Wall, Shear 

Wave Velocity21–23 

cceHUB 

Thymic malignancies 

Retrospective and pro-

spective clinical data and 

analytics24 

150 hospitals 

worldwide, thoracic 

surgeons, re-

searchers, oncolo-

gists, clinicians 

Staging, treatment, survival, 

outlier, prediction, and other 

studies for a rare cancer 

Pediatric HIV disclosure 

intervention25 
HIV/AIDS research 

Psychosocial interventions for 

affected children and their 

caregivers in resource-limited 

settings 

SafeRx database for in-

vestigation and research 

into adverse drug 

events26 

Medication safety 

and pharmaceutical 

research groups 

Adverse drug event analysis 

for data imported from the 

FDA and other sources to ad-

vance drug safety 

pharmaHUB 
Pharmaceutical excipi-

ents27,28 

Drug manufactur-

ers for quality of 

design and process 

Material property variations for 

vendors and lots affecting 

manufacture of tablets 

nanoHUB Solar photovoltaic29 

Solar PV research-

ers and engineer-

ing students 

Optimization for design of resi-

dential distributed solar PV 

CatalyzeC-

are 

Infusion pump informatics 

(IPI)30,31 

320 hospitals na-

tionwide, clinical 

pharmacists, 

nurses, medication 

safety officers 

Investigations of IV delivery er-

rors, metrics, pattern, and 

trend analysis, comparative 

analytics. Hospital pump librar-

ies are set and tuned based 

on analysis using IPI 
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THE DATA PLATFORM 

The architecture and design of our data platform is based on technologies developed as Content 

Management System (CMS) components for the HUBzero cyberinfrastructure and used to create 

customized research databases. These components supported data-sharing projects across many 

medical and scientific disciplines, with advances to the data infrastructure as new features and 

capabilities were needed. Our experience building infrastructure for collecting, viewing, and ana-

lyzing data provided valuable insight during the design process for our DataCenterHub data plat-

form. We reused key modules, features, and capabilities from our existing components. We also 

applied knowledge and understanding for what research data look like and how to make data us-

able across targeted research communities. 

Several fundamental concepts drove our platform’s design. The first was that research data are 

more than just collections of files with metadata. Most research activities involve numerous ex-

periments in which an object or subject is exposed to input or stimuli and its response is rec-

orded. Experiments are described by both structured and unstructured data. Experiments might 

be associated with collections of files of various classifications and types (photos, videos, re-

ports, data, drawings, images, all stored in many different formats), with annotations and other 

associated metadata. Experiments might also include parameter sets with numeric or text data, 

links, and images that identify and describe properties, methods, equipment, outcomes, and com-

putational results. To meaningfully preserve and present research data, the structured and un-

structured data, metadata, files, and parameter sets should be organized to associate them clearly 

with experiments. 

Second, a data sharing platform should offer a simple and straightforward way for users to con-

tribute their data, with features that guarantee ease of use even for complex or big data. If data 

upload is difficult or time consuming, potential users might not want to use the system and valu-

able data will not be preserved for sharing and discovery. 

The final concept governs the presentation of data for discovery and exploration. We believe the 

research community is best served when the distance between users and data is minimized. Re-

search data should not be hidden behind keyword searches and high-level queries. Access to 

photos, reports, images, and parameter data should not require downloading zip files before con-

tent can be investigated and found useful. Instead, data should be displayed as it was organized 

during the research activity, as experiments, with associated data fully accessible via online ex-

ploration. Experiments should be connected to their data and file collections, with links that 

launch interactive tools for viewing files and drill-down capability for viewing experiment pa-

rameter details. All experiments belonging to a well-defined research activity should be collected 

together in a dataset, with restricted access during dataset creation and researcher-specified ac-

cess for discovery at publication. The research community should then be able to navigate, 

search, and investigate published datasets though interactive web interfaces tailored for presenta-

tion of experiment data, metadata, parameters, and file types. 

Our goal was to develop a platform for sharing scientific datasets that provides 

• organization of data by experiments described by metadata, collections of files, and pa-

rameter sets containing key experiment data values; 

• user customization of parameter sets to allow specialized uses of the platform, with re-

quirements for metadata necessary to interpret the parameters, such as data field defini-

tions and units; 

• reuse of parameter sets to facilitate standardization and consistency across experiments 

conducted by independent researchers; 

• organization of file collections by data type for file classification at upload and auto-

matic interpretation of data type for launching viewers; 

• easy ingest of large files and large collections of files; 

• automatic metadata for files including classification by dataset, experiment, and data 

type; and extraction of keywords from content for use in search and filtering; 

• annotation and other file-management operations in bulk; 

• spreadsheets or web entry to upload and update metadata and parameter sets; 

• dataset sharing by team members; 
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• publication for discovery as public or restricted datasets; 

• direct access to view and explore datasets using an extensible tabular interface with in-

teractive viewers that interpret data type for advanced search, preview, and comparison, 

both within and across datasets; 

• BagIt archives for datasets, with Dublin Core metadata;33 and  

• a single, comprehensive interactive dashboard that helps users define experiments, con-

nect them to research products, and publish them for discovery and exploration.  

Terminology and Standards for Data Organization 

The basic construct for scientific research data is an experiment or case. Users contribute data by 

creating a dataset and defining experiments that belong to the dataset. Each dataset has an identi-

fier, title, creation date, and publication date. A dataset can be updated and managed by the da-

taset creator together with invited researchers who are assigned member roles.  

Each experiment in the dataset is described by bibliographic metadata, file collections classified 

by data type, and parameters describing key properties and results. 

Metadata supplied by users for each experiment consists of title, experiment identifier, source, 

keywords, start/end date, latitude, longitude, and compilation information. Definitions and exam-

ples of experiment metadata are given in Table 2. 

File collections corresponding to an experiment are categorized by type: Report, Data, Pho-

tos/Videos, and Drawings/Diagrams. The categories were defined so that experiment file collec-

tions could be more easily understood and navigated. Figure 4 (top) shows how file organization 

is viewed by the user. Each experiment file is assigned an identifier and associated with a file-

name, upload timestamp, size, and extension. Files can be annotated by description and classifi-

cation for more fine-grained file searches. 

A parameter set of searchable structured data can be created for each dataset, and each experi-

ment in the dataset can be assigned its own parameter values. Parameter sets are described in tab-

ular (spreadsheet) format, with name, units, description, and data type for each parameter. Users 

can define their own parameter sets, or they can select a predefined parameter set. We expect 

standardized parameters to be defined by scientific discipline and experiment type. As research 

communities investigate data on DataCenterHub, standards for parameter sets could be dis-

cussed, vetted, and agreed upon, offering researchers better ways to compare data across experi-

ments and datasets, with less variation in conditions, characterization, and measurement units, 

and better reproducibility. 

DataCenterHub uses dataviews to present datasets for discovery and exploration. Dataviews are 

tabular displays with 1) column headers and descriptions, 2) search boxes for filtering and 

matching data in a column, 3) data types for each column that determine how data can be 

searched and viewed, for example, range search for numeric data, 4) navigation through datasets 

and experiments, 5) specialized view operations such as maps, download, and user customiza-

tion, and 6) columns that can launch new dataviews for each data row so that further dimensions 

of the data can be explored. 

The Discover dataview at DataCenterHub presents all published datasets for discovery. Data-

views are also used to present experiment parameter sets, and repository files and their metadata 

for collections of type Data and Report. The data platform offers type-specific viewing tools for 

file categories, such as media viewers for photos, videos, drawings, and diagrams. Online docu-

ment viewers are provided for Reports. Files of type Data generally contain measurements, ob-

servations and other results. For some Data files, computational tools can be launched using the 

file as input. 

All datasets are published with a resource (or splash) page. Users can add descriptions to their 

resource page, which is linked from the datasets Discover dataview through the dataset title. A 

resource page has its own dataview that presents only the experiments and data for that dataset. 
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Table 2. Experiment metadata definitions and examples. 

*Investigation of reinforced concrete buildings in the aftermath of the 2015 Nepal earthquake.  

**Sample collection of mites from honey bees, with raw RNA sequence reads and newly discovered transcript assemblies. 

Example Workflow for Data Upload and Discovery 

This section describes a workflow for preserving data collected in the field following the 2015 

Nepal earthquake. The research team surveyed 150 damaged and undamaged buildings, collect-

ing hundreds of photographs and drawings in addition to damage reports and numerical models. 

We describe the steps followed by the team to create their dataset, and then show how the 

broader earthquake engineering community can use DataCenterHub to discover and explore the 

collected information.  

Only a few of the many features of our data platform are covered in this example. A detailed 

workflow including more features is available at datacenterhub.org/resources/30. 

Metadata Definition  Dataset 1* Dataset 2** 

Dataset title 
Name of project, group of exper-

iments, simulations, or studies 

2015 Nepal earthquake 

Building Performance Da-

tabase 

RNA sequences 

and assemblies of 

Varroa jacobsoni 

(honey bees varroa 

mites) 

Experiment title 
Name of experiment, simulation, 

or study 

2015 Nepal earthquake, 

Kathmandu 

Solomon Islands Vj 

mites 

Experiment ID 

Identifier assigned by source to 

sample, specimen, case, survey, 

site, experiment, or simulation 

Kapan School 1  S7 

Source 
Names of the people who gener-

ated the data 

Prateek Shah, Santiago 

Pujol, Department of Ur-

ban Development and 

Building Construction 

(DUDBC Nepal) 

Denis Anderson 

Keywords Words describing the dataset 

2015 Nepal earthquake, 

structural engineering, re-

inforced concrete, priority 

index, building perfor-

mance, moderate struc-

tural damage, 5.5 stories 

Ugi Island, Makira 

Province, Apis 

cerana, mite, V. ja-

cobsoni, honey bee, 

RNA later 

Start date/end 

date 

Start and end dates of the pe-

riod when the experiment took 

place 

2015-06-18 /  

2015-07-01 

2010-04-08 /  

2010-04-08 

Location (lati-

tude, longitude) 

Decimal coordinates of location 

where data are collected, if ap-

plicable 

27.697936, 85.312817 
–10.520373, 

161.827497 

Compiled by 
Names of people who compiled 

dataset on DataCenterHub 
P. Shah, A. Puranam G. Andino 

Compiled date 
Date the dataset was compiled 

on DataCenterHub 
2015-07-14 2015-08-28 
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Data Upload Workflow 

To create a dataset, the user first registers at DataCenterHub. After logging in, the user clicks 

Upload to start a dataset and enters the dataset name. The user is presented with the dataset edi-

tor (Figure 2), which consists of three sections:  

1. Experiment or Case Information, where users enter bibliographic metadata. 

2. Experiment or Case Files, where users upload file collections. 

3. Experiment or Case Parameters, where users define and enter searchable experiment 

properties, outcomes or other structured data. 

The user can invite other researchers to help upload and vet the dataset using the Share feature.  

Enter Experiment or Case Information 

The research team organized the data they collected during the reconnaissance effort by building. 

Therefore, they organize their dataset by defining each building impacted by the earthquake as 

one “case.” 

For small datasets, users can enter cases and their metadata directly into the Experiment or Case 

Information web form (Figure 2). For the Nepal dataset, the Spreadsheet Upload feature is used 

to load information for all buildings at once. This feature provides users with a formatted spread-

sheet template for entering cases and their metadata, and is especially useful when large amounts 

of data already exist in other spreadsheets or when metadata (bibliographic information such as 

source and temporal information) are repeated across many cases. 

For the Nepal dataset, the team had already organized much of their building information in 

spreadsheets. They copy and paste data from their existing spreadsheets to the spreadsheet tem-

plate, and this template is then uploaded to define all cases for that dataset. If changes are 

needed, users can either edit information directly in the web interface or use Spreadsheet Upload 

to get an updated spreadsheet template (now containing all currently uploaded data), revise the 

data, and upload again. 

Upload File Collections 

With dataset cases defined, the user is ready to upload files for each case. For this dataset, the 

file collection consists of a report about measures for building vulnerability, photos documenting 

damage to the buildings, numerical models for the buildings, and drawings of floor plans from 

the field survey. Users can upload folders and files through the web interface (“Local” upload) or 

use an SFTP client to transfer files to the DataCenterHub location designated for large-file and 

bulk-file uploads (“Server” upload). During the upload process, users can also annotate files with 

metadata such as description and classification. 

For Nepal data collection, the researchers organized their files on their desktops in building-spe-

cific folders, with each folder divided into subfolders corresponding to the DataCenterHub file 

types (Reports, Data, Photos/Videos, Drawings). They use an SFTP client to transfer the entire 

collection to DataCenterHub, and the Server upload feature is then used to assign each building 

folder to the appropriate building case and file category. Because the final report is shared by all 

cases, the Shared Upload feature is used to upload the report and assign it to all cases at once.  

The research team can use the many features of the Files Upload section to make their upload 

fast and easy by using a combination of Server Upload (when there were many files per case, 

such as photos) and Shared Upload (when a single report file was shared across cases). 
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Figure 2. Workflow for uploading and editing a dataset: (1) Use a spreadsheet to define your 
experiments; (2) upload your data, reports, and media files for each experiment; and (3) use a 
spreadsheet to create custom searchable parameters. 

Enter Parameters 

The users are now ready to define the parameter set where important data values assigned to 

each building case can be “surfaced” and searchable. Parameters of interest include building 

characteristics (for example, number of floors, floor area, areas of columns and walls), calculated 

values (for example, column area as a percentage of total floor area), level of structural damage, 

and a computed measure for a building’s vulnerability to damage named “priority index.” Users 

can create their own parameter set or choose a predefined one. A research group at DataCenter-

Hub had already defined a “Priority Index” parameter set for earthquake datasets, and it contains 

all the parameters of interest. This parameter set is selected for the Nepal dataset. 

As with Experiment or Case Information, users can type their data values directly into the Pa-

rameters web form or they can upload data using a Parameters spreadsheet template. For our ex-

ample dataset, the users fill the Priority Index spreadsheet template with parameter set values, 

one row of parameter values per building case. This template is then uploaded to the dataset us-

ing Spreadsheet Upload. 
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Publish 

When completed, the dataset is submitted for publishing. As part of submission, users specify 

access restrictions (if any), create a splash page with a short abstract, and select a license. After a 

brief review process, the dataset is made available for discovery.  

This dataset was available worldwide for researchers to investigate only a few weeks after the 

Nepal earthquake reconnaissance was completed. 

Discover and Explore Data with Dataviews 

Any visitor to DataCenterHub can click Discover to launch the Datasets dataview. All published 

datasets are displayed in the view, with one experiment or case per row. The dataview presents 

dataset title, experiment title, experiment metadata, links to file collections by category, and links 

to experiment parameters. Users can understand from the start how datasets are organized. Ex-

periment data are immediately visible and the ways to navigate, search, and explore data are in-

tuitive.  

For our example discovery workflow, earthquake engineers interested in finding an experiment 

from any public dataset listing “earthquake” can type this as a search phrase in the keywords 

search box. At the same time, search text can be entered in the dataset or experiment title search 

boxes. For example, users can type “Nepal,” “Haiti,” “Taiwan,” or “Chile” to investigate 

whether datasets related to other earthquake reconnaissance efforts have priority index data 

available in their parameter set.  

There are two datasets at DataCenterHub for the Nepal earthquake. Searching the Datasets data-

view for “Nepal” in the dataset or experiment title and “priority index” as a keyword locates this 

dataset. 

In the Nepal dataset, engineers can navigate to the parameter set and investigate building param-

eters. They can sort the buildings by number of floors and filter for severe damage, or they can 

search the priority index values for specific ranges to identify the most vulnerable buildings. For 

the buildings of interest, they can then view annotated photos with the media viewer to see the 

actual damage sustained. 

Characteristics of the buildings, including wall and column dimensions, number of stories, and 

level of damage are all available in the parameters view for comparison. Building plan drawings 

that have more information about the structural members can be investigated with the media 

viewer. 

The organization of the dataset as cases (buildings) provides engineers with a straightforward 

way to navigate, investigate, and analyze reconnaissance data, case by case (Figure 1). Data-

views and attached specialized viewers (media viewer for photos, data file explorer, parameter 

viewer) offer unique ways to search, view, study, and compare the structured data, unstructured 

data, and repository files across multiple cases and across datasets 

ARCHITECTURE AND IMPLEMENTATION OF THE 
DATA PLATFORM 

In this section, we present the data platform architecture, capabilities, and implementation. The 

data platform is built on top of the HUBzero cyberinfrastructure, which uses the LAMP (Linux, 

Apache, MySQL, PHP) stack. Figure 3 depicts the system architecture at DataCenterHub. 

The User Interface layer is supported by the Data Platform layer, which consists of Create and 

View components and the organizational structure of the repository. At the bottom is the HUB-

zero system infrastructure. The Create and View components consist of operational building 

blocks that support the features of the user interface for data collection and data exploration. 
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From the data upload point of view, our platform operates on a collection of datasets. Each da-

taset consists of a set of related experiments that are grouped and managed together. For data dis-

covery, the platform allows more fine-grained access at the experiment level, which facilitates 

easy search, sort, and comparison capabilities among experiments across datasets. 

 

Figure 3. Architecture of the data platform. 

Dataset Structure and Implementation 

Each dataset is assigned a unique ID that is used to locate content in the database and files in the 

repository. At the highest level, a dataset consists of a list of experiments, a collection of files, 

and a parameter set. Each experiment defined for a dataset is assigned an ID—this identifier is 

unique across the entire data platform, since an experiment can be individually accessed and ex-

plored through the discover dataview, not just as part of the dataset where it was defined. Simi-

larly, files are assigned unique IDs when uploaded to experiments. 

 

The identifiers for datasets, experiments and files are the principal locators for  

• updating data and metadata in the database; 

• storing, accessing, and managing files in the repository; 

• presenting and linking information in the dataviews; and  

• downloading datasets as annotated archives. 

File collections (categorized by data type) can be associated with a single experiment or shared 

across multiple experiments. A parameter set is defined for the dataset, and each experiment in 

the dataset is assigned its own values for each parameter. 

Repository structure 

The file repository is organized by datasets. Each dataset directory consists of three subdirecto-

ries: Files, File Metadata, and Definitions (Figure 4, middle). The “Files” directory stores the 

files, first grouped by category (Reports, Data, Photos/Videos, Drawings) and then by the experi-

ment ID according to the following structure: 
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<DatasetID>/Files/<FileCategory>/<ExperimentID>/<FileName> 

Storage for each experiment directory is “flattened,” and therefore, filenames within a single ex-

periment directory must be unique. The flattened structure makes the assignment of file metadata 

more user-friendly in the data collection interface, and also ensures that the operation of discov-

ery dataviews and tools is efficient and effective for data exploration.  

An additional directory above the experiment level supports the sharing of files across the exper-

iments. As shown in Figure 4 (middle), files shared across experiments are physically stored in 

the Shared Files folder and linked symbolically from the experiment directories.  

The File Metadata directory stores any metadata generated for the files, such as thumbnails and 

video previews. The Definitions directory stores the JSON format description of dataset con-

structs used to generate dataviews, including experiment views, file views, and views for pre-

defined and user-defined parameter sets. 

Database structure 

There are three main tables that store data related to the three main components of a dataset: ex-

periments, files, and parameters. Contents of these tables are populated with the information en-

tered or uploaded by users and/or automatically extracted and assigned by the data platform. A 

new MySQL database is created for each new dataset, and data relevant only to that dataset is 

mapped using a MySQL view linked to the respective table in the main database. The database’s 

organization is shown in Figure 4 (bottom). The contents of the main tables are as follows: 

• Experiments table: dataset ID, experiment ID, and experiment/case bibliographic infor-

mation such as title, source, and keywords.  

• Files table: dataset ID, experiment ID, file ID, and other file information such as file-

name, file category, description, keywords, classification, size, and upload timestamp. 

• Parameter table: this table schema is automatically defined from fields and values spec-

ified by the user when creating the parameter set for that particular dataset; therefore, 

parameter table schema and contents vary from dataset to dataset. 

When creating or updating datasets, the platform will access the corresponding dataset level da-

tabase to read and store data. When viewing and exploring datasets, the platform will access the 

main database tables to read data, since data discovery is done at the experiment level. 

Data Entry and File Upload 

For small datasets with a limited number of experiments and files, it is easy to enter the data and 

upload the files through the web interface. Using the Experiments or Case Information web 

form, experiments can be added to the dataset one at a time. For each new experiment, an entry 

is added to the experiments table, the experiment is assigned a unique system-generated ID, and 

repository space is allocated to store the files. 

Using the Experiments or Case Files web form, users can upload files from their local machine 

to a desired experiment in the appropriate file category. They can upload multiple files or folders 

at a time by dragging and dropping the files/folders using the Local button (Figure 2, Upload). 
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Figure 4. Dataset organization: User view of the data (top), file repository organization (middle), 
and database organization (bottom). 

Parameter values for the experiments can be entered using the Experiment or Case Parameters 

web form. If none of the predefined parameter sets correspond to the dataset experiment parame-

ters, users can create custom parameter sets that correspond to their data. 

Although the database schema and repository structure for storage of files, data, and their rela-

tionships are simple and straightforward, complexities arise as a result of data platform support 

for variations in the ways researchers need to upload data and specify metadata. This is particu-

larly true for uploading and associating files to multiple experiments or associating metadata to 

multiple files, especially when the number of experiments or files is very large.  

For small datasets, direct web entry of data and web upload of locally stored files work well for 

creating and managing datasets, but small datasets account for less than 25 percent of the data at 

DataCenterHub. The next two sections discuss the spreadsheet and shared file upload processes 

that support the creation of large datasets with hundreds of experiments and thousands of files. 
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Spreadsheet Processor 

Scientists collect and store their research data using spreadsheets; this format is nearly universal 

across all scientific disciplines. It makes sense to support a data preservation workflow where 

researchers’ spreadsheets can be uploaded and processed to populate database tables that store 

searchable structured data.  

The spreadsheet processor at DataCenterHub supports spreadsheet upload for 

• bibliographic metadata for experiments in Experiment/Case Information, and  

• parameter set data for Experiment/Case Parameters. 

For Experiment/Case Information, the spreadsheet headers and data types are determined by our 

fixed bibliographic metadata. Users download a spreadsheet template for the dataset with all ex-

isting experiment metadata, and then, this spreadsheet can be used to add new experiments, up-

date existing experiments, or delete existing experiments. The spreadsheet processor validates 

the file type, file format, and data types before storing the data to the experiment table. 

Spreadsheet processing for user-defined Experiment/Case Parameters is more complex. Users 

provide a name for their parameter set, then upload their own spreadsheet with column labels 

naming their experiment parameters. The data platform creates a new database table for their 

data with column labels as fields. The spreadsheet must contain rows for parameter names (col-

umn labels), descriptions, and units. This should be followed by one or more rows of data, since 

the data are used by the spreadsheet processor to detect data type for each parameter (Figure 2, 

Customize). Once the table is created, the process for add/update/delete is the same as for Exper-

iment/Case Information. The data platform provides interfaces to review the parameter set (la-

bels, definition, units) and users can remove and redefine the entire parameter set for their 

dataset as necessary. 

Upload Support for File Collections 

In DataCenterHub, there are two ways to upload files to a dataset. Using the Local option, users 

can interactively upload files and folders through the web interface. Using the Server option, us-

ers first upload the files and folders to a temporary location at DataCenterHub via an SFTP client 

and later transfer the files to the desired datasets. The Local option is used when files are small 

(<5 GB) and the number of files to be uploaded at a time is not large. The Server option is used 

when the number of files to be uploaded is very large or when file sizes exceed the upload limit 

supported by browsers (for example, genomic data). Both methods follow the file repository 

structure shown in Figure 4 (middle).  

When compiling large datasets, it is sometimes necessary to associate files with multiple experi-

ments. Using the Shared Upload feature, users can upload files across multiple experiments. Af-

ter selecting some (or all) experiments, users either click the Shared Upload button to select the 

files or drag and drop files and folders to the Shared Upload button (Figure 2, Upload). The file 

collections loaded to the dataset through the Server option can also be assigned to one or more 

experiments selected by the user. Files shared across multiple experiments are stored in the 

shared files directory and associated with the selected experiments via symbolic links (Figure 4, 

middle). 

File metadata such as file size, file type, and upload timestamp are automatically captured and 

saved in the files table. If the files are organized into a folder hierarchy when uploaded, the file 

path information will also be automatically captured as file classification metadata. Users can 

enable automatic keyword processing to extract keywords from uploaded report files and associ-

ate them as metadata to the experiments. After uploading the files, the File Manager can be used 

to enter or modify additional file information such as annotations. Adding or modifying file 

metadata can be done for single experiments or for multiple experiments at a time when files are 

shared (Figure 2, Upload). 
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Implementation and Extensibility of the Dataview 

The View component is designed to access data stored in a MySQL database and present the 

data in an interactive, tabular display (Figure 1). The dataview presentation is determined by ap-

plying the rules of a “data definition” language that defines each column of the tabular display 

by identifying database table and field for the source of the data, and imposing data format, dis-

play type, display text, and display operations that are given as arguments to the column in the 

data definition. The data definitions and dataviewer component at DataCenterHub are a custom-

ized version of our general dataviewer CMS component. 

The data definition generally identifies a principal database table with optional primary key, and 

permits any number of table joins that identify and match how selected table fields are to be 

linked to the principal and/or joined table fields. Column definitions can then refer to any of the 

primary or joined table fields to place data in the columns. Duplicates are handled with the 

“group by” rule. The data definition language is extremely flexible and has been designed in an 

extensible way that allows the introduction of new features as needed. Among the many features 

of the data definition language are the following: 

• specification of MySQL queries (of any complexity) as part of any column definition or 

as a final where clause in the data definition; 

• introduction of any number of “raw” data columns to the view that do not exist in the 

database, but instead are computed using data from other columns; 

• formatting of columns with user-customizable labeling, clickable hyperlinks, and data 

alterations for display purposes; and 

• data typing that determines the display properties or operations that can be performed on 

the column data when presented in the browser. 

It is the last feature that gives the dataviewer its unique and powerful character. Data typing can 

specify that a filename (data from the MySQL database) should be presented as type “image”—

this displays the image thumbnail in the dataview column with clickable options to view the full 

image or download the file. Data typing can specify that a collection of image and video files 

should launch a media viewer, including calculation of file count and presentation of “View 

<#files> Media” in the column as a clickable link (media viewer in Figure 1). Columns can pre-

sent clickable text that generates a new drill-down dataview for each row in the column, extend-

ing the original tabular display to any number of dimensions for data through drill-down linkage 

(for example, parameter set dataview in Figure 1). Columns can be defined to launch visualiza-

tion tools (for data files), present hover-over PDF images (for report files), and link to external 

sites. Data definitions can be written by a developer or autogenerated by the system according to 

the inputs obtained through the user interface.  

Data definitions are stored in two formats: a PHP version to support ongoing definition updates, 

and a JSON version that is interpreted by the dataviewer for secure presentation in a web 

browser. Dataviews can use client- or server-side processing for gathering the data to present in 

the browser. This can be set in a data definition or configured as a default value across all data-

views, such as switching to server-side processing when 50,000 or more rows are present in the 

dataview. The performance of the dataview (based both on number of rows and complexity of 

column operations) is used to determine whether client- or server-side processing should be 

used. 

At DataCenterHub, data definitions are used to describe and display the datasets “Discover” 

dataview, where all columns are predefined by the experiment metadata; and also the user-de-

fined Parameter Set dataviews, where columns and data types are defined in real time by end us-

ers. Parameter Set dataviews are autogenerated when any new parameter set is created. 

All dataviews have interactive exploration features that are automatically part of every tabular 

display. Columns can be sorted and searched according to the column data type. A column 

search box above and below each column supports text, numeric or date search across all rows of 

data in the column. Text search supports filtering of column data by patterns to match or ignore. 

Numeric search supports arithmetic and pattern filtering, including =, >, >=, <, <=, !, =! and 

range (“<low> to <high>”). Dataview buttons provide functions such as Clear Filters (to remove 
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multiple column filtering) and Download (to save the dataview data to a spreadsheet). Dataviews 

have titles, a cross-column search capability, and construct for placing configurable text and/or 

links to display on the dataview web page (such as for instructions.)  

Access Control 

At DataCenterHub, we establish and control access privileges separately for dataset creation/up-

date and for discovery/exploration of dataset experiments. 

Users need to be registered in DataCenterHub to create datasets, and the creator of a dataset can 

share dataset editing and file upload privileges with other users. During the creation stage only 

invited members can make changes to the dataset or view the dataset. Users can be invited as 

managers or as members. The manager role has all the privileges of the owner of the dataset, 

with the exception of deleting the dataset. Any manager can edit, share, and publish the dataset. 

A member can edit the dataset, but does not have permission to invite other members or to pub-

lish the dataset. Although multiple users are allowed to collaborate on editing a dataset, no con-

current modifications are permitted; only one user can edit the dataset at any given time. All 

managers and members can view the current state of the dataset at any time. 

When a dataset is complete, the owner or managers can publish it with either unrestricted public 

access or with restricted access. If a dataset is published with unrestricted access, the dataset is 

added to the list of public datasets and any visitor can view it without registering or logging in at 

DataCenterHub. If the dataset is published with restricted access, viewing privileges will be re-

stricted to the members of a specified group of users. These users must be logged in to view the 

dataset. 

Data Download and Archive Package  

Any visitor browsing the public datasets at DataCenterHub can download individual files from 

dataset experiments. Users can also download experiment metadata and parameter sets as spread-

sheets using the Download button on the dataview. In addition, registered users at DataCenter-

Hub can download the complete dataset as a BagIt “bag.” 

BagIt is a hierarchical file packaging format introduced by the Library of Congress and is used 

primarily for storage and transfer of preservation-quality digital content.33 BagIt bags consist of a 

payload (the dataset encapsulated in the bag) and tags (the metadata used to record bag transfer 

and storage.) The payload of a BagIt bag created for a DataCenterHub dataset consists of experi-

ment bibliographic metadata (CSV file), all experiment parameter values (CSV file), and all files 

uploaded to that dataset. Files are packaged in the same repository structure as when stored in the 

system. A document describing the organization of the dataset experiments, parameter set, and 

file types is included in the payload. The bag also contains an XML format file (tags) describing 

the experiment bibliographic metadata according to the Dublin Core Metadata Initiative (DCMI) 

metadata terms.34 Once a bag is generated, users can download it to their desktop or client ma-

chine via SFTP. Downloaded dataset bags can also be stored to repositories designed primarily 

for longevity of data with long-term preservation and support for data formats.  

SUPPORT FOR COMMUNITIES OF RESEARCH AND 
PRACTICE 

The data platform at DataCenterHub was designed as a solution for uploading, sharing, and dis-

covery of datasets across scientific disciplines. Although the platform is discipline-neutral, it has 

proven to be very effective at organizing engineering and scientific data. 

Currently, more than 250 datasets are available on the platform, comprising nearly 50,000 exper-

iments/cases and 8,000,000 files. Some of the topics covered  are RNA sequencing , steel 

bridges, datasets from the network for earthquake engineering simulation, strong ground mo-

tions, earthquake reconnaissance, structural engineering experiments, geotechnical engineering 

experiments, agronomy, and forestry. 
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As part of the DataCenterHub development effort, we have worked with research groups at 

workshops, forums, and conferences to understand 

• how they currently manage their data, 

• how their data are organized,  

• how their data and files are formatted, 

• what challenges they face in sharing their data, and  

• what features would be useful in a data sharing platform. 

Current data management methods vary widely among researchers. Methods range from backups 

on external hard drives or NAS devices to commercial cloud storage. Data format, organization, 

and metadata also vary widely from discipline to discipline. Whereas our bibliographic metadata 

might be sufficient to describe an experiment for some disciplines, others require time- or meth-

odology-dependent information to understand the data. For example, in agronomy, the history of 

crop rotation on a plot might be essential to understanding current production. To meet these 

metadata needs using DataCenterHub, researchers append additional experiment metadata to 

their user-defined parameter sets.  

The number and sizes of files uploaded for experiments also vary across and within disciplines. 

Engineering readme files are generally less than 1 Kbyte, while RNA sequencing files (that is, 

FASTQ files) can be 100 Gbytes or more. Some civil engineering datasets consist of a single re-

port and a small number of data files for each experiment, while other datasets have thousands of 

files. 

To illustrate our ongoing engagement with user communities, we will describe how DataCenter-

Hub is being used by the civil engineering community. The American Concrete Institute (ACI) 

uses DataCenterHub to improve the design of reinforced concrete members. Two ACI subcom-

mittees use DataCenterHub to share datasets of past structural tests of reinforced columns and 

walls. The datasets include information about specimen dimensions, material properties, rein-

forcing details, and peak capacities as well as photographs and reports. ACI datasets are used by 

structural engineers to evaluate current expressions for the strength and deformability of rein-

forced concrete elements under different loading conditions. When new expressions are pro-

posed, the datasets are used to evaluate them. Earthquake engineers use DataCenterHub to 

evaluate and improve indices and methods that measure building vulnerability to earthquakes. 

ACI sent teams to conduct field surveys of affected buildings after the earthquakes in Kath-

mandu (2015), Taiwan (2016), and Ecuador (2016). More than 400 buildings were surveyed, and 

the collected data were published at DataCenterHub in a matter of weeks. These data included 

building locations, structural drawings, measurements, photographs, and damage descriptions.  

The Earthquake Engineering Research Institute (EERI) uses field data on DataCenterHub to sup-

plement its earthquake clearinghouse GIS maps, which contain information about areas affected 

by earthquakes and reconnaissance data. Faculty researchers at universities in Auckland, Ne-

braska–Lincoln, and Purdue have contributed earthquake simulation datasets. The structure and 

bridge engineering laboratory at Yonsei University in Korea has contributed years of experi-

mental data on perfobond rib shear connectors that can be used in structural members for bridges 

and buildings in steel–concrete composite applications. 

DataCenterHub development focuses on serving the needs of its user community. Table 3 lists 

some features that were developed in response to our user community. New features continue to 

be developed in response to user requests and new types of research data. 
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Table 3. DataCenterHub features developed in response to requests from its user community. 

User request Feature added 

Share creation and editing of 

datasets with selected users 

Dataset sharing: Dataset creator can add user to dataset 

as either a manager or member. When being edited, da-

taset is locked for editing by other users but is viewable. 

Restrict access to published 

datasets to selected group 

Restricted access: Dataset publication allows users to 

identify a group for restricted access. A user must be 

logged in and a member of the selected group to see the 

dataset. Owners can make the dataset public at any time. 

Search across all columns for 

public datasets 

Search all: Search box above dataview offers text search 

across all dataview columns. 

Support upload of 100-Gbyte 

files too large to be uploaded 

through the web interface 

Server upload: File upload for dataset experiments allows 

users to transfer data to DataCenterHub with an SFTP cli-

ent of their choice and then assign the files to one or more 

experiments. There is no restriction on file size. 

Support upload of documents 

(such as reports) to many ex-

periments at one time 

Shared upload: Users can assign any number of experi-

ments and upload files to all selected experiments. These 

files are uploaded just once and then associated with 

each selected experiment. 

Shared file manipulation 

(view, sort, file deletion, and 

file annotation) for multiple 

selected files in one experi-

ment and shared files across 

multiple experiments 

File manager: When editing, users can assign metadata 

to multiple files simultaneously, sort files by name to find 

files more easily, and delete multiple files simultaneously, 

both within and across experiments for selected files. 

Group discovery datasets by 

experiment titles 

Group by title: On discovery page, users can toggle be-

tween grouping experiments by title (dataset experiments 

with same title appear once with link to show all) and 

showing each dataset experiment as a separate entry. 

See photos and videos before 

downloading with toggle for 

annotations on viewing 

Media viewer: Under the drawings and photos/videos 

data categories, users can view photos, videos, and anno-

tations. Under the report category, thumbnail previews of 

the first page of a report are provided on hover-over. 

Automatically extract files’ 

folder hierarchy as they are 

uploaded, and store as file 

metadata 

Folder hierarchy extraction: A file’s parent directories 

can be useful classification metadata. When users upload 

files, file hierarchy is captured and stored in the dataset 

and then displayed in the discovery dataview. Users can 

also assign classification metadata to their files in lieu of 

folder hierarchy. 

Sort files using metadata as-

signed by the dataset creator  

File explorer: Users can search and filter experiment files 

in an experiment using descriptions, file extensions, sizes, 

and file classification assigned in the file manager by the 

dataset editors. 
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CONCLUSION 

Cyberplatforms that enable the preservation and sharing of data provide an invaluable service for 

the advancement of research. We presented a new solution for the organization, upload, sharing, 

and discovery of data produced by scientific research. Datasets are organized by experiments, 

with a simple common structure for metadata, file collections, and key parameters. Researchers 

associate annotations, reports, media, measurements, observations, and outcomes to each experi-

ment so that the relationship between an experiment and its data is clearly understood and the 

data can be accessed quickly and easily for search and exploration. Spreadsheet and bulk upload 

features make contribution straightforward and user friendly, even for datasets with large data. 

Interactive web interfaces with specialized viewers interpret data and file collections by type and 

use, so that researchers can investigate and compare data before downloading. Key parameters 

describing experiments are extracted and searchable within and across datasets for discovery and 

comparison. 

DataCenterHub provides an alternative to existing discipline-neutral solutions, with the goal of 

helping as many researchers as possible classify and share their data and files for discovery and 

exploration. Nearly 50,000 experiments, 8,000,000 files, and 30 Tbytes of data have been con-

tributed at DataCenterHub. Our extensible architecture allows new features to be added as 

needed, and our platform continues to evolve and adapt to an increasingly diverse community of 

users.  
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