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Abstract

A matrix M : Ax X — {—1,1} corresponds to the following learning problem: An unknown
element x € X is chosen uniformly at random. A learner tries to learn z from a stream of
samples, (a1,b1), (az,b2)..., where for every i, a; € A is chosen uniformly at random and
b, = M(a;,x).

Assume that k, £, 7 are such that any submatrix of M of at least 27% . |A| rows and at least
27¢ . |X| columns, has a bias of at most 27". We show that any learning algorithm for the
learning problem corresponding to M requires either a memory of size at least Q (k- £), or at
least 2°(") samples. The result holds even if the learner has an exponentially small success
probability (of 27%()).

In particular, this shows that for a large class of learning problems, any learning algorithm
requires either a memory of size at least Q2 ((log|X|) - (log|A])) or an exponential number of
samples, achieving a tight Q ((log |X]) - (log |A|)) lower bound on the size of the memory, rather
than a bound of € (min { (log |X|)2, (log|A[)?}) obtained in previous works [R17, MM18].

Moreover, our result implies all previous memory-samples lower bounds, as well as a number
of new applications.

Our proof builds on [R17] that gave a general technique for proving memory-samples lower
bounds.
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1 Introduction

Can one prove unconditional lower bounds on the number of samples needed for learning, under
memory constraints? The study of the resources needed for learning, under memory constraints
was initiated by Shamir [S14] and by Steinhardt, Valiant and Wager [SVW16]. While the main
motivation for studying this question comes from learning theory, the problem is also relevant to
computational complexity and cryptography [R16, VV16, KRT16].

Steinhardt, Valiant and Wager conjectured that any algorithm for learning parities of size n
requires either a memory of size 2(n?) or an exponential number of samples. This conjecture
was proven in [R16], showing for the first time a learning problem that is infeasible under super-
linear memory constraints. Building on [R16], it was proved in [KRT16] that learning parities
of sparsity /¢ is also infeasible under memory constraints that are super-linear in n, as long as
¢ > w(logn/loglogn). Consequently, learning linear-size DNF Formulas, linear-size Decision
Trees and logarithmic-size Juntas were all proved to be infeasible under super-linear memory
constraints [KRT'16] (by a reduction from learning sparse parities).

Can one prove similar memory-samples lower bounds for other learning problems?

As in [R17], we represent a learning problem by a matrix. Let X, A be two finite sets of size
larger than 1 (where X represents the concept-class that we are trying to learn and A represents
the set of possible samples). Let M : A x X — {—1,1} be a matrix. The matrix M represents
the following learning problem: An unknown element z € X was chosen uniformly at random. A
learner tries to learn z from a stream of samples, (a1, b1), (az,b2) ..., where for every i, a; € A is
chosen uniformly at random and b; = M (a;, ).

Let n =log |X| and n’ = log|A]|.

A general technique for proving memory-samples lower bounds was given in [R17]. The
main result of [R17] shows that if the norm of the matrix M is sufficiently small, then any
learning algorithm for the corresponding learning problem requires either a memory of size at least

Q ((min{n, n' })2), or an exponential number of samples. This gives a general memory-samples

lower bound that applies for a large class of learning problems.

Independently of [R17], Moshkovitz and Moshkovitz also gave a general technique for proving
memory-samples lower bounds [MM17]. Their initial result was that if M has a (sufficiently strong)
mixing property then any learning algorithm for the corresponding learning problem requires either
a memory of size at least 1.25-min{n,n’} or an exponential number of samples [MM17]. In a recent
subsequent work [MM18], they improved their result, and obtained a theorem that is very similar to
the one proved in [R17]. (The result of [MM18] is stated in terms of a combinatorial mixing property,
rather than matrix norm. The two notions are closely related (see in particular Corollary 5.1 and
Note 5.1 in [BL06])).

Our Results
The results of [R17] and [MM18] gave a lower bound of at most ((min{n, n’})2> on the size of the

memory, whereas the best that one could hope for, in the information theoretic setting (that is, in
the setting where the learner’s computational power is unbounded), is a lower bound of 2 (n - n'),
which may be significantly larger in cases where n is significantly larger than n’, or vice versa.

In this work, we build on [R17] and obtain a general memory-samples lower bound that applies
for a large class of learning problems and shows that for every problem in that class, any learning
algorithm requires either a memory of size at least Q2 (n - n’) or an exponential number of samples.

Our result is stated in terms of the properties of the matrix M as a two-source extractor. Two-
source extractors, first studied by Santha and Vazirani [SV84] and Chor and Goldreich [CG88], are



central objects in the study of randomness and derandomization. We show that even a relatively
weak two-source extractor implies a relatively strong memory-samples lower bound. We note that
two-source extractors have been extensively studied in numerous of works and there are known
techniques for proving that certain matrices are relatively good two-source extractors.

Our main result can be stated as follows (Corollary 3): Assume that k, ¢, r are such that any
submatrix of M of at least 27% - |A| rows and at least 27 - | X| columns, has a bias of at most
27". Then, any learning algorithm for the learning problem corresponding to M requires either a
memory of size at least Q (k- £), or at least 2°4") samples. The result holds even if the learner has
an exponentially small success probability (of 27(")).

A more detailed result, in terms of the constants involved, is stated in Theorem 1 in terms of
the properties of M as an Lo-Extractor, a new notion that we define in Definition 2.1, and is closely
related to the notion of two-source extractor. (The two notions are equivalent up to small changes
in the parameters.)

All of our results (and all applications) hold even if the learner is only required to weakly learn
x, that is, to output a hypothesis h : A — {—1,1} with a non-negligible correlation with the z-th
column of the matrix M. We prove in Theorem 2 that even if the learner is only required to output
a hypothesis that agrees with the xz-th column of M on more than a 1/2 + 2—") fraction of the
rows, the success probability is at most 2—r),

Asin [R16, KRT16, R17], we model the learning algorithm by a branching program. A branching
program is the strongest and most general model to use in this context. Roughly speaking, the
model allows a learner with infinite computational power, and bounds only the memory size of the
learner and the number of samples used.

As mentioned above, our result implies all previous memory-samples lower bounds, as well as
new applications. In particular:

1. Parities: A learner tries to learn z = (x1,...,2,) € {0,1}", from random linear equations
over Fy. It was proved in [R16] (and follows also from [R17]) that any learning algorithm
requires either a memory of size 2(n?) or an exponential number of samples. The same result
follows by Corollary 3 and the fact that inner product is a good two-source extractor [CG88].

2. Sparse parities: A learner tries to learn © = (z1,...,2,) € {0,1}" of sparsity ¢, from
random linear equations over Fy. In Section 5.2, we reprove the main results of [KRT16]. In
particular, any learning algorithm requires:

(a) Assuming ¢ < n/2: either a memory of size Q(n - £) or 2() samples.
(b) Assuming £ < n%9: either a memory of size Q(n - £999) or £2) samples.

3. Learning from sparse linear equations: A learner tries to learn x = (z1,...,z,) €
{0,1}", from random sparse linear equations, of sparsity ¢, over Fy. In Section 5.3, we prove
that any learning algorithm requires:

(a) Assuming £ < n/2: either a memory of size Q(n - £) or 22() samples.
(b) Assuming £ < n%9: either a memory of size Q(n - £299) or /40 samples.
4. Learning from low-degree equations: A learner tries to learn x = (z1,...,z,) € {0,1}",

from random multilinear polynomial equations of degree at most d, over Fy. In Section 5.4,
we prove that if d < 0.99 - n, any learning algorithm requires either a memory of size

Q <(§nd) . n/d) or 224"/ samples.



5. Low-degree polynomials: A learner tries to learn an n/-variate multilinear polynomial p
of degree at most d over o, from random evaluations of p over IFQ,. In Section 5.5, we prove

that if d < 0.99 - n/, any learning algorithm requires either a memory of size 2 ((2‘;) -n'/ d>

or 2(n'/d) samples.

6. Error-correcting codes: A learner tries to learn a codeword from random coordinates:
Assume that M : A x X — {—1,1} is such that for some |X|~! < € < 1, any pair of different
columns of M, agree on at least 15¢ - |A| and at most 15 - |A| coordinates. In Section 5.6,

we prove that any learning algorithm for the learning problem corresponding to M requires

either a memory of size Q((log | X|)- (log(1/¢))) or (l)Q(l) samples. We also point to a relation

€

between our results and statistical-query dimension [K98, BFJKMR94].

7. Random matrices: Let X, A be finite sets, such that, |A| > (2log|X])!? and |X| >
(2log |A|)10. Let M : A x X — {-1,1} be a random matrix. Fix k = %log |A| and
(= %log |X|. With very high probability, any submatrix of M of at least 27% - |A| rows
and at least 27 - | X| columns, has a bias of at most 2-2in{k})  Thus, by Corollary 3, any
learning algorithm for the learning problem corresponding to M requires either a memory of
size Q ((log|X|) - (log|Al)), or (min{|X], |A\})Q(1) samples.

We note also that our results about learning from sparse linear equations have applications in
bounded-storage cryptography. This is similar to [R16, KRT16], but in a different range of the
parameters. In particular, for every w(logn) < ¢ < n, our results give an encryption scheme that
requires a private key of length n, and time complexity of O(¢logn) per encryption/decryption of
each bit, using a random access machine. The scheme is provenly and unconditionally secure as
long as the attacker uses at most o(nf) memory bits and the scheme is used at most 2°) times.

Generalization to Non-Product Distributions: In addition to all these results, we give in
Section 6 a generalization of Theorem 1 to the case where the samples a € A depend on the unknown
concept x € X. In this case, b is redundant and the learning problem is described by the joint
distribution p : A x X — [0, 1] of joint random variable (A, X). The joint distribution corresponds
to the following learning problem: An unknown element z € X was chosen uniformly at random.
A learner tries to learn x from a stream of samples, a1, as, ..., where for every i, a; € A is chosen
(independently) according to the conditional distribution p Alx—z- We stress that in Section 6, the
joint distribution p 4 y is not a product distribution. We assume for simplicity that the marginal
py is the uniform distribution over X.

Our main result in Section 6, Theorem 9, requires that for some p, the distribution p AlxX=z 18
bounded by 2P - p 4 (that is, for every o’ € A, 2/ € X, Pr(A =d'|X =2') <27 .Pr(A=d)). We
view this assumption as quite natural and general. The assumption limits the information that
each sample gives about the concept to at most p bits. In addition, the theorem requires that the
matrix M = p gx—p — P4 (viewed as a matrix M : A x X — [~1,1]) satisfies an “extractor-like”
property that is similar to the ones used in Theorem 1 and Corollary 3. Roughly speaking, the
property holds if for some k,¢,r, any submatrix of M of at least 27% probability mass of rows
(under the distribution p 4), and at least 27 - | X| columns, satisfies the following: In almost every
row a’ (of the submatrix), the average of all entries is at most 27" - p 4(a’), (and in that sense the
row is roughly unbiased). Under these assumptions, Theorem 9 shows that any learning algorithm

for the corresponding learning problem requires either a memory of size at least {2 <%Z), or at least

29(r) samples. (Intuitively, we loose a factor of p in the bound on the memory-size, because each
sample a may give up to p bits of information about the concept z).



We note that besides the obvious motivation of studying non-product distributions of concepts
and samples, Theorem 9 can also be used to handle cases where the output b is longer than one
bit and cases where the output’s distribution is non-uniform. For example, the theorem implies
that for any finite field F, learning a string x € F” from random linear equations, requires either a
memory of size Q(n?log |F|), or an exponential number of equations. This bound is tight and can
be viewed as a generalization of the memory-samples lower bound for parity learning, to general
finite fields. (See Section 6.5 for more details.)

Techniques

Our proof follows the lines of the proof of [R17] and builds on that proof. The proof of [R17]
considered the norm of the matrix M, and thus essentially reduced the entire matrix to only one
parameter. In our proof, we consider the properties of M as a two-source extractor, and hence we
have three parameters (k, ¢, r), rather than one. Considering these three parameters, rather than
one, enables a more refined analysis, resulting in a stronger lower bound with a slightly simpler
proof.

A proof outline is given in Section 3.

Motivation and Discussion

Many previous works studied the resources needed for learning, under certain information,
communication or memory constraints (see in particular [S14, SVW16, R16, VV16, KRT16, MM17,
R17, MT17, MM18] and the many references given there). A main message of some of these works
is that for some learning problems, access to a relatively large memory is crucial. In other words,
in some cases, learning is infeasible, due to memory constraints.

From the point of view of human learning, such results may help to explain the importance of
memory in cognitive processes. From the point of view of machine learning, these results imply that
a large class of learning algorithms cannot learn certain concept classes. In particular, this applies
to any bounded-memory learning algorithm that considers the samples one by one. In addition,
these works are related to computational complexity and have applications in cryptography.

Related Work

Independently of our work, Beame, Oveis Gharan and Yang also gave a combinatorial property
of a matrix M, that holds for a large class of matrices and implies that any learning algorithm
for the corresponding learning problem requires either a memory of size € ((log | X]) - (log |A])) or
an exponential number of samples (when |A] < |X|) [BOGY17]. Their property is based on a
measure of how matrices amplify the 2-norms of probability distributions that is more refined than
the 2-norms of these matrices. Their proof also builds on [R17].

They also show, as an application, tight time-space lower bounds for learning low-degree
polynomials, as well as other applications.

2 Preliminaries

Denote by Uy : X — RT the uniform distribution over X. Denote by log the logarithm to base 2.
Denote by () = (5) + (1) +---+ (})-

For a random variable Z and an event E, we denote by P, the distribution of the random
variables Z, and we denote by Pz g the distribution of the random variable Z conditioned on the
event F.



Viewing a Learning Problem as a Matrix

Let X, A be two finite sets of size larger than 1. Let n = log, | X]|.

Let M : A x X — {—1,1} be a matrix. The matrix M corresponds to the following learning
problem: There is an unknown element x € X that was chosen uniformly at random. A learner
tries to learn = from samples (a, b), where a € A is chosen uniformly at random and b = M(a, x).
That is, the learning algorithm is given a stream of samples, (a1,b1), (a2, b2) ..., where each a; is
uniformly distributed and for every ¢, by = M (a, ).

Norms and Inner Products

Let p > 1. For a function f : X — R, denote by || f||, the £, norm of f, with respect to the uniform
distribution over X, that is:

i, = (B 1sem)

For two functions f,g : X — R, define their inner product with respect to the uniform
distribution over X as

= E - g(z)].

(f.9) = B [f(x) g(o)
For a matrix M : A x X — R and a row a € A, we denote by M, : X — R the function
corresponding to the a-th row of M. Note that for a function f : X — R, we have (M,, f) = (]\‘/[Tf')a

Lo-Extractors and L..-Extractors

Definition 2.1. Lo-Extractor: Let X, A be two finite sets. A matric M : A x X — {—1,1} is a
(k, 0)-Lo-Extractor with error 27", if for every non-negative f : X — R with ”}c‘b < 2¢ there are at

H1 -

most 27% .| A| rows a in A with
(Mo P s

LA

Let Q be a finite set. We denote a distribution over § as a function f : @ — R* such that
> weq f(x) = 1. We say that a distribution f : Q — R has min-entropy k if for all z € Q, we have
flz) <27h.

Definition 2.2. L.,—Extractor: Let X, A be two finite sets. A matric M : A x X — {-1,1}
is a (k,{ ~ 1)-Loo-Extractor if for every distribution p, : X — RT with min-entropy at least
(log(|X|) — £) and every distribution p, : A — RY with min-entropy at least (log(|A]) — k),

DY pald) palal) - M(d',a')| <277

adcAreX

Branching Program for a Learning Problem

In the following definition, we model the learner for the learning problem that corresponds to the
matrix M, by a branching program.

Definition 2.3. Branching Program for a Learning Problem: A branching program of length
m and width d, for learning, is a directed (multi) graph with vertices arranged in m + 1 layers
containing at most d vertices each. In the first layer, that we think of as layer 0, there is only
one vertex, called the start verter. A vertex of outdegree 0 is called a leaf. All vertices in the last



layer are leaves (but there may be additional leaves). Every non-leaf vertex in the program has 2|A|
outgoing edges, labeled by elements (a,b) € A x {—1,1}, with exactly one edge labeled by each such
(a,b), and all these edges going into vertices in the next layer. Each leaf v in the program is labeled
by an element Z(v) € X, that we think of as the output of the program on that leaf.

Computation-Path: The samples (a1,b1), ..., (am,bn) € Ax{—=1,1} that are given as input,
define a computation-path in the branching program, by starting from the start vertex and following
at step t the edge labeled by (ay,by), until reaching a leaf. The program outputs the label Z(v) of the
leaf v reached by the computation-path.

Success Probability: The success probability of the program is the probability that T = x,

where T is the element that the program outputs, and the probability is over x,ay, ..., ay, (where x
is uniformly distributed over X and a1, ..., an are uniformly distributed over A, and for every t,
bt = M(CLt, I‘))

3 Overview of the Proof

The proof follows the lines of the proof of [R17] and builds on that proof.

Assume that M is a (k,{)-Le-extractor with error 2= and let r = min{k, ¢,7'}. Let B be
a branching program for the learning problem that corresponds to the matrix M. Assume for a
contradiction that B is of length m = 2" and width d = 2!, where € is a small constant.

We define the truncated-path, T, to be the same as the computation-path of B, except that it
sometimes stops before reaching a leaf. Roughly speaking, 7 stops before reaching a leaf if certain
“bad” events occur. Nevertheless, we show that the probability that T stops before reaching a leaf
is negligible, so we can think of 7 as almost identical to the computation-path.

For a vertex v of B, we denote by FE, the event that T reaches the vertex v. We denote by
Pr(v) = Pr(E,) the probability for E, (where the probability is over z, a1, ..., an), and we denote
by Py, = Py g, the distribution of the random variable z conditioned on the event E,. Similarly,
for an edge e of the branching program B, let E. be the event that 7 traverses the edge e. Denote,
Pr(e) = Pr(E,), and Py, = Py, .

A vertex v of B is called significant if

|Pup ], > 2527

I

Roughly speaking, this means that conditioning on the event that 7 reaches the vertex v, a non-
negligible amount of information is known about z. In order to guess x with a non-negligible
success probability, 7 must reach a significant vertex. Lemma 4.1 shows that the probability that
T reaches any significant vertex is negligible, and thus the main result follows.

To prove Lemma 4.1, we show that for every fixed significant vertex s, the probability that 7
reaches s is at most 27 (which is smaller than one over the number of vertices in B). Hence,
we can use a union bound to prove the lemma.

The proof that the probability that 7 reaches s is extremely small is the main part of the
proof. To that end, we use the following functions to measure the progress made by the branching
program towards reaching s.

Let L; be the set of vertices v in layer-i of B, such that Pr(v) > 0. Let I'; be the set of edges e
from layer-(i — 1) of B to layer-i of B, such that Pr(e) > 0. Let

Z; = Z Pr(?)) : <Px|v7Px|s>k7

vEL,

Zz/ = Z PI‘(E) : <Pz\evpz\s>k'

EEFi



We think of Z;, Z! as measuring the progress made by the branching program, towards reaching a
state with distribution similar to Pys.

We show that each Z; may only be negligibly larger than Z;_;. Hence, since it’s easy to calculate
that Zo = 272"%_ it follows that Z; is close to 272"F, for every i. On the other hand, if s is in layer-i
then Z; is at least Pr(s) - (Pys, ]P’x‘s)k. Thus, Pr(s) - <]P’m|5,]P’m|s>k cannot be much larger than 272"%,
Since s is significant, (IP’I|S,]P’1|S>'“ > 2k . 9727 and hence Pr(s) is at most 270,

The proof that Z; may only be negligibly larger than Z; 1 is done in two steps: Claim 4.12
shows by a simple convexity argument that Z; < Z/. The hard part, that is done in Claim 4.10
and Claim 4.11, is to prove that Z/ may only be negligibly larger than Z;_;.

For this proof, we define for every vertex v, the set of edges 'y (v) that are going out of v,
such that Pr(e) > 0. Claim 4.10 shows that for every vertex v,

Z Pr(e) ’ <Px\eva\s>k
e€lout(v)
may only be negligibly higher than
PI‘(U) ’ <Px|v>Px|s>k'

For the proof of Claim 4.10, which is the hardest proof in the paper, and the most important
place where our proof deviates from (and simplifies) the proof of [R17], we consider the function
Py - Pyls. We first show how to bound HIP)W} : leSHz' We then consider two cases: If HIP’QCW . }P’x|5Hl
is negligible, then (Py,, P, s)F is negligible and doesn’t contribute much, and we show that for
every e € I'ou(v), <IP’x|e,IP’x|S>k is also negligible and doesn’t contribute much. If H]P)wlv . PIISH1
is non-negligible, we use the bound on HIP’J;W . }P’MSH2 and the assumption that M is a (k,¢)-Lo-
extractor to show that for almost all edges e € T'pyt(v), we have that (Px|e,]P’x|S>k is very close to
(Pajos Py s). Only an exponentially small (27%) fraction of edges are “bad” and give a significantly
larger <IP’$|E,IP’,£|S>"3.

The reason that in the definitions of Z; and Z; we raised (P, Pys) and (Pye, Pys) to the
power of k is that this is the largest power for which the contribution of the “bad” edges is still
small (as their fraction is 27).

This outline oversimplifies many details. Let us briefly mention two of them. First, it is not
so easy to bound HIP)I‘U 'Px|sH2. We do that by bounding pr|s and HIP’MUHOO. In order to bound
[Pz
HmeHg for every vertex reached by 7). In order to bound H]waHoo, we force T to stop whenever
Px‘v(x) is large, which allows us to consider only the “bounded” part of P,,. (This is related to the
technique of flattening a distribution that was used in [[KR13]). Second, some edges are so “bad”
that their contribution to Z is huge so they cannot be ignored. We force T to stop before traversing
any such edge. (This is related to an idea that was used in [KRT16] of analyzing separately paths
that traverse “bad” edges). We show that the total probability that T stops before reaching a leaf
is negligible.

I,
5 We force T to stop whenever it reaches a significant vertex (and thus we are able to bound

4 Main Result

Theorem 1. Let ﬁ <c< % Fiz ~ to be such that % <2 < 1. Let X, A be two finite sets. Let
n=logy |X|. Let M : Ax X — {—1,1} be a matriz which is a (K',0')-Ly-extractor with error 2=,
for sufficiently large' k', ¢' and r', where ¢’ <n. Let

r := min {7"/ U=k’ (A=n)€ _ 1} . (1)

20 2 ’ 2

By “sufficiently large” we mean that k’,¢',r’ are larger than some constant that depends on ~.



Let B be a branching program of length at most 2" and width at most 2°¥¢ for the learning problem
that corresponds to the matrix M. Then, the success probability of B is at most O(27").

Proof. Let
k =~k and  (:=~L"/3. (2)

Note that by the assumption that k', ¢ and 7’ are sufficiently large, we get that k, ¢ and r are also
sufficiently large. Since ¢/ < n, we have £ +r < % + % < %/ < 5. Thus,

r<n/2—{(. (3)

Let B be a branching program of length m = 2" and width d = 2¢K " for the learning problem
that corresponds to the matrix M. We will show that the success probability of B is at most
o@2™).

4.1 The Truncated-Path and Additional Definitions and Notation

We will define the truncated-path, 7, to be the same as the computation-path of B, except
that it sometimes stops before reaching a leaf. Formally, we define T, together with several other
definitions and notations, by induction on the layers of the branching program B.

Assume that we already defined the truncated-path 7, until it reaches layer-i of B. For a vertex
v in layer-i of B, let F, be the event that T reaches the vertex v. For simplicity, we denote by
Pr(v) = Pr(E,) the probability for F, (where the probability is over x, a1, ..., an), and we denote
by Py, = Py, the distribution of the random variable = conditioned on the event E,.

There will be three cases in which the truncated-path 7 stops on a non-leaf v:

1. If v is a, so called, significant vertex, where the {2 norm of I, is non-negligible. (Intuitively,
this means that conditioned on the event that 7 reaches v, a non-negligible amount of
information is known about ).

2. If Py, () is non-negligible. (Intuitively, this means that conditioned on the event that T
reaches v, the correct element = could have been guessed with a non-negligible probability).

3. If (M - Py,)(ai+1) is non-negligible. (Intuitively, this means that 7 is about to traverse a
“bad” edge, which is traversed with a non-negligibly higher or lower probability than other
edges).

Next, we describe these three cases more formally.

Significant Vertices
We say that a vertex v in layer-i of B is significant if

|Pap ], > 2527

I

Significant Values

Even if v is not significant, P,, may have relatively large values. For a vertex v in layer-i of B,
denote by Sig(v) the set of all 2/ € X, such that,

Pm|y($,) > 22@-{-27’ . 2—TL‘



Bad Edges

For a vertex v in layer-i of B, denote by Bad(v) the set of all & € A, such that,
’(M : Pm\v)(a)| > 27",

The Truncated-Path 7

We define 7 by induction on the layers of the branching program B. Assume that we already
defined 7 until it reaches a vertex v in layer-i of B. The path 7 stops on v if (at least) one of the
following occurs:

1. v is significant.
2. x € Sig(v).
3. a;j+1 € Bad(v).
4. v is a leaf.

Otherwise, 7 proceeds by following the edge labeled by (ait+1,bi+1) (same as the computational-
path).

4.2 Proof of Theorem 1

Since T follows the computation-path of B, except that it sometimes stops before reaching a leaf,
the success probability of B is bounded (from above) by the probability that T stops before reaching
a leaf, plus the probability that 7 reaches a leaf v and Z(v) = x.

The main lemma needed for the proof of Theorem 1 is Lemma 4.1 that shows that the probability
that 7 reaches a significant vertex is at most O(27").

Lemma 4.1. The probability that T reaches a significant vertex is at most O(27").

Lemma 4.1 is proved in Section 4.3. We will now show how the proof of Theorem 1 follows from
that lemma.

Lemma 4.1 shows that the probability that 7 stops on a non-leaf vertex, because of the
first reason (i.e., that the vertex is significant), is small. The next two lemmas imply that the
probabilities that 7 stops on a non-leaf vertex, because of the second and third reasons, are also
small.

Claim 4.2. If v is a non-significant verter of B then

Pr[z € Sig(v) | B,] <27%".

xT

Proof. Since v is not significant,

B [Prh’(x,)] - Z [me(:ﬂ)ﬂ =2"- E [Pmlv(l“,)ﬂ < 92t . 97,

@'~ Py X r'erX
Hence, by Markov’s inequality,
Pr []P’$|U(m’) > 92 . 92 2—"] <o

’
x Nch}

Since conditioned on Ey, the distribution of x is P, we obtain

Pr v € Sig(v) | Eu] = Pr[(Puo(e) > 22722 27) | B, | <27 O
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Claim 4.3. Ifv is a non-significant vertex of B then

Pr [a;11 € Bad(v)] <277
a;q1

Proof. Since v is not significant, HP$|UH2 < 2¢.27" Since P}, is a distribution, H]P):del = 27"
Thus,
Pl

Since M is a (K, £')-Ly-extractor with error 27", there are at most 2% - | A| elements a € A with

|<MO"PI\’U>‘ 2 27" HP:vlvHI =27 27"

The claim follows since a;41 is uniformly distributed over A and since k' > 2r (Equation (1)). O

We can now use Lemma 4.1, Claim 4.2 and Claim 4.3 to prove that the probability that 7 stops
before reaching a leaf is at most O(27"). Lemma 4.1 shows that the probability that 7 reaches a
significant vertex and hence stops because of the first reason, is at most O(27"). Assuming that
T doesn’t reach any significant vertex (in which case it would have stopped because of the first
reason), Claim 4.2 shows that in each step, the probability that 7 stops because of the second
reason, is at most 272", Taking a union bound over the m = 2" steps, the total probability that 7
stops because of the second reason, is at most 27". In the same way, assuming that 7 doesn’t reach
any significant vertex (in which case it would have stopped because of the first reason), Claim 4.3
shows that in each step, the probability that 7 stops because of the third reason, is at most 272".
Again, taking a union bound over the 2" steps, the total probability that 7 stops because of the
third reason, is at most 27". Thus, the total probability that 7 stops (for any reason) before
reaching a leaf is at most O(27").

Recall that if 7 doesn’t stop before reaching a leaf, it just follows the computation-path of B.
Recall also that by Lemma 4.1, the probability that 7 reaches a significant leaf is at most O(27").
Thus, to bound (from above) the success probability of B by O(27"), it remains to bound the
probability that 7 reaches a non-significant leaf v and Z(v) = z. Claim 4.4 shows that for any
non-significant leaf v, conditioned on the event that 7 reaches v, the probability for Z(v) = x is at
most 27", which completes the proof of Theorem 1.

Claim 4.4. If v is a non-significant leaf of B then
Pr[z(v) =z | E)) < 27",
Proof. Since v is not significant,

E [P,,(2))%] <2227

Hence, for every 2/ € X,
Prlz =2’ | B,) =P, (z) <2¢-27"/2 <277
since r < n/2 — ¢ (Equation (3)). In particular,
Pr[z(v) =z | E)) < 27",

This completes the proof of Theorem 1.
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4.3 Proof of Lemma 4.1

Proof. We need to prove that the probability that 7 reaches any significant vertex is at most
O(27"). Let s be a significant vertex of B. We will bound from above the probability that T
reaches s, and then use a union bound over all significant vertices of B. Interestingly, the upper
bound on the width of B is used only in the union bound.

The Distributions P, and P,

Recall that for a vertex v of B, we denote by F, the event that T reaches the vertex v. For
simplicity, we denote by Pr(v) = Pr(E,) the probability for E, (where the probability is over
x,ai,...,an), and we denote by P, = Py g, the distribution of the random variable x conditioned
on the event FE,.

Similarly, for an edge e of the branching program B, let E. be the event that 7 traverses the
edge e. Denote, Pr(e) = Pr(E) (where the probability is over z,a1,...,an), and Py, = Py g, .
Claim 4.5. For any edge ¢ = (v,u) of B, labeled by (a,b), such that Pr(e) > 0, for any 2’ € X,

P, (2') = 0 if ' €Sig(v) or Ma,2")#Db
zlel™ /) = Pypo(2’) - et if ' ¢ Sig(v) and M(a,2’)=0b

e

where c. s a normalization factor that satisfies,
Ce>3—2.277

Proof. Let e = (v,u) be an edge of B, labeled by (a,b), and such that Pr(e) > 0. Since Pr(e) > 0,
the vertex v is not significant (as otherwise 7 always stops on v and hence Pr(e) = 0). Also, since
Pr(e) > 0, we know that a ¢ Bad(v) (as otherwise 7 never traverses e and hence Pr(e) = 0).

If T reaches v, it traverses the edge e if and only if: = & Sig(v) (as otherwise 7 stops on v) and
M (a,z) = b and a;+1 = a. Therefore, for any 2’ € X,

P, (z') = 0 if 2 €Sig(v) or M(a,2")#b
zlel ) = Py (2) - et if 2/ &Sig(v) and M(a,2')=1b

(&

where ¢, is a normalization factor, given by

Ce = > Popy(2') = Pri(z & Sig(v)) A (M(a,x) =) | Ey).
{z’ : '¢Sig(v) A M (a,z’)=b}

Since v is not significant, by Claim 4.2,
Pr[z € Sig(v) | B,] < 277"
€T

Since a ¢ Bad(v),

I?Cr[M(a,a:) =1|E))— Pmr[M(a,:L") =—1| E,]

= ‘(MPCBW)(G)’ < 2_T,7

and hence
Pr[M(a,z) #b| B, < 3 +27".

Hence, by the union bound,

ce = Pr[(z ¢ Sig(v)) A (M(a,z) =b) | By] > 5 — 27" 97 > ;-2 272"

(where the last inequality follows since r < r//2, by Equation (1)). O
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Bounding the Norm of P,

We will show that HIP’x|SH2
e of B that is traversed by 7 with probability larger than zero, HPz\eHQ cannot be too large.

Claim 4.6. For any edge e of B, such that Pr(e) > 0,

cannot be too large. Towards this, we will first prove that for every edge

[Baell, < 420 27"

Proof. Let e = (v,u) be an edge of B, labeled by (a,b), and such that Pr(e) > 0. Since Pr(e) > 0,
the vertex v is not significant (as otherwise 7 always stops on v and hence Pr(e) = 0). Thus,

P, < 2°-27m

I,
By Claim 4.5, for any 2’ € X,

P, (') = 0 if a2’ eSigv) or M(a,2')#b
alel®) = Pypp(a’) - et if ' ¢Sig(v) and M(a,2")=b

e

where ¢, satisfies,
Ce>1-2.277">1

(where the last inequality holds because we assume that k', ¢/, and thus r are sufficiently large.)
Thus,

Poelly < et |[Pael, < 4- 25277 .

I,
Claim 4.7.
[l <42 27

Proof. Let T';,(s) be the set of all edges e of B, that are going into s, such that Pr(e) > 0. Note
that
Z Pr(e) = Pr(s).
e€lin(s)

By the law of total probability, for every 2’ € X,

IP)av|s(xl) = Eigi; ' ]P):E\e(m/)v

e€lin(s)

and hence by Jensen’s inequality,

Px\s(x/)Q < E;Eg : Pw\e(x,)Q'

Summing over ' € X, we obtain,

[P < pr(s) " [Paiell;-

e€lin(s)

By Claim 4.6, for any e € I'ip(s),

JBaell? < (42 27)".

Hence,
2
Bl < (12 20)". -
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Similarity to a Target Distribution

Recall that for two functions f,g: X — RT, we defined
(f.0)= B [f(2)- g(=)]

erX

We think of (f,g) as a measure for the similarity between a function f and a target function g.
Typically f,g will be distributions.

Claim 4.8.
<]P)$‘S,Pm‘s> > 920972,

Proof. Since s is significant,
2 _
<Px|sapx|s> - HP:L‘\SH2 > 220 . 972, ]
Claim 4.9.
<UX7 Px‘s) = 272”)
where Ux 1is the uniform distribution over X.

Proof. Since P, is a distribution,

(U, Paps) =277 ) " Pyye(z) = 272" O
zeX

Measuring the Progress

For i € {0,...,m}, let L; be the set of vertices v in layer-i of B, such that Pr(v) > 0. For
i € {1,...,m}, let T'; be the set of edges e from layer-(: — 1) of B to layer-i of B, such that
Pr(e) > 0. Recall that k = vk’ (Equation (2)).
For i € {0,...,m}, let
Zi=> Pr(v) - Py, Pyps)*.
vEL;
Forie {1,...,m}, let

Zz/ = Z Pr(e) : <Pm\eva\s>k'

eEFi

We think of Z;, Z! as measuring the progress made by the branching program, towards reaching
a state with distribution similar to Pys.

For a vertex v of B, let 'yt (v) be the set of all edges e of B, that are going out of v, such that
Pr(e) > 0. Note that

Z Pr(e) < Pr(v).

e€lout ('U)

(We don’t always have an equality here, since sometimes 7 stops on v).
The next four claims show that the progress made by the branching program is slow.

Claim 4.10. For every vertex v of B, such that Pr(v) > 0,

N PG (Pl Pajs) < (Pajer Pags) - (142778 + (27242)"
EEFout(U)
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Proof. If v is significant or v is a leaf, then 7 always stops on v and hence Ty (v) is empty and
thus the left hand side is equal to zero and the right hand side is positive, so the claim follows
trivially. Thus, we can assume that v is not significant and is not a leaf.

Define P : X — R™ as follows. For any 2/ € X,

0 if 2’ € Sig(v)
{m(x') it o ¢ Sig(v)

Note that by the definition of Sig(v), for any 2’ € X,
P(:Ij'/) < 22€+2r .9 N (4)

P(2) =

Define f : X — R as follows. For any 2’ € X,
f(l'/) = P(:E/) : EDac|s(1',)'
By Claim 4.7 and Equation (4),

Hf”z < g2+ar g7, H]P)w‘s < 92042r 9=n 4. 9l 9—n _ 93l+2r+2 o—2n (5)

I
By Claim 4.5, for any edge e € Tyt (v), labeled by (a,b), for any 2/ € X,

W0 M) £
Px\e(fﬁ )= { P(x') - 1 if M(a,2')=0

e

where c. satisfies,

Ce>31—0.077r,

3
Therefore, for any edge e € 'yt (v), labeled by (a,b), for any 2’ € X,

/ " 0 if M(a,2") #0b

]P)$|e($) les(x) = { F(a') - Ce—l if M(a,2')=b

and hence, we have

<]P)a;|ey]P)a:|s> = :Jc/e]?%X[le'B(l‘/) . P$|S(l'/)] = xIEE;X[f(:L‘/) . Ce_l . 1{I’EX . M(a,m’):b}]
= B |7 et ] = (|l + b (Mo £)) - (260)7)
< (11l + Mo, £)]) - (1 +27249) (6)

(where the last inequality holds by the bound that we have on ¢, because we assume that k', ¢/, r/
and thus r are sufficiently large).
We will now consider two cases:

Case L: || f||; < 272"

In this case, we bound |[(M,, f)| < || f||; (since f is non-negative and the entries of M are in {—1,1})
and (1 + 272""3) < 2 (since we assume that k', ¢,7" and thus r are sufficiently large) and obtain
for any edge e € 'y (v),

(Pyje, Pyps) < 42777

Since ) €T gt (1) gi—gzg <1, Claim 4.10 follows, as the left hand side of the claim is smaller than the

second term on the right hand side.
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Case II: | f|, > 272"

For every a € A, define

[(Ma, f)]
=T
By Equation (6),
(Pajer Pag)* < I - (14 t@)" - (1+2723)", (7)
Note that by the definitions of P and f,

Hle = x’e]?gx[f(ml)] = <Pa Pm|s> < <P$\U7Px|s>

Note also that for every a € A, there is at most one edge e(q,1y € I'out(v), labeled by (a, 1), and at
most one edge e(, _1) € [out(v), labeled by (a,—1), and we have

Pr(e(q,1)) i Pr(e(q,—1)) < 1

Pr(v) Pr(v) = JA]»

since ﬁ is the probability that the next sample read by the program is a. Thus, summing over all

e € T'yui(v), by Equation (7),

r(e —or k
> WG PPt < Bup, Byt E [A+t@)]- (14275 ()
e€lout(v) R
It remains to bound
k
Bt (9)

using the properties of the matrix M and the bounds on the ¢ versus ¢1 norms of f.
By Equation (5), the assumption that || f||, > 272", Equation (1) and Equation (2), we get

||f||2 S 23£+2T+2 S 25, .

/11y

Since M is a (k/,')-Ly-extractor with error 27", there are at most 27% . |A| rows a € A with

t(a) = |<]|\|/§;1H7f>| > 27" We bound the expectation in Equation (9), by splitting the expectation into
1

two sums

L By k
B [(1 +1(a)) } YRR R C () L YD S C B () (10)
a:t(a)y<2—’ a:tla)>2—"

We bound the first sum in Equation (10) by (14+27"")*. As for the second sum in Equation (10),
we know that it is a sum of at most 2% - |A| elements, and since for every a € A, we have t(a) < 1,
we have

k —k' —
R DR R0 b b L
a:t(a)>2-"

(where in the last inequality we used Equations (1) and (2)). Overall, using Equation (1) again,
we get
E [(1+4a)!] < (1+277)f +272 < (14277, (11)

a€ERA
Substituting Equation (11) into Equation (8), we obtain

z —2r\k+1 _ k
Z P;gig . <]P>x|67px|s>k < <Px|v’ﬂ)x|s>k . (1 +9 27‘) . (1 +2 2T+3)
GGFOUt(U)

< <]P)as|v7]P)a:|s>k ’ (1 + 2_T)k

(where the last inequality uses the assumption that r is sufficiently large). This completes the proof
of Claim 4.10. ]
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Claim 4.11. For everyi € {1,...,m},
Z<zZig (1427 4 (27",
Proof. By Claim 4.10,
2= " Pr(e) (Poe, Po) = Y Pr(v)- D pG - (P, Pyp)

ecl’; vel; 1 eeFout(v)
—mk _ k
< 3 P) - (BBl (L 27) o+ (27
veLl; 1

=Ziq-(1+27) 4 Y Pr(v)- (27242

veL;_1
< Ziq- (1 + 2—r)k + (2—2n+2)k
Claim 4.12. For everyi € {1,...,m},
Z;, < Zl.

Proof. For any v € L;, let T';;,(v) be the set of all edges e € T';, that are going into v. Note that
Z Pr(e) = Pr(v).
e€lin (v)

By the law of total probability, for every v € L; and every a2’ € X,

Pr(e
Pr|v(x/) = Prgvg : Pz\e(‘r,)v
e€lin (v)
and hence P
<Px|v7 Px\s) = Pr(f;) : <Px|e7 IP:):|3>
e€ln (v)
Thus, by Jensen’s inequality,
k Pr(e) k
<]P)a:|mIP)r|s> < Pr(v) <Px|eva|s> :
e€lin (v)

Summing over all v € L;, we get

Pr(e
Z, = Z Pr(v) - (Pyjp, Pags)* < Z Pr(v) - PE; (Pyes Pags)
vEL; veL; eEFin(v)
= Z PI‘(@) ’ <]P>:E\67Pm\s>k = Zz/
eel’;

Claim 4.13. For everyi € {1,...,m},
Z‘ < 24k+2T . 2—2k:-n
i < .
Proof. By Claim 4.9, Zy = (272")*. By Claim 4.11 and Claim 4.12, for every i € {1,...,m},
Zi<Z - (1+27) 4 (272m2)F,
Hence, for every i € {1,...,m},

Z, < (2—2n+2)k

cm- (14277

Since m = 27,
Z' < 2—2k'7’l . 22k . 2’!’ . ek,‘ < 2—2]{377, . 24]€+27"
i < < .
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Proof of Lemma 4.1

We can now complete the proof of Lemma 4.1. Assume that s is in layer-i of B. By Claim 4.8,
Z; > Pr(s) - (IP’I|S,]P’I|S>]“ > Pr(s) - (2% : 2*2”>k = Pr(s) - 2%k . g=2kn,
On the other hand, by Claim 4.13,
Z, < otk+2r g=2kn
Thus, using Equation (1) and Equation (2), we get

PI‘(S) S 24k’+27" . 2—2[-]9 S 24k;’ . 2_(2’72/3)'(]9/(/)‘

Recall that we assumed that the width of B is at most 2" for some constant ¢ < 2/3, and that
the length of B is at most 2". Recall that we fixed  such that 2v%/3 > c. Taking a union bound
over at most 27 - 20K"¢" < oK' . 9ck'l’ gignificant vertices of B, we conclude that the probability that
T reaches any significant vertex is at most 2-*¢) Since we assume that &’ and ¢ are sufficiently
large, 2-2('0) ig certainly at most 2%, which is at most 27", O

4.4 Lower Bounds for Weak Learning

In this section, we show that under the same conditions of Theorem 1, the branching program
cannot even weakly-learn the function. That is, we show that the branching program cannot
output a hypothesis h : A — {—1, 1} with a non-negligible correlation with the function defined by
the true unknown xz. We change the definition of the branching program and associate with each
leaf v a hypothesis h, : A — {—1,1}. We measure the success as the correlation between h, and
the function defined by the true unknown z.

Formally, for any = € X, let M® : A — {—1,1} be the function corresponding to the -
th column of M. We define the value of the program as E H(hv, M @) ], where the expectation
is over x,aq,...,an, (recall that x is uniformly distributed over X and aq,...,a,, are uniformly
distributed over A, and for every t, by = M(as,x)). The following claim bounds the expected
correlation between h, and M), conditioned on reaching a non-significant leaf.

Claim 4.14. If v is a non-significant leaf, then
E H<hv,M<x>>‘ ‘E] <0(27?).

T

Proof. We expand the expected correlation between h, and M) squared:

T

B [Jin ] [ ] < B 02 | 5] = 5 Pty
r'eX

= > Bupla) B [hua) M(a,a') - h(a) - M(d,2")]

z’'eX
- E hy(a 'hva, : ]P)acvl'/ 'Ma,x’ 'MCL/,:E/:|
a7a’€RA|: ( ) ( ) xg{ | ( ) ( ) ( )
< E P N M N M(d. 2
" a,d’€RA Z w‘v(l‘) ((I,$) (Q,JJ)]
r’eX
= E | E P (2') - M(a,z") - M(d,2' .
a€RA |a’erA xg{ x|”<x) (a,fI,') (a,.ﬁ(}) ]]

17



Next, we show that Ege,a [|Y e x Pupp(#) - M(a,a’) - M(a/,a’)|] <4-27" for any a € A. Fix
a € A. Let qo : X — R be the function defined by g,(2") = Py, (2') - M(a,2') for 2’ € X. Since
|ga(2")| = [Py (2")] for any 2’ € X and since v is a non-significant vertex, we get

lgally = |[Papoll, <2°-27"  and  gally = |Papll, =27

Hence, % < 2%, We would like to use the fact that M is a (k’, ¢')-Ly-extractor with error 2"
to show that there aren’t many rows of M with a large inner product with ¢,. However, ¢, can get
negative values and the definition of Ls-extractors only handles non-negative functions f : X — R™T.

To solve this issue, we use the following lemma, proved in Section 5.1.

Lemma 4.15. Suppose that M : Ax X — {—1,1} is a (k',{')-La-extractor with error at most 27"
Let f: X — R be any function (i.e., f can get negative values) with Iflly < o'~ Then, there are

I =
at most 2- 275 . |A| rows a € A with |<]|\|/53H7f>| >2-27".
1
Since M is a (K, ¢')-Ly-extractor with error at most 2", and since r < 7/, we have that M
llga -
llgally ,
Lemma 4.15 with f = ¢4, and error 27". We get that there are at most 2-27% - |A| rows ¢’ € A

with W >2.27". Thus,
ally

is also a (K, ¢')-Lo-extractor with error at most 27". Since < 2 < 2”*’”, we can apply

E

a'eErA

S o) - M(d, o)

zeX anHl

M/ !/
]: E [M] <2.97% 9.9 T <. 97T
a’eERA

Overall, we get that Eg [|(h,, M@)| ‘ EU]Q < 4.27". Taking square roots of both sides of the
last inequality completes the proof. O

Lemma 4.1, Claim 4.2 and Claim 4.3 show that the probability that T stops before reaching a
leaf is at most O(27"). Combining this with Claim 4.14 we get that (under the same conditions of
Theorem 1)

E[)<hv7 M(m)>‘] < Pr[T stops] + 0(277/?) < 0(277/?),

where the expectation and probability are taken over z €g X and aq,...,a,, €gr A. We get the
following theorem as a conclusion.

Theorem 2. Let 1—(1)0 <c< % Fiz v to be such that % <2< 1.
Let X, A be two finite sets. Let n =logy | X|. Let M : Ax X — {—1,1} be a matriz which is a
(K, 0')-Lo-extractor with error 2", for sufficiently large*> k', and v', where ¢’ < n. Let

o (1=K (1=y)e
(1—) 7( 2’7) _1}'

ri= mm{j, 5

Let B be a branching program of length at most 2" and width at most g k& for the learning
problem that corresponds to the matriz M. Then,

B|(h, M®)[| < 027772).

In particular, the probability that the hypothesis agrees with the function defined by the true
unknown z, on more than 1/2 4 27"/% of the inputs, is at most O(27"/4).

2By “sufficiently large” we mean that k', ¢’ r" are larger than some constant that depends on ~.

18



4.5 Main Corollary

Corollary 3. There exists a sufficiently small constant ¢ > 0 such that:

Let X, A be two finite sets. Let M : A x X — {—1,1} be a matriz. Assume that k,¢,r € N are
such that any submatriz of M of at least 27 - |A| rows and at least 27 - | X| columns, has a bias of
at most 27",

Let B be a branching program of length at most 2°7 and width at most 2°** for the learning
problem that corresponds to the matriz M. Then, the success probability of B is at most 2~ 7).

Proof. By Lemma 5.2 (stated and proved below), there exist k' = k + Q(r), ¢ = ¢+ Q(r), and
' = Q(r), such that: any submatrix of M of at least 2=* .| A| rows and at least 2% - | X| columns,
has a bias of at most 27"

By Lemma 5.4 (stated and proved below), M is an (2(k) +Q(r), Q(€) + Q(r))-La-extractor with
error 2747,

The corollary follows by Theorem 1. O

5 Applications

5.1 Some Useful Lemmas
5.1.1 Handling Negative Functions

In the following lemma, we show that up to a small loss in parameters an Lo-extractor has similar
guarantees for any function f : X — R with bounded #s-vs-f1-norm regardless of whether or not f
is non-negative.

Lemma 5.1. Suppose that M : A x X — {—1,1} is a (K, ¢')-La-extractor with error at most 27".
Let f: X — R be any function with I7lla < gt Then, there are at most 2- 275 |A| rows a € A

I =
with )l 5 5 gr '
7T

Proof. Let f.,f- : X — R" be the non-negative functions defined by
foe) = {f(:c), f(z) >0 ‘o) {|f($)|, f(z) <0

0, otherwise 0, otherwise

for x € X. We have f(z) = f+(x) — f—(x) for all z € X. We split into two cases:
LIl <27 [l then (Mo, £}l < £y < 27+ ], for all a € A
2. If | f+][; = 27" - || fll;, then fi is a non-negative function with

£l o Fls o
£l = Tl -2

Thus, we may use the assumption that M is an Lo-extractor to deduce that there are at most
2H | A| xows a € A with (Mo, f)] = £+ ], -2

In both cases, there are at most 27 - |A| rows a € A with |(Mg, f1)| > || f||,-2". Similarly, there
are at most 27 - | A| rows a € A with [(M,, f-)| > || f|l;-27". Thus, for all but at most 2-27* .| A|
of the rows a € A we have

[(Ma, )] < [(Ma, f)l + |(Ma, )] <2-|Ifll; - 27" M
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5.1.2 Error vs. Min-Entropy

Lemma 5.2. Let M : A x X — {—1,1} be a matriz. Let k,¢,r be such that any submatriz of M
of at least 27% - |A| rows and at least 27 - | X| columns, has a bias of at most 27"

Then, there exist k' =k + Q(r), ¢ =L+ Q(r), and v’ = Q(r), such that: any submatriz of M
of at least 275 - |A| rows and at least 2= - |X| columns, has a bias of at most 2"

Proof. Assume without loss of generality that k, £, r are larger than some sufficiently large absolute
constant.

We will show that there exists &' = k4 Q(r), such that, any submatrix of M of at least 27 - | A]
rows and at least 27¢ - | X| columns, has a bias of at most 2=*"). The proof of the lemma then
follows by applying the same claim again on the transposed matrix.

Let k' = k + {5. Assume for a contradiction that there exist T C A of size at least 27K | Al
and S C X of size at least 27 - | X|, such that the bias of 7' x S is larger than, say, 27"/2. By the
assumption of the lemma, |T| < 27% - |AJ.

Let 7" be an arbitrary set of 27% - |A| rows in A\ 7. By the assumption of the lemma, the bias
of T x S is at most 27". Therefore, the bias of (T UT) x S is at least

|T| —r/2 |T’| - 1 o—r/10 o—r/2 - -
o - 2 v/ — o277 2 52 P10 9=T/2 97 s 97,

Thus, (T"UT) x S contradicts the assumption of the lemma. O]

5.1.3 Ls-Extractors and L,.-Extractors

We will show that M being an Lo-Extractor is equivalent to M being an L..-Extractor (barring
constants).

Lemma 5.3. If a matriz M : A x X — {—1,1} is a (k,{)-Lo-Extractor with error 27", then M is
also a (k —&,20 ~ (min{r, £} — 1))-Loo-Extractor, V0 < £ < k.

Taking £ = , we get that if M is a (k,{)-Lo-Extractor with error 27", then M is also a
(QEK), Q) ~ (2 (mln{r, k})))-Loo-Extractor.

Proof. We pick a ¢ (0 < £ < k). To prove that M isa (k — &,20 ~ (min{r, £} — 1))-Loo-Extractor, it
suffices to prove the statement of the L..-Extractors for any two uniform distributions over subsets
A1 C A and X7 C X of size at least 2|,i|5 and |2X72‘ respectively. This follows from the fact that
any distribution with min-entropy at least h can be written as a convex combination of uniform
distributions on sets of size at least 2" [CC88].

X|

For a distribution p,, which is uniform over a subset X; C X of size at least ‘QW,

1
lely (21 o
lpzlly N\ [XA]
Using the fact that M is a (k, ¢)-Lo-Extractor with error 27", we know that there are at mos
rows a with |(M - pz)q| > 27". Using the fact that p, is a uniform distribution over a set A; of size

4]

at least 5—¢, we get

S pal@) - palat) - M(d, )

A
t 14l

< |1‘ S 1M o)

a'€Azr'eX a’'€Aq
1 A
< <| |+|A\ >§2—f+2—r
[Auf \ 2
This proves that M is a (k — &, 20 ~ (min{r, &} — 1))-Loo-Extractor, V0 < £ < k. O
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Lemma 5.4. If a matric M : A x X — {—1,1} is a (k,{ ~ r)-Loo-Extractor, then M is also a
<k: -1, éigfl) -Lo-Extractor with error 27" + 27“1, Vi<E</i-—1.

Taking & = 5, we get that if M is a (k,¢ ~ r)-Lo-Extractor, then M is also a (2(k), 2(¢))-Lo-
Extractor w1th error 2~ $2(min{r.c}),
In this proof, we use the following notation. For two non-negative functions P,Q : X — R,

we denote by dist(P, Q) the ¢1-distance between the two functions, that is
dist(P,Q) = Y _ |P(x z)| .

zeX
Note that dist(P,Q) = [|P — Q|| - | X|.

Proof. We Want to prove that for any 1 < ¢ < ¢ — 1, and any non-negative function f : X — R

with H;”? < 2f , there are at most 2-27% . |A| rows a € A with |<J‘\|4f“”’f>| > 27" 4 278
Let’s assume that there exists a non-negative function f : X — R for Wh(ic)h the 1as(t )statement
is not true. Let f, be a probability distribution on X defined by f,(z) = SF@) = RN Then,
0—£—1
/] 273
1fplly = 2 <

(XT-0Al = 1X

S, b)) 2
= (7)) <%

— pr(m)2 < 9¢—€-1-log(IX])

Thus, there is strictly less than 2~¢ probability mass on elements z with fplz) > 2f-log(IX)—1 T et
fp: X = R be the trimmed function that takes values f,(z) at x when f,(z) < 2¢7108(0XD=1 and 0
otherwise. We define a new probability distribution p, : X — [0, 1] as
: 1 -3 fp(@)
pale!) = yla) + ——
Informally, we are just redistributing the probability mass removed from f,. It is easy to see that
the new probability distribution p, has min-entropy at least log(|X|) — ¢, and

dist (pe f) < 275" (12)

as dist(pg, fp) < dist(ps, fp) + dist(fp, fp) < 276 +27%.

Let Apaq be the set of rows a € A with |<]|\|/§3H’f>‘ = (M- fp)a| > 27" +275FL. By our assumption,

|Apaa] > 2 - 27%|A|. Let A; and Ay be the set of rows a with (M - f,)q > 277 + 275t and
(M - fp)a < —(277 + 2751 respectively. As Apaq = A1 U Ag, wlo.g. |A1] > |Apaal/2 > 27F|4]
(else we can work with Ay and the rest of the argument follows similarly). Let p, be a uniform
probability distribution over the set A;. Clearly p, has min-entropy at least log(|A|) —

As (M - fp)a >27" + 27¢F1 for the entire support of p,, we get

> 97T 427 (13)

E (M- fp)a]

aGRAl

As the entries of M have magnitude at most 1, we have

E (M- (pz = fp))a]| <

a€ERAL

> Ips(a’) — fp(x’)ll = dist(pz; fp) - (14)



Combining Equations (12), (13) and (14) together gives

E [(M-po)a)| > 277+ 275 —dist(p,, f,) > 27"

aERAl

Thus, we have two distributions p, and p, with min-entropy at least log(|A|) — k and log(| X|) — ¢
respectively contradicting the fact that M is a (k, ¢ ~ r)-Lo-Extractor. Hence no such f exists
and M is a (k — 1, g_g_l)—Lg—Extractor with error 277 4 27+, O

5.1.4 Transpose

Lemma 5.5. If a matric M : A x X — {—1,1} is a (k,{)-Lo-Extractor with error 2=", then the
transposed matriz Mt is an (Q(€), Q(k))-Lo-Extractor with error 2~ Hmin{rk}),

Proof. As M is a (k,{)-Lo-Extractor with error 27", using Lemma 5.3, M is also a
(QE), Q) ~ (Q(min{r, k})))-Leo-Extractor. The definition of L..-Extractor is symmetric in its
rows and columns and hence, M is also a (Q(£), Q(k) ~ (Q(min{r, k})))-Loo-Extractor. Now, using
Lemma 5.4 on M, we get that M* is also a ((€), Q(k))-Lo-Extractor with error 2~ ®min{r.k}h) =

5.1.5 Lower Bounds for Almost Orthogonal Vectors

In this section, we show that a matrix M : A x X — {—1,1} whose rows are almost
orthogonal is a good Lg-extractor. A similar technique was used in many previous works (see
for example [GS71, CG88, A95, R05]). Motivated by the applications (e.g., learning sparse parities
and learning from low-degree equations) in which some pairs of rows are not almost orthogonal, we
relax this notion and only require that almost all pairs of rows are almost orthogonal. We formalize
this in the definition of (e, d)-almost orthogonal vectors.

Definition 5.6. (¢,6)-almost orthogonal vectors: Vectors vy,...,v, € {—1,1}*% are (¢,6)-
almost orthogonal if for any i € [m] there are at most 6 - m indices j € [m]| with |(v;,vj)| > €.

Definition 5.6 generalizes the definition of an (e, d)-biased set from [IKRT16].

Definition 5.7. (¢,0)-biased set ([KRT16]): A set T' C {0,1}" is (e, d)-biased if there are at
most § - 2" elements a € {0,1}" with |Egzc,7[(—1)*"]| > €, (where a -z denotes the inner product
of a and x, modulo 2).

Definition 5.7 is a special case of Definition 5.6, where the vectors corresponding to a set
T C {0,1}" are defined as follows. With every a € {0,1}", we associate the vector v, of length
|T|, whose z-th entry equals (—1)** for any x € T. Indeed, T is (e, d)-biased iff the vectors
{vq : @ € {0,1}"} are (¢, 0)-almost orthogonal.

Lemma 5.8 (Generalized Johnson’s Bound). Let M € {—1,1}**X be a matriz. Assume that
{M_,}aca are (€,0)-almost orthogonal vectors. Then, for any v > /€ and any non-negative function
f: X — RT, we have at most (ﬁ) - |A] rows a € A with

[(Ma, )] = - [If]2-

In particular, firing v = \/e + 642, we have that M is a (k. £)-Lo-eatractor with error 27", for
k= 3log(1/6), and £ =r = Q(min{log(1/e),log(1/6)}).
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Proof. Fix v > y/e. Let I (respectively, I_) be the rows in A with high correlation (respectively,
anti-correlation) with f. More precisely:

Ioc={ie A: (M, f)>~-|fll2},
I :={ieA: —(M;,f)>~-|fl2}-

Let I = I, UI_. Define 2 =3 ,.; M; =3 ;c; M;. We consider the inner product of f and z. We
have

2
(MWMMV<%WZ(gXM@(ZN%—XN%ﬂ>

iel, icl_
2
< aceERX [f(:v)2] . ze]EX <ZEZI+ M; . — Z; Mi,x> ] (Cauchy-Schwarz)
< ST ST M M),

iel i'el
For any fixed i € I, we break the inner-sum . _;[(M;, My)| according to whether or not

|(M;, M;r)| > e. By the assumption on M, there are at most 0-|A| rows ¢’ for which the inner-product
is larger than e. For these rows, the inner-product is at most 1. Thus, we get

(- ll2)® < A5 - DD WMa, Min)| < | FII5 - 1] - (Al -6 + € - [T)).

el /el
That is,
[I|-~* < |A] -6 +€-|T).

0
1< (2 )14

which completes the first part of the proof.

Rearranging gives

/12

We turn to the in particular part. Assume that 171 < 2¢. Thus, we proved that there are at

1=

most (72‘576> - |A| rows a € A, such that,

(Ma, £)] >~ 25| f]l1.

Fixing v = e+ 01/2, k = log(1/6Y/?), and £ = r = $log(1/v), we get that M is a (k, £)-Lo-
extractor with error 27" (Definition 2.1). Finally, note that £ = r = Q(min{log(1/6),log(1/€)}),
which completes the proof. O

5.2 Learning Sparse Parities
As an application of Lemma 5.8 and Theorem 1, we reprove the main result in [KKRT16].

Lemma 5.9. Let T C {0,1}" be an (¢,0)-biased set, with ¢ > 6. Define the matriz M :
{0,1}" x T — {—1,1} by M(a,z) = (—=1)**. Then, the learning task associated with M (“parity
learning over T"") requires either at least Q(log(1/€) - log(1/9)) memory bits or at least poly(1/e)
samples.

Proof. The rows {Mg}4eq0,1)n are (€, 6)-almost orthogonal vectors. Thus, by Lemma 5.8, we get
that M is a (k,{)-Le-extractor with error 277, for k = Q(log(1/d)) and r = ¢ = Q(log(1/e¢))
(assuming € > ). By Theorem 1, we get the required memory-samples lower bound. O
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Lemma 5.10 ([KRT16]). There exists a (sufficiently small) constant ¢ > 0 such that the following
holds. Let Ty = {x € {0,1}" : 3, 2; = £}. For any € > (8¢/n)"/2, Ty is an (e, d)-biased set for
§=2.e /"8 Ip particular, Ty is an (€,0)-biased set for

1. e=2"%% §=2"" assuming { < cn.
2. e=0"% 6= 2_0”/40‘01, assuming £ < n%9.

Let ¢ > 0 be the constant mentioned in Lemma 5.10. The following lemma complements
Lemma 5.10 to the range of parameters cn < £ < n/2. It shows that T} is (279, 27" biased
in this case. The proof is a simple application of Parseval’s identity (see [KRT16]).

Lemma 5.11 ([KRT16, Lemma 4.1]). Let T' C {0,1}" be any set. Then, T is an (¢, 0)-biased set
ford = ITI% In particular, T is (|T|7'/3,|T|7Y/3)-biased.

We get the following as an immediate corollary.
Corollary 4. Let Ty = {x € {0,1}" : >, x; = {}.

1. Assuming € < n/2, parity learning over Ty requires either at least Q(n - £) memory bits or at
least 22) samples.

2. Assuming £ < n%°, parity learning over Ty requires either at least Q(n - £%99) memory bits or
at least (O samples.

5.3 Learning from Sparse Linear Equations
Lemma 5.5 and the proof of Lemma 5.9 gives the following immediate corollary.

Lemma 5.12. Let T C {0,1}" be an (e,d)-biased set, with ¢ > §. Then, the matrix M :
T x{0,1}" — {—1,1}, defined by M(a,x) = (—1)** is a (k,{)-La-extractor with error 27", for
¢ =Q(log(1/0)) and k =r = Q(log(1/e)).

Thus, the learning task associated with M (“learning from equations in T") requires either at
least Q(log(1/€) -log(1/0)) memory bits or at least poly(1/e) samples.

We get the following as an immediate corollary of Lemmas 5.10, 5.11 and 5.12.
Corollary 5. Let Ty = {z € {0,1}" : >, x; = {}.

1. Assuming ¢ < n/2, learning from equations in Ty requires either at least Q(n -£) memory bits
or at least 220 samples.

2. Assuming ¢ < n%?, learning from equations in T, requires either at least Q(n - £°9) memory
bits or at least (1) samples.

5.4 Learning from Low Degree Equations

In the following, we consider multilinear polynomials in Fo[x1,...,x,] of degree at most d. We
denote by P; the linear space of all such polynomials. We denote the bias of a polynomial
pGFQ[ﬂfl,..-,fL‘n]by (@)
bi = E [(-1)"%].
ias(p) xeF?[( ]
We rely on the following result of Ben-Eliezer, Hod and Lovett [BEHL12], showing that random
low-degree polynomials have very small bias with very high probability.
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Lemma 5.13 ([BEHL12, Lemma 2]). Let d < 0.99 - n. Then,
Pr_[|bias(p)| > 2~/ < 27 (<)
PERPy

where 0 < c1,co < 1 are absolute constants.

Corollary 6. Let d,n € N, with d < 0.99-n. Let M : Py x Fy — {—1,1} be the matriz defined by
M(p,z) = (—1)P@ for any p € Py and x € FY. Then, the vectors {M, : p € Py} are (e,d)-almost
orthogonal, for e = 2=1"/d qnd § = 2_62(;1), (where 0 < c¢1,co < 1 are absolute constants). In
particular, M is a (k,{)-Lo-extractor with error 277, for k= Q(())) and r = £ = Q(n/d).

Thus, the learning task associated with M (“learning from degree-d equations”) requires either

at least ) ((<"d) n/d) > Q((n/d)™1) memory bits or at least 229 samples.

Proof. We reinterpret [BEHL12, Lemma 2]. Since Py is a linear subspace, for any fixed p € Py and
a uniformly random q €r P;, we have that p + ¢ is a uniformly random polynomial in P;. Thus,

for any fixed p € Py, at most 2_62'(;1) fraction of the polynomials ¢ € Py have
Ibias(p + ¢)| > 27/,

In other words, we get that {M,, : p € P4} are (e,d)-almost orthogonal vectors for ¢ = 27¢1n/d

and § = 2*02'(51), We apply Lemma 5.8 to get the “in particular” part, noting that in our case
Q(min{log(1/e),log(1/8)}) = Q(n/d). We apply Theorem 1 to get the “thus” part. O

5.5 Learning Low Degree Polynomials
Lemma 5.5 and Corollary 6 gives the following immediate corollary.

Corollary 7. Let d,n € N, with d <0.99 - n. Let M : F§ x Py — {—1,1} be the matriz defined by
M(a,p) = (—=1)?@ for any p € Py and a € FY. Then, M is a (k,£)-Ly-extractor with error 27",
Jor ¢ =Q((2)) and k =r =Q(n/d).

Thus, the learning task associated with M ("“learning degree-d polynomials™) requires either at
least Q <(<”d) n/d) > Q((n/d)™1) memory bits or at least 2% samples.

5.6 Relation to Statistical-Query-Dimension

Let C be a class of functions mapping A to {—1,1}. The Statistical-Query-Dimension of C, denoted
SQdim(C), is defined to be the maximal m such that there exist functions fi,..., f, € C with
[{fi, fi)] < 1/m for all i # j [K98, BEJKMR94]. As a corollary of Lemma 5.5 and Lemma 5.8, we
get the following.

Corollary 8. Let C be a class of functions mapping A to {—1,1}. Let SQdim(C) = m. Let
fi,-oo, fm € C with |[(fi, f;)| < 1/m for any i # j. Define the matrix M : A x [m] — {—1,1}
whose columns are the vectors fi,..., fm. Then, M is a (k,{)-Lo-extractor with error 2= for
kE=¢=r=Q(logm).

Thus, the learning task associated with M requires either at least Q(log2 m) memory bits or at
least m®) samples.

Proof. Consider the rows of the matrix M!. By our assumption, the rows of M! are (1/m,1/m)-
almost orthogonal. Thus, by Lemma 5.8, M! is a (k, £)-Lo-extractor with error 27", for k = { =
r = Q(logm). By Lemma 5.5, M is a (k, {)-La-extractor with error 27" for k = ¢ = r = Q(logm).
We apply Theorem 1 to get the “thus” part. O
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In fact, we get the following (slight) generalization. Suppose that there are m’ > m functions
fi,..., foy mapping A to {—1,1} with |[(f;, f;)| < 1/m for all i # j. Then, the learning task
associated with the matrix whose columns are fi, ..., f,,s requires either at least Q(log(m)-log(m’))
memory bits or at least m™1) samples.

5.7 Comparison with [R17]

Small Matrix Norm implies Lo-Extractor. This paper generalizes the result of [R17] that if
a matrix M : A x X — {—1,1} is such that the largest singular value of M, opax(M), is at most

\A|%|X ]%_E, then the learning problem represented by M requires either a memory of size at least
Q ((en)?) or at least 29" samples, where n = logy | X|. We use the following lemma:

Lemma 5.14. If a matriz M : A x X — {=1,1} satisfies omax(M) < ]A]% : \X\%_a, then M is a
(k,£)-La-Extractor with error 27" for every k,¢,r > 0 such that k+ 20+ 2r < 2en (n = logy(| X))

Theorem 1 and Lemma 5.14 with k& = en, = r = ¢, imply the main result of [R17].

Proof. As omax(M) < ]A|%|X|%_E, for a non-negative function f : X — R, | M - flly < |X[* 75| £l

In other words,

1/2
(LB, I0r-0.71) - <IxP- 111,

a€ERA

1/2
_ ( E [|(M,. f>|2]> < 1XI7 - £,
- ( E
a€RA

a€ERA
1/2
<|<Maaf>|>2 < 97en Hf”2
114 - 111y
Now if Hf”f < 2¢ for some ¢ > 0, then

1]
|<Maa f> ‘ ) 2 —2en+2¢
E _— 2 .
oy [( i1, ] =

Applying Markov’s inequality, we get that there are at most 272726427 . |A| rows a € A with

(M) < o
. =2 .

5.8 Comparison with [MM18]

We will now show that our result subsumes the one of [MM18]. Moshkovitz and Moshkovitz [MM18]
consider matrices M : Ax X — {—1,1}, and a parameter d, with the property that for any A’ C A
and X’ C X the bias of the submatrix M4/« x+ is at most ——%—. They define m = %# and

VA X

prove that any learning algorithm for the corresponding learning problem requires either a memory
of size Q((logm)?) or m®1) samples. We note that this is essentially the same result as the one
proved in [R17], and since it is always true that d?> > max {|X]|,|A|}, the bound obtained on the
memory is at most © (min {(log |X|)?, (log |A])?}).

Note that if M satisfies that property (required by [MM18]), then, in particular, any submatrix
A x X' of M of at least m~/* . |A| rows and at least m~/4 - | X| columns, has a bias of at most

d —_d VAKX o -1/2
VIALIXT VIAFXT VIATXT]

Thus, we can apply Corollary 3, with &k, ¢,r = %log(m) to obtain the same result.

ml/4 — =14
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6 Generalization to Non-Product Distributions

We state time-space lower bounds for generalized joint distribution p : A x X — [0, 1] of joint
random variable (A,X) on the space of samples a and secret z respectively. We denote by
Pax i Ax X —[0,1] the joint distribution of (A, X), by p4 : A — [0, 1] the marginal distribution
of A, ie. pyld) = X, pax(d,z’), by py : X — [0,1] the marginal distribution of X, i.e.
Px(7') = Y Pax(d,2’), and by pgr—, : A = [0,1] the conditional distribution of A given

Pa,x ()

X =, le pA|X:$<a/) = pX((E)

Viewing the Learning Problem as a Matrix

Let X, A be two finite sets of size larger than 1. Let n = log, | X]|.

Let M : Ax X — [0,1] be the matrix corresponding to a joint probability distribution p AX
over space A x X defined by M(a,z) = pgx=.(a). We assume that the marginal distribution
py is a uniform distribution over X. Thus, M (a,z) = pA‘X:x(a) = 2" -pyx(a,z). Also, w.lo.g.
assume that p 4(a) > 0 for all a € A.

The matrix M corresponds to the following learning problem: There is an unknown element
x € X that was chosen uniformly at random. A learner tries to learn x from samples a, where
a € A is chosen at random with probability M (a,z). That is, the learning algorithm is given a
stream of (independently chosen) samples, a1, as ..., where each a; has the probability distribution
pA|X=x'N .

Let M : A x X — [—1,1] be the normalized matrix corresponding to M defined by M (a,z) =
M(a,) — p (a).

New Definition of Lo-Extractors for the Generalized Matrix

Definition 6.1. Let X, A be two finite sets and M : A x X — [0, 1] be associated with probability
distribution p 4 x (as defined above). M : A x X — [0,1] is a (k, ¥, p)-La-Extractor with error 277,
if for every non-negative f : X — R with H}CHQ < 2%, the set of rows a in A with

1=

(M, )]
11

has probability mass at most 2~% under distribution Py, and if

>27"pyla)

M(a,z) _ Pajx= (a)

Vaec A,z € X :
pala) pala)

< 2P,

We prove that if the learning matrix M is a (k, ¥, p)-Lo-Extractor with error 27", then the
learning problem associated with M requires either Q(%) memory size or 2°4") samples. The proof
is similar to the proof of Theorem 1.

Branching Program for the Generalized Learning Problem

In the following definition, we model the learner for the learning problem that corresponds to the
matrix M, by a branching program.

Definition 6.2. Branching Program for the Learning Problem: A branching program of
length m and width d, for learning, is a directed (multi) graph with vertices arranged in m + 1
layers containing at most d vertices each. In the first layer, that we think of as layer 0, there is
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only one vertex, called the start vertex. A vertex of outdegree 0 is called a leaf. All vertices in the
last layer are leaves (but there may be additional leaves). Every non-leaf vertex in the program has
|A| outgoing edges, labeled by elements a € A, with exactly one edge labeled by each such a, and all
these edges going into vertices in the next layer. Each leaf v in the program is labeled by an element
Z(v) € X, that we think of as the output of the program on that leaf.

Computation-Path: The samples ai,...,a,, € A that are given as input, define a
computation-path in the branching program, by starting from the start vertex and following at step t
the edge labeled by ay, until reaching a leaf. The program outputs the label Z(v) of the leaf v reached
by the computation-path.

Success Probability: The success probability of the program is the probability that T = =,

where T is the element that the program outputs, and the probability is over x, a1, ..., ay (where x is
uniformly distributed over X and ax, ..., am have the probability distribution pgx—y (Pajx=o(a) =
M(a,z)).

6.1 Main Theorem

Theorem 9. Let 1—(1)0 <c< % Fiz v to be such that % <~y? <1

Let X, A be two finite sets. Let n = logy|X|. Let M : A x X — [0,1] be a matriz associated
with probability distribution p4 x which is a (K', 0, p)-La-extractor with error 2 for p > 1.
Letting C . > max{%, ﬁ} be some sufficiently large constant, we assume that ' > C, .
and U', k' > C, .- p. Let

! —Nk'— N —p—
2’(1 'y% p’(l 7)2 p 1}. (15)

7 = min {—
Let B be a branching program of length at most 2" and width at most 2¢5'C'/? for the learning problem
that corresponds to the matriz M. Then, the success probability of B is at most O(27").

Proof. Let

k/
ko= 10 and 0:=~l'/3. (16)
p
Note that by the assumption that k', ¢ and r’ are sufficiently large, we get that k, ¢ and r are also

sufficiently large. Since ¢/ < n, we have £ + r < %Z/ + O_TW < %/ < 5. Thus,
r<n/2—{. (17)

Let B be a branching program of length m = 2" and width d = 2K /D for the learning problem
that corresponds to the matrix M. We will show that the success probability of B is at most
o@2™).

6.2 The Truncated-Path

Again, we will define the truncated-path, 7, to be the same as the computation-path of B, except
that it sometimes stops before reaching a leaf, as defined below.

Recall that for a vertex v in layer-i of B, we denote by F, the event that 7 reaches the vertex v.
We denote by Pr(v) = Pr(E,) the probability for E, (where the probability is over z,aq,...,am),
and we denote by P, = P, g, the distribution of the random variable z conditioned on the
event F,. Similarly, we denote by P = Py, |k, the distribution of the random variable a1
conditioned on the event FE,,.

The following are the three cases in which the truncated-path 7 stops on a non-leaf v, in layer-i
of B:

ait1|v
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1. If v is a, so called, significant vertex, where the £3 norm of P, is non-negligible.
2. If Py, (z) is non-negligible.

3. If % is non-negligible. (Intuitively, this means that 7 is about to traverse a “bad”

edge, which is traversed with a non-negligibly higher or lower probability than it’s probability
under p 4 and hence might give a lot of new information about x).

Next, we describe the three cases more formally. The definitions of significant vertices and
values remain the same (as in Section 4). We define them again just for convenience.

Significant Vertices
We say that a vertex v in layer-i of B is significant if

|Pup ], > 2527

I

Significant Values

Even if v is not significant, P,, may have relatively large values. For a vertex v in layer-i of B,
denote by Sig(v) the set of all 2/ € X, such that,

Pm|y($,) > 22@-{-27’ . 2—TL‘

Bad Edges
For a vertex v in layer-i of B, denote by Bad(v) the set of all a € A, such that,
(M - Pyp,)()| = 27" - pa(a).

We define the truncated-path 7 again just for completeness.

The Truncated-Path 7

We define 7 by induction on the layers of the branching program B. Assume that we already
defined 7 until it reaches a vertex v in layer-i of B. The path 7 stops on v if (at least) one of the
following occurs:

1. v is significant.
2. z € Sig(v).
3. aj4+1 € Bad(v).
4. v is a leaf.

Otherwise, T proceeds by following the edge labeled by a;4; (same as the computational-path).
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6.3 Proof of Theorem 9

Since T follows the computation-path of B, except that it sometimes stops before reaching a leaf,
the success probability of B is bounded (from above) by the probability that 7 stops before reaching
a leaf, plus the probability that 7 reaches a leaf v and Z(v) = =.

The main lemma needed for the proof of Theorem 9 is Lemma 6.3 that shows that the probability
that 7 reaches a significant vertex is at most O(27").

Lemma 6.3. The probability that T reaches a significant vertez is at most O(27").

Lemma 6.3 is proved in Section 6.4. We will now show how the proof of Theorem 9 follows from
that lemma.

Lemma 6.3 shows that the probability that 7 stops on a non-leaf vertex, because of the
first reason (i.e., that the vertex is significant), is small. The next two lemmas imply that the
probabilities that 7 stops on a non-leaf vertex, because of the second and third reasons, are also
small.

Claim 6.4. Ifv is a non-significant vertex of B then
Pr[z € Sig(v) | B,] <277
x

The proof is exactly the same as that of Claim 4.2.

Claim 6.5. If v is a non-significant vertex, in layer-i of B, then

Pr[a;11 € Bad(v) | B,] < 277
i1

Proof. Since v is not significant, HIP’IW < 2¢.27™. Since P}, is a distribution, H]P’x|v = 27"

Thus,

I Iy

H]P)xlv‘h

Since M is a (k', ¢, p)- Lo-extractor with error 2" there is at most 2% probability mass on a € A
(under p 4) with

‘<M07Px|v>’
HP$|UH1

However, in the statement of the claim, a;y1 has the probability distribution P
defined as follows:

Poy i fo(@’) := Prlajq =d' | By Z Pr (a1 =d,z=2"| E,]

Qi+1 Q41,2

= (M- Pyp)al 2277 - pa(a).
ai1fvs Which is
—ZPrx—x | Ey] - Priagg =d |z =2, E,)
ai+1
:ZPrw:m | Ey] - Priajg =d |z =2].
~ Q41

The last equality follows because given z’, the sample a; 1 is chosen independently of the previous
samples. Therefore,

az+1\v melfu a1+1|z x! melv ‘PAlx=a ( ) <2P. pA(a)a (18)
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where the last inequality follows from the assumption that Va, 2, p4x—p(a) <27 -p4(a). We get

Pr [al+1 € Bad(v Z Py, (@) <27 Z pa(a) < 27K+
a€Bad(v) a€Bad(v)
which completes the proof since k' — p > 2r (Equation (15)). O

We can now use Lemma 6.3, Claim 6.4 and Claim 6.5 to prove that the probability that T stops
before reaching a leaf is at most O(27"). Lemma 6.3 shows that the probability that 7 reaches a
significant vertex and hence stops because of the first reason, is at most O(27"). Assuming that
T doesn’t reach any significant vertex (in which case it would have stopped because of the first
reason), Claim 6.4 shows that in each step, the probability that 7 stops because of the second
reason, is at most 272", Taking a union bound over the m = 2" steps, the total probability that T
stops because of the second reason, is at most 27", In the same way, assuming that 7 doesn’t reach
any significant vertex (in which case it would have stopped because of the first reason), Claim 6.5
shows that in each step, the probability that 7 stops because of the third reason, is at most 272",
Again, taking a union bound over the 2" steps, the total probability that 7 stops because of the
third reason, is at most 27". Thus, the total probability that 7 stops (for any reason) before
reaching a leaf is at most O(27").

Recall that if 7 doesn’t stop before reaching a leaf, it just follows the computation-path of B.
Recall also that by Lemma 6.3, the probability that 7 reaches a significant leaf is at most O(27").
Thus, to bound (from above) the success probability of B by O(27"), it remains to bound the
probability that 7 reaches a non-significant leaf v and Z(v) = x. Claim 6.6 shows that for any
non-significant leaf v, conditioned on the event that 7 reaches v, the probability for Z(v) = x is at
most 27", which completes the proof of Theorem 9.

Claim 6.6. If v is a non-significant leaf of B then
Pr[z(v) =z | E)) < 27",
The proof is the same as that of Claim 4.4.

This completes the proof of Theorem 9. 0

6.4 Proof of Lemma 6.3

Proof. We need to prove that the probability that 7 reaches any significant vertex is at most
O(27"). Let s be a significant vertex of B. We will bound from above the probability that T
reaches s, and then use a union bound over all significant vertices of B. Interestingly, the upper
bound on the width of B is used only in the union bound.

The Distributions P, and P,

Recall that for a vertex v of B in layer-i, we denote by FE, the event that 7 reaches the vertex v.
For simplicity, we denote by Pr(v) = Pr(E,) the probability for E, (where the probability is over
Z,ai,...,an), and we denote by P, = Py g, the distribution of the random variable x conditioned
on the event F,. Similarly, we denote by P = Py, |B, the distribution of the random variable
a;+1 conditioned on the event F,,.

Similarly, for an edge e of the branching program B, let E. be the event that 7 traverses the
edge e. Denote, Pr(e) = Pr(Ee) (where the probability is over x, a1, ..., an), and Py = Py g, .

Similarly, for a pair (v,a) where v is a vertex of B in layer-i and a € A is a possible sample we
denote by Py, ,(2') the probability Prlz = 2'|E, and (a;41 = a)].

ai+1|v
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Claim 6.7. For any edge e = (v,u) of B, labeled by a, such that Pr(e) > 0, for any 2’ € X,

0 if 2’ € Sig(v)
]P)m e ) = —pr (@) Py, (2 . .
| ( ) { PA\X;A((G))‘C(EI (=) Zf I'/ g Slg(U)

where ce is a normalization factor that satisfies,

Ce>1-2.272" >

N | =

Proof. Let e = (v,u) be an edge of B, labeled by a, and such that Pr(e) > 0. Since Pr(e) > 0,
the vertex v is not significant (as otherwise 7 always stops on v and hence Pr(e) = 0). Also, since
Pr(e) > 0, we know that a ¢ Bad(v) (as otherwise 7 never traverses e and hence Pr(e) = 0).
Assume that v is in layer-i of B.

If T reaches v, it traverses the edge e if and only if z ¢ Sig(v) (as otherwise 7 stops on v) and
a;+1 = a. As an edge e is equivalent to the pair (v,a), for any 2’ € X,

N 0 if 2’ e Sig(v)
Pﬂe(l’ ) = { Px|a,v(x/> . Cl—l it 2 ¢ Sig(v)
where ¢; is a normalization factor, given by ¢; = Prg[z ¢ Sig(v) | E,]. Since v is not significant, by

Claim 6.4, ¢; > 1 — 272",
We rewrite Pyq ., (2):

Pr[ai-i-l = a’m = x/’ Ev] 'lev(x/) N pA\X:x’(a) ’ Px\v(x,)

P ") =
x\a,v(CE ) ]P) ]P)

(li+1‘l}(a’) (li+1|’U(a)

Thus, for the non-significant values x’,

pA\X:m’(Q) ’ lev(x,)
Cl . Pai+1|v(a’)

]P)a:\e(x/) =

Rearranging, we get that for any 2’ € X,

B (s 0 it 2’ e Sig(v)
) = Pap=e PT) i 4! ¢ Sig(v)

where ¢, is the normalization factor, defined as

Pai+1|ﬂ(a)

Ce =" p,@

Next, we show that ¢, > 1 —2-272". Recall that, by Equation (18),

Py, (@ ZPM Pa—e (@) = D Popo(@)M(a,2') = (M - Pypy)a = P ala) + (M - Pypp)a.

Since a ¢ Bad(v),

Paz‘+1\v(a) N pA(CL) + (M ) Px|v)a

— >1-27">1_9°%
pala) pA(a)

(where the last inequality follows since r < % by Equation (15)). Using ¢; > 1 — 272" we get
P

66201M2(1_22_27‘) D
p.a(a)
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Bounding the Norm of P,

We will show that HIP’x| SH2 cannot be too large. Towards this, we will first prove that for every edge
e of B that is traversed by 7 with probability larger than zero, HPz\eHQ cannot be too large.

Claim 6.8. For any edge e of B, such that Pr(e) > 0,

|Pye], < 2Pt - 2827

Iy

Proof. Let e = (v,u) be an edge of B, labeled by a, and such that Pr(e) > 0. Since Pr(e) > 0, the
vertex v is not significant (as otherwise 7 always stops on v and hence Pr(e) = 0). Thus,

1P|, < 2727
By Claim 6.7, for any 2’ € X,
0 if ' e Sig(v)
P ! = ’ !
where ¢, satisfies,
ce>1-2-277>1

Thus,

1 pA\X:z(a) 0 o—

e -

Claim 6.9.

[Pao[l, < 20 - 20 27,
Proof. Let T';,(s) be the set of all edges e of B, that are going into s, such that Pr(e) > 0. Note
that
Z Pr(e) = Pr(s).
e€lin(s)

By the law of total probability, for every 2’ € X,

IP):v|s(x/) = g;gig : ]Px\e(x/)v
e€lin(s)

and hence by Jensen’s inequality,

Pz\s(x/)z < Pr(s) ' Px\e(x,)Q'

Summing over ' € X, we obtain,

P25

IN

r(e 2
l};rgsg ’ HP$|6H2 :

e€lin(s)

By Claim 6.8, for any e € I";,,(s),
2
[Barelly < (27020 277)

Hence,
P, |2 < (2041 . 9f . 9n)" 0
H 93|$H2
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Similarity to a Target Distribution

Recall that for two functions f,g: X — RT, we defined
(f.0)= B [f(2)- g(=)]

erX

We think of (f,g) as a measure for the similarity between a function f and a target function g.
Typically f,g will be distributions.

Claim 6.10.
<]P)$‘S,Pm‘s> > 920972,

Proof. Since s is significant,
2 _
<Px|sapx|s> = HP:L‘\SH2 > 22( Q7 O
Claim 6.11.
<UX7 Px‘s) = 272”)
where Ux 1is the uniform distribution over X.

Proof. Since P, is a distribution,

(U, Paps) =277 ) " Pyye(z) = 272" O
zeX

Measuring the Progress

For i € {0,...,m}, let L; be the set of vertices v in layer-i of B, such that Pr(v) > 0. For
i € {1,...,m}, let T'; be the set of edges e from layer-(: — 1) of B to layer-i of B, such that
Pr(e) > 0. Recall that k = «vk'/p (Equation (16)).
For i € {0,...,m}, let
Zi=> Pr(v) - Py, Pyps)*.
vEL;
Forie {1,...,m}, let

Zz/ = Z Pr(e) : <Pm\eva\s>k'

eEFi

We think of Z;, Z! as measuring the progress made by the branching program, towards reaching
a state with distribution similar to Pys.

For a vertex v of B, let 'yt (v) be the set of all edges e of B, that are going out of v, such that
Pr(e) > 0. Note that

Z Pr(e) < Pr(v).

e€lout ('U)

(We don’t always have an equality here, since sometimes 7 stops on v).
The next four claims show that the progress made by the branching program is slow.

Claim 6.12. For every vertex v of B, such that Pr(v) > 0,

Yo oG Pajer Papo)® < (Pajys Payge)* - (14 2 )k 4 (272 trt)r,
eeFout(y)
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Proof. If v is significant or v is a leaf, then 7 always stops on v and hence Ty (v) is empty and

thus the left hand side is equal to zero and the right hand side is positive, so the claim follows

trivially. Thus, we can assume that v is not significant and is not a leaf, and is in layer-i of B.
Define P : X — R™ as follows. For any 2’/ € X,

P(') = { lef(;c') v y §i§§$§
Note that by the definition of Sig(v), for any 2’ € X,
P(z') < 222 .97, (19)
Define f: X — R* as follows. For any 2’ € X,
f@@') = P(a) - Pys(a').
By Claim 6.9 and Equation (19),

||f||2 < 22K+2T L9, H]P)x\s < 225—}—27“ .9, 2p+1 . 2€ N - 23€+27’+p+1 . 2—2n. (20)

I, =
By Claim 6.7, for any edge e € Tyt (v), labeled by a, for any 2’ € X,

P, () 0 if ' e Sig(v)
zle\ X ) = =/ (a)'Px v(x/) . .
| pAlXpA(a).ce‘ if ' & Sig(v)

where ¢, satisfies,
Ce>1-2-277",

Therefore, for any edge e € 'y, (v), labeled by a, for any 2’ € X,

Poie@) - Buy(a) = f(@') - A=) oo

and hence, we have

<Pm|e’Px|s> = E [Pw|e($/) ]P)m|s(x,)] = E [f(l‘/) ’ C_l : M]

z'epX ' ERX e p4(a)

= (a (Mg, f) _1

= B [r@) et (1+ M) = (111 + 28 - )

< (11l + DL (1 4 22r42) o

(where the last inequality holds by the bound that we have on ¢, because we assume that &', ¢/ r/
and thus r are sufficiently large).
We will now consider two cases:

Case L: || f||; < 272"

In this case, we bound % < (2P—1)-||f|l; (since f is non-negative and % €[-1,2P—1]Va €
A,z € X) and since (1 + 272""2) < 2 (since we assume that &', ¢',r" and thus 7 are sufficiently

large) we obtain for any edge e € Tyt (v),
<Px|e’Paz|s> < vt . g7,

Since Y cr,. . () Eiézg < 1, Claim 6.12 follows, as the left hand side of the claim is smaller than the

second term on the right hand side.
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Case II: | f|, > 272"

For every a € A, define

(M., )]
) = L@ I
By Equation (21),
(Paje o) < 1% (14 £(a)" - (1427242)%, (22)

Note that by the definitions of P and f,
Hle = E [f(:li/)] = <P7 IEDac|s> < <Px\v7Px|s>'

r’erpX

Thus, summing over all e € 'yt (v), by Equation (22),

r(e —9or k
> P oo, Pa) < (Papy P B (L4 t@)] - (142728 (23)
eerout(v) ai+1‘v
It remains to bound
E |(1+ta)|, (24)
a~IPai+1‘v [ ]

using the properties of the matrix M and the bounds on the ¢ versus ¢; norms of f.
By Equation (20), the assumption that ||f||; > 272", Equation (15) and Equation (16), we get

HfH2 < 23£+2r+p+1 < 26’ )

£l

Since M is a (K, ¢, p)-Lo-extractor with error 27" there is at most 27% probability mass on rows

a € A with t(a) = %‘)i{% > 27" under probability distribution p 4- Now, by Equation 18, for

all @ € A we have P, |,(a) < 2P -p4(a), thus there is at most 27K +P probability mass according
to the distribution P, |, on rows a with t(a) > 277",
We bound the expectation in Equation (24), by splitting the expectation into two sums

E [(Ht(a))ﬂ: S Paap@-Q+t@) S Pasu@) (1 ta)F (25)

a~P,.
Gitly a:tla)<2—’ a:t(a)>2-"

We bound the first sum in Equation (25) by (14+27"")%. As for the second sum in Equation (25),
we know that it is a sum of at most 2% +? probability mass, and since for every a € A, we have
t(a) < 2P — 1, we have

k iy -
Yo Paap(@)- (L+t(a)" < 27F7) 2Pk <27
a:t(a)>2—"'
(where in the last inequality we used Equations (15) and (16)). Overall, using Equation (15) again,
we get
B [(1+t@)] <@+27)r 4272 < (14272 (26)

aNPai+1|U
Substituting Equation (26) into Equation (23), we obtain

r _ k+1 _ k
> Bt Pafes Page) < (Bajo Py (142727)7 - (14 277742)
e€lout(v)

< <Px|v7Px|s>k ' (1 + 27T)k

(where the last inequality uses the assumption that r is sufficiently large). This completes the proof
of Claim 6.12. ]
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Claim 6.13. For every i€ {1,...,m},
Z/<zZ - (14277 4 (272 rr)h,
Proof. By Claim 6.12,
2= Pr(e) (Pope, Po) = D Pr(v)- D pHG - (Poje, Pay)

e€l’; vEL;—1 e€lout(v)
—m\k —_ k
Y P (BBt (1527 4 (2
vEL;_1
=Zia-(1+ 2_T)k + Z Pr(v) - (2_2”+p+1)k
vEL;_1
<Z .- (1 + 2—r)k’ + (2—2n+p+1)k O
Claim 6.14. For everyi € {1,...,m},
zZ; < Zl.
The proof is the same as the proof of Claim 4.12.
Claim 6.15. For everyi € {1,...,m},
Z, < o(p+3)k+2r  9—2kn
Proof. By Claim 6.11, Z5 = (272")¥. By Claim 6.13 and Claim 6.14, for every i € {1,...,m},
Z <z (1+2) 4 (2 2mei)h
Hence, for every i € {1,...,m},
Z < (27 o (12
Since m = 27,
Zi < 272k-n . 2(p+1)k i 27“ . ek < 272]6-71 . 2(p+3)k+27'. n

Proof of Lemma 6.3

We can now complete the proof of Lemma 6.3. Assume that s is in layer-i of B. By Claim 6.10,
k
2; > Pr(s) - (Pyjs, Pyja)® > Pr(s) (2% : 2—2n) = Pr(s) - 220k . 9=k,

On the other hand, by Claim 6.15,
Z'L' < 2(p+3)1€+27‘ . 2—214%71‘

Thus, using Equation (15), Equation (16) and the assumption p > 1, we get

K
Pr(s) < 20+dk+2r  9=20k L ok’ o= (27*/3)- -t
Recall that we assumed that the width of B is at most 2%/ for some constant ¢ < 2/3,
and that the length of B is at most 2". Recall that we fixed 7 such that 2¢2/3 > c. Taking a
union bound over at most 2" - 26K"¢'/p < 9k" . 9ck'l'/p gignificant vertices of B, we conclude that the
probability that 7 reaches any significant vertex is at most

27(272/3).]6/3//}7 . 2ck’€//p . 25k’ < 2*’6, < 2*7"7

where the first inequality uses the assumption ¢ > p - i This completes the proof of the

6
2v2/3)—c”
lemma. OJ
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6.5 Applications

The generalized model allows us to prove time-space lower bounds for learning problems with longer
outputs. The learning problem with longer outputs is defined as follows: A learner tries to learn
z (uniformly chosen from X) from a stream of samples, (a1, b1), (az,b2), ... where for every i, a; is
uniformly distributed over A and b; € B is a function f of a; and z, where |B| = 2P. Note that in
the standard model, defined in Section 2, p = 1.

The matrix M : (A x B) x X — [0, 1] corresponding to the above learning problem is defined as

0 it f(a,x)#0b
M((a,b),x)—{in it fla,z)=b

Recall that the associated joint distribution is defined as
p(A,B),X((aa b)a J}) =2 M((aa b)v .’IJ)
and the normalized matrix M : (A x B) x X — [—1,1] is defined as

(b2 — |A‘ ‘Pryepx|[f(a,z") =] if  fla,x)#b
M((a,b), )—{ ﬁ % ‘ Pryepx|fla,z') = b] it f(a,x)=0

Next, we give an example of such a bound. We can prove that learning from linear equations
over a field F, (that is, given a secret x € F", learning from samples (ag,b1),... € F**! such that
a; is uniformly distributed over F" and (a;, z) = b;), requires either (n?log [F|) memory size or
202nlog [F) gamples. Note that we can learn by storing the first ~ n samples, implying a tight
n?log |F| upper bound on the memory. The lower bound follows from the corresponding learning
matrix M being a (Q2(nlog |F|), 2(nlog |F|),log |F|)-Lo-Extractor. In fact, this follows from the

nlog |F|
Mh)"r))) — 1, having low spectral norm (< |F|-27 2 ). To

associated matrix, M'((a,b),z) = P (0
see it, note that the matrix M’ satisfies (M')t - (M’') = ¢ I where ¢ = |F|" - |F| - (|F| — 1) and I is

the identity matrix on X.
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