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Abstract. Vector Lyapunov functions are a multi-dimensional exten-
sion of the more familiar (scalar) Lyapunov functions, commonly used
to prove stability properties in systems of non-linear ordinary differen-
tial equations (ODEs). This paper explores an analogous vector extension
for so-called barrier certificates used in safety verification. As with vec-
tor Lyapunov functions, the approach hinges on constructing appropriate
comparison systems, i.e., related differential equation systems from which
properties of the original system may be inferred. The paper presents an
accessible development of the approach, demonstrates that most previ-
ous notions of barrier certificate are special cases of comparison systems,
and discusses the potential applications of vector barrier certificates in
safety verification and invariant synthesis.
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1 Introduction

Over the past decade, barrier certificates have emerged as a rather popular
Lyapunov-like technique for proving safety properties of continuous systems gov-
erned by ODEs, as well as hybrid dynamical systems, which combine continuous
and discrete dynamics and provide models for modern control and embedded
systems. Since the original formulation of barrier certificates [37], significant
efforts have been directed at the problem of generalizing and relaxing the con-
ditions that are required under this approach, so as to broaden its scope and
applicability. A number of generalizations have been reported in the verification
community (e.g. [22,11]). We demonstrate in this paper how comparison systems
(a well-established concept in the theory of ODEs) fundamentally underlie these
developments and provide a clean conceptual basis for understanding and fur-
ther developing the method of barrier certificates. Following the seminal work of
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R. E. Bellman, who first introduced vector Lyapunov functions [2] as a way of re-
laxing the standard (scalar) Lyapunov conditions for proving stability in ODEs,
we will explore an extension of barrier certificates based on multi-dimensional
(i.e. vector) comparison systems.

Structure of this paper. Mathematical preliminaries are reviewed in Section 2.
Thereafter, the paper consists of two technical parts. The first part, in Section 3,
reviews the method of barrier certificates and demonstrates how convex [37],
exponential-type [22] and the more recent general barrier certificates [11] effec-
tively amount to a straightforward application of the comparison principle and
can be interpreted as special cases of this more general framework. The second
part, in Section 4, uses multi-dimensional comparison systems to extend existing
(scalar) notions of barrier certificates to what we term vector barrier certificates,
analogously to vector Lyapunov functions known from control theory. Section 6
discusses related work and Section 7 concludes with a short summary.

2 Fundamental Definitions

We begin with an overview of some important concepts and definitions. In this
paper we are concerned with studying systems of polynomial ODEs and will work
under the assumption that functions are polynomials, unless stated otherwise.

2.1 Systems of Ordinary Differential Equations

An autonomous n-dimensional system of ODEs is of the form:

x′

1 = f1(x1, x2, . . . , xn),

...

x′

n = fn(x1, x2, . . . , xn),

where fi : R
n → R is a real-valued (typically continuous) function for each

i ∈ {1, . . . , n}, and x′

i denotes the time derivative of xi, i.e.
dxi

dt
. In applica-

tions, constraints are often used to specify the states where the system is al-
lowed to evolve, i.e. the system may only be allowed to evolve inside some given
set Q ⊆ R

n, which is known as the evolution constraint (or a mode invariant
of some mode q in the context of hybrid automata). We can write down sys-
tems of constrained ODEs concisely by using vector notation, i.e. by writing
x′ = f(x), x ∈ Q. Here we have x′ = (x′

1, . . . , x
′

n) and f : Rn → R
n is a vector

field generated by the system, i.e. f(x) = (f1(x), . . . , fn(x)) for all x ∈ R
n. If

no evolution constraint is given, Q is assumed to be the Euclidean space R
n.

The Lie derivative of a differentiable scalar function g : Rn → R in the state
variables of such a system is denoted by g′ and given by

∑n
i=1

∂g
∂xi

fi.
A solution to the initial value problem (IVP) for the system of ODEs

x′ = f(x) with initial value x0 ∈ R
n is a (differentiable) function x : (a, b) → R

n
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defined for all t in some open interval including zero, i.e. t ∈ (a, b), where
a, b ∈ R∪{∞,−∞}, a < 0 < b, and such that x(0) = x0 and

d
dt
x(t) = f(x(t)) for

all t ∈ (a, b). At time t, for solutions to IVPs with initial value x0, we shall write
x(x0, t), or simply x(t) if the initial condition is understood from context. If the
solution x(x0, t) is available in closed-form,3 then one can study properties such
as safety and liveness by analysing the closed-form expression. However, in non-
linear ODEs it is in practice highly uncommon for solutions to exist explicitly in
closed-form [20,3], and even if closed-form solutions can be found, transcendental
functions in these expressions lead to undecidable arithmetic [41].

Remark 1. In this paper we employ a slight abuse of notation for sets and for-
mulas characterizing those sets, i.e. Q denotes both a set Q ⊆ R

n and a formula
Q of real arithmetic with free variables x1, . . . , xn which characterizes this set. In
the case of sub-level sets, i.e. sets characterized by predicates of the form B ≤ 0
where B is a real valued function in the (dependent) variables x1, . . . , xn, we will
write B(x) ≤ 0 to mean B ≤ 0 is true in state x ∈ R

n, and will explicitly use
the independent time variable t to write B(x(t)) ≤ 0 when we are interested in
evaluating the predicate along a solution x(t) of a differential equation.

2.2 Safety Verification and Direct Methods

In continuous systems governed by ODEs, a common verification challenge lies
in establishing safety in a given system, which requires showing that no state in
some designated set of unsafe states is reachable by following the solutions to
the system from some given set of initial configurations. More precisely:

Definition 1 (Safety in ODEs). Given a system of ODEs x′ = f(x) with
evolution constraint Q ⊆ R

n, and the sets Init ⊆ R
n, Unsafe ⊆ R

n of ini-
tial and unsafe states, respectively, the system is said to be safe if and only if:

∀x0 ∈ Init. ∀t ≥ 0.
(
( ∀τ ∈ [0, t]. x(x0, τ) ∈ Q) ⇒ x(x0, t) 6∈ Unsafe

)
.

The above is a semantic definition, since it explicitly involves the solutions x(t)
of the system. The fact that exact solutions to non-linear ODEs are rarely avail-
able is a significant limitation, and was historically the principal driving force
behind the development of the so-called qualitative theory of differential equa-
tions, which is concerned with proving properties about differential equations di-
rectly, i.e. without explicitly computing their solutions. Powerful methods, such
as Lyapunov’s direct method [26] for proving stability in ODEs, emerged out of
this theory and have become standard tools in the field of dynamical systems
and control (see e.g. [19,42,51]). The next section will give a comprehensive re-
view of direct methods for solving the safety verification problem for continuous
systems using existing notions of barrier certificates.

3 i.e. as a finite expression in terms of polynomials and elementary functions that can
be constructed using the usual arithmetic operations +,−,×,÷, from exp, sin, cos,
and their inverses; this includes natural logarithms, nth roots, etc. (see [3, Ch. 4]).
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3 Barrier Certificates

First introduced by Prajna and Jadbabaie [37], the method of barrier certificates
works by exhibiting a real-valued barrier function B which serves to partition the
state space into two disjoint regions, respectively containing the initial and the
unsafe states of the system, and such that the trajectories of the system cannot
leave the initial states into the region containing unsafe states. The most general
principle was not elaborated explicitly in the original work [37], but is stated,
e.g., in [11, §3] as the principle of barrier certificates. The semantic statement
of this principle (reproduced below) is not in itself useful for verifying safety
properties because it explicitly involves the solutions to the system of ODEs.

Lemma 1 (Safety with semantic barrier certificates). Given a system of
ODEs x′ = f(x), possibly with an evolution constraint Q ⊆ R

n, a set of initial
states Init ⊆ R

n, and a set of unsafe states Unsafe ⊆ R
n, if a differentiable

(barrier) function B : Rn → R satisfies the following conditions, then safety of
the system in the sense of Definition 1 follows trivially:

1. ∀x ∈ Unsafe. B(x) > 0,

2. ∀x0 ∈ Init. ∀ t ≥ 0.
(
(∀ τ ∈ [0, t]. x(x0, τ) ∈ Q) ⇒ B(x(x0, t)) ≤ 0

)
.

Fortunately, there are a number of ways in which one can establish whether
or not a given function B has the properties required by the semantic principle
stated in Lemma 1 without having to compute solutions. There are at present a
number of different kinds of barrier certificates in the literature, which differ in
the kinds of conditions they employ for ensuring the second requirement of the
general principle in Lemma 1. We can broadly separate these into two classes:
(i) those which essentially reduce to an application of the so-called comparison
principle, and (ii) those explicitly based on reasoning about (positive) invariant
sets 4. In what follows, it is important to recall that semi-definite programming
(SDP) and sum-of-squares (SOS) decomposition techniques (whose use to search
for Lyapunov functions was pioneered by Parrilo [31]) provide a tractable search
procedure only for certain kinds of barrier certificates.

3.1 Comparison System-based Barrier Certificates

Convex/weak. The original formulation in [37] is known as a convex [36,38]
(also weak [45]) barrier certificate and imposes the following three formal re-
quirements, which are sufficient to satisfy the conditions in Lemma 1 (we elide
the x-dependency in Unsafe, Init, Q, and B):

CBC 1. ∀x ∈ R
n. (Unsafe → B > 0),

CBC 2. ∀x ∈ R
n. (Init → B ≤ 0),

CBC 3. ∀x ∈ R
n. (Q → B′ ≤ 0).

4 i.e. sets of states that remain invariant under the flow of the system as time advances.
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The above conditions ensure that the sub-level set B ≤ 0 is a sound over-
approximation of the set of states reachable from Init. If the evolution constraint
Q, as well as Init and Unsafe, are all given by conjunctions of polynomial in-
equalities, one can formulate a search for polynomial B ∈ R[x] as a semi-definite
program by fixing some maximum degree for a symbolic polynomial template of
B and using an SDP solver to obtain its monomial coefficients [37]. The convex-
ity in the name refers to the set of functions B, since for any two functions B, B̃
that satisfy the requirements CBC 1-3, any convex combination αB+(1−α)B̃,
where α ∈ [0, 1], will also be a convex/weak barrier certificate satisfying the same
requirements. It is precisely this convexity property which enables the use of SDP
from convex optimization and makes barrier certificates of this kind interesting
from a practical standpoint.

Exponential-type. So-called exponential-type barrier certificates [22] extend
weak barrier certificates by generalizing the condition on the derivative of B in
a way that maintains the convexity of the search space. These conditions are:

ETBC 1. ∀x ∈ R
n. (Unsafe → B > 0),

ETBC 2. ∀x ∈ R
n. (Init → B ≤ 0),

ETBC 3. ∀x ∈ R
n. (Q → B′ ≤ λB), for some fixed λ ∈ R.

Since these conditions also define a convex set, one can search for barrier certifi-
cates of this kind using semi-definite programming for fixed λ ∈ R and bounded
degree polynomial templates of B, analogously to the weak/convex barrier cer-
tificates. To use this method, one is required to supply a value for λ: with λ = 0
one recovers the conditions for convex barrier certificates; the choice of λ > 0 or
λ < 0 was observed to have significant practical impact on the barrier functions
that one can generate using semi-definite programming [22, §3.1].
General. More recently, so-called general barrier certificates were reported
in [11] and generalize the condition used in exponential-type barrier certificates
yet further by allowing the right-hand side of the differential inequality to be
a (potentially non-linear) univariate function of the barrier function itself. The
conditions are as follows:

GBC 1. ∀x ∈ R
n. (Unsafe → B > 0),

GBC 2. ∀x ∈ R
n. (Init → B ≤ 0),

GBC 3. ∀x ∈ R
n. (Q → B′ ≤ ω(B)),

GBC 4. ∀ t ≥ 0. b(x(t)) ≤ 0, where b(x(t)) : R → R is some continuously
differentiable function such that: (i) b(x(0)) ≤ 0, and (ii) b′ = ω(b).

Barrier certificates satisfying the above requirements will not form a convex set.
To use this method of verification in practice, one is first required to supply
some fixed univariate function ω, e.g. one could take ω(b) = −b+ b2, and make
sure that the solutions b(t) to the differential equation b′ = ω(b) exist and
remain non-positive for all time, i.e. ∀ t ≥ 0. b(t) ≤ 0, from the initial conditions
(at which b is required to be non-positive). One may be forgiven for thinking
these conditions obscure and unmotivated at first; in the next section we will
elucidate how these conditions in fact amount to a simple exercise in applying
the comparison principle in the theory of ODEs to safety verification.
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3.2 Comparison Systems

Informally, one may think of a comparison system for a given system of ODEs as
being another system of ODEs that (i) is in some sense simpler to analyse and
(ii) enables one to establish properties of the original system of ODEs. The idea
behind the comparison principle is that by establishing some desired property of
the comparison system (which is hopefully not as difficult), one is able to draw
the conclusion that this property also holds in the original system.

Remark 2. A comparison system may be described as a certain abstraction of a
system of ODEs by another system.

The comparison principle emerged as a coherent technique in the theory of
ODEs and applied mathematics in the middle of the twentieth century. It was
employed by numerous authors, e.g. by Conti [10] to study existence of solutions
of ODEs, and by Brauer [6] to study stability using comparison systems as a
way of generalizing the classic requirement V ′ ≤ 0 on the derivative of Lyapunov
functions V . For demonstrating stability of some n-dimensional system of ODEs
x′ = f(x), if one has a positive definite function V : Rn → R that satisfies a
more general differential inequality

V ′ ≤ ω(V ) ,

where ω : R → R is an appropriately chosen scalar function, one can construct
a (scalar) comparison system by introducing a fresh variable (e.g. v; really a
function of time v(t)) and replacing the inequality by an equality, thus obtaining
a one-dimensional first order system of ODEs, i.e. the differential equation

v′ = ω(v) .

The comparison principle relates properties of the solutions v(t) of this one-
dimensional system to properties of the solutions x(t) of the original n-
dimensional system x′ = f(x) by using solutions V (t), i.e. V (x(t)), to the
differential inequality. For example, one use of the comparison principle in the
theory of ODEs is to infer stability of the original system by establishing stabil-
ity of the one-dimensional comparison system (see e.g. Brauer [7], Habets and
Peiffer [18, §2]).5 The comparison principle hinges on an appropriate compar-
ison theorem, which establishes the relationship between the solutions of the
one-dimensional system to the solutions of the differential inequality. Below we
state a particularly useful comparison theorem (a corollary to the comparison
theorem in Walter [49, Ch. II, §IX]) which we shall use in later sections.

Theorem 1 (Scalar comparison theorem). Let B(t) and b(t) be real val-
ued functions differentiable on some real interval [0, T ]. If B′ ≤ ω(B) and
b′ = ω(b) holds on [0, T ] for some locally Lipschitz continuous function ω and if
B(0) = b(0), then for all t ∈ [0, T ] one has B(t) ≤ b(t).

5 The comparison principle is described in some detail in [48], and also in a number
of textbooks, e.g. in [42, Ch. II §3, Ch. IX], [51, §1.4], [19, Theorem 4.16].
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The comparison theorem above ensures that the solutions b(t) to the compari-
son system of ODEs act as upper bounds on the solutions B(t) to the correspond-
ing system of differential inequalities. We note in passing that the above theorem
also holds more generally for ω with explicit time-dependence, i.e. ω(t, B).

3.3 Comparison Principle Interpretation of Barrier Certificates

The original formulation of convex barrier certificates in [37] can be interpreted
using the comparison principle viewpoint as the trivial case in which the differ-
ential inequality B′ ≤ 0 (i.e. ω being the constant function 0) leads to the com-
parison system given by b′ = 0, in which there is no motion. The initial states in
the comparison system are defined as bInit = {k ∈ R | B(x) = k,x ∈ Init}; anal-
ogously, the unsafe states are bUnsafe = {k ∈ R | B(x) = k,x ∈ Unsafe}. Since
the value of B at unsafe states is required to be greater than its values at initial
states by conditions CBC 1-2, the safety property follows because the solu-
tions of the comparison system b(t) bound the solutions B(t) from above and
cannot increase. Figure 1a illustrates this comparison system. Since every point
is an equilibrium and b(0) ≤ 0 is required for all initial states in bInit, and
b(t) = b(0) ≤ 0 will hold for all t ≥ 0, the comparison system cannot evolve
into a potentially unsafe state b(τ) > 0 (i.e. b(τ) ∈ bUnsafe) for any τ > 0. As a
consequence, B(x(t)) ≤ 0 will hold for all x(0) ∈ Init for as long as solutions
are defined in the original system, by Theorem 1, satisfying the requirements in
Lemma 1.

B

ω(B)

0

b0

(a) Constant (zero)

B

ω(B) λB

b0

(b) Linear

B

ω(B)

r1 r2

ω(B)

br1 r2

(c) Non-linear

Fig. 1: Right-hand sides of differential inequalities B′ ≤ ω(B) shown above.
Their corresponding scalar comparison systems b′ = ω(b) are shown below as
vector fields on the real line. The motion in these comparison systems is directed
“to the right” whenever ω is above zero, and “to the left” when it is below;
equilibria are those points where ω evaluates to zero, i.e. the real roots of ω.

The exponential-type [22] and general [11] barrier certificates can also be eas-
ily understood as special instances of applying the comparison principle. With
the former, one has a linear differential inequality B′ ≤ λB, for some λ ∈ R,
which leads to the simple linear comparison system b′ = λb (i.e. ω(b) = λb)
defined on the real line (illustrated in Fig. 1b.) As before, by showing unreach-
ability of unsafe states bUnsafe from the initial states bInit in the comparison



8 Sogokon A., Ghorbal K., Tan Y.K., Platzer A.

system, Theorem 1 allows one to soundly conclude the safety property in the
original system provided that B(x) ≤ 0 for all initial states and B(x) > 0 for
all unsafe states, as required by ETBC 1-2 (cf. Section 3.1). We note also that
the solutions b(t) in the comparison system are defined for all t ≥ 0, since the
system is linear, and the bounding property stated in the comparison theorem
will hold for as long as solutions are defined in the original system.

The general barrier certificates reported in [11] simply allow for a non-
linear function ω of B in the right-hand side of the differential inequality, i.e.
B′ ≤ ω(B). This leads to a non-linear scalar comparison system b′ = ω(b) which
can exhibit more interesting flows on the real line (as shown in Fig. 1c.) The
principle, however, is exactly the same: the unreachability of the unsafe states
from the initial states in the comparison system (e.g. the one-dimensional flow
shown in Fig. 1c) implies the safety property in the original system. However,
since ω can be non-linear, it also becomes important to ensure that solutions
from the initial states in the comparison systems do not escape to infinity before
they do in the original system. Thus, the last requirement of general barrier cer-
tificates GBC 4 is essentially requiring one to explicitly supply an appropriate
comparison system.6

3.4 Invariant Set-based Barrier Certificates

An alternative way of ensuring condition (2.) in Lemma 1 is by directly requiring
the continuous invariance property of the entire sub-level set of the barrier
function, i.e. B ≤ 0, and explicitly requiring that all initial states lie inside
this sub-level set, i.e. ∀x ∈ Init. B(x) ≤ 0. The set {x ∈ R

n | B(x) ≤ 0} is
a continuous invariant under constraint Q if the system cannot continuously
evolve from a state x ∈ R

n satisfying B(x) ≤ 0 into a state x(t) satisfying
B(x(t)) > 0, while respecting the constraint Q. Semantically, this amounts to
showing that the following holds:

∀x0 ∈ R
n. (B(x0) ≤ 0 ⇒ (∀t ≥ 0. (∀ τ ∈ [0, t].x(x0, τ) ∈ Q) ⇒ B(x(x0, t)) ≤ 0))

Notice the subtle difference of this requirement to that in Lemma 1, which does
not require the sub-level set B ≤ 0 to be a continuous invariant.

Remark 3. Continuous invariance is a generalization of the notion of positive
invariance used in control (e.g. see [4]); its greater generality is due to an appro-
priate handling of evolution constraints. We note that the problem of checking
whether a given semi-algebraic set (i.e. a set described by a finite Boolean com-
bination of polynomial equations and inequalities) defines a continuous invariant

6 For the interested reader, we note that in [11, Theorem 1], the barrier function B
is denoted by ϕ, the function ω is denoted ψ, and the variable b of the comparison
system denoted by θ. Indeed, the final condition (5) in [11, Theorem 1] simply
requires that the solution of the comparison system b′ = ω(b) (i.e. θ′ = ψ(θ) using
notation employed in the article) does not become positive as time (denoted by ξ)
advances. No reference to the comparison principle is made in that work.
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under the flow of a polynomial first-order system of ODEs is decidable (a remark-
able result due to Liu, Zhan and Zhao [25]). However, searching for continuous
invariants – even those of restricted form, such as sub-level sets of polynomial
functions – using tools such as real quantifier elimination is impractical due to
the time complexity of existing algorithms (e.g. partial CAD [9]).

An example of barrier certificate conditions based on continuous invariance
is the so-called strict [45] (also known as non-convex [36,38]) barrier certificate,
which imposes the following formal requirements:

SBC 1. ∀x ∈ R
n. (Unsafe → B > 0),

SBC 2. ∀x ∈ R
n. (Init → B ≤ 0),

SBC 3. ∀x ∈ R
n. (Q ∧B = 0 → B′ < 0).

In the last condition, the strict inequality B′(x) < 0 is only required to hold at
the roots of the function B, i.e. for all x ∈ Q such that B(x) = 0. This condition7

is in practice less conservative than that used in convex barrier certificates, since
it does not impose a requirement on the derivative everywhere in the evolution
constraint Q. However, the set of functions B satisfying this condition is no
longer convex and as a result one may no longer directly apply semi-definite
programming to search for this type of barrier functions. An alternative iterative
search method for strict barrier certificates was explored in [37,36] and was also
used to search for (likewise non-convex) general barrier certificates [11, §4].

We note that continuous invariance is the main principle underlying safety
verification problems. In fact, scalar comparison systems are essentially means
of generating sufficient continuous invariants to solve the problem at hand. For
example, in a one-dimensional comparison system b′ = ω(b), obtained from the
differential inequality B′ ≤ ω(B), for any k ∈ R such that ω(k) < 0 it is
guaranteed that B′(x) < 0 holds at all states x satisfying B(x) = k.8 This
property is sufficient to conclude that the sub-level set B ≤ k is a continuous
invariant in the original n-dimensional system. For example, in the non-linear
system b′ = ω(b) illustrated in Fig. 1c, any k ∈ (r1, r2) can be used to extract
such an invariant; for the linear example in Fig. 1b one may take any k < 0.

4 From Scalar to Vector Comparison Systems

A multi-dimensional version of Lyapunov functions, known as vector Lyapunov
functions, was first introduced in 1962 by Bellman [2], using the more general
vector comparison principle. 9 Below we briefly review this development.

7 Note that the inequality needs to be strict ; the original formulation of non-convex
barrier certificates in [37] featured a non-strict inequality B′ ≤ 0, which leads to
unsoundness in certain degenerate cases. A finite number of inequalities involving
higher-order derivatives of B can be used instead to soundly establish continuous
invariance of the sub-level set B ≤ 0, following the result reported in [25].

8 Each point k on the real line in a scalar comparison system b′ = ω(b) corresponds
to {x ∈ R

n | B(x) = k} in the original state space.
9 The technique itself was also independently developed by V. M. Matrosov [27], who
also published his research in 1962, shortly after Bellman.
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4.1 Vector Lyapunov Functions

The main idea behind vector Lyapunov functions is as follows: instead of search-
ing for a single Lyapunov function V : Rn → R, one searches for a vector function
V : Rn → R

m, where V (x) is a vector (V1(x), . . . , Vm(x)) and V1, . . . , Vm are
scalar functions, such that for each i = 1, . . . ,m one has V ′

i ≤ ωi(V1, . . . , Vm),
where ωi : R

m → R. In the classic (scalar) Lyapunov case, i.e. the special
case where m = 1, if one had V ′ ≤ ω(V ), with positive definite V and some
appropriate scalar function ω, one could use the comparison principle to infer
stability by showing this property in the scalar comparison system v′ = ω(v)
(e.g. see Brauer [7]). With vector Lyapunov functions one is instead interested
in analysing the vector comparison system v′ = ω(v), obtained from a system
of differential inequalities V ′ ≤ ω(V ), where ω : Rm → R

m. There is, however,
an (unpleasant) extra requirement: in order to conclude stability of the original
system from the stability of the vector comparison system, the vector function
ω needs to be quasi-monotone increasing.

Definition 2. A function ω : Rm → R
m is said to be quasi-monotone increasing

on a set U ⊆ R
m if ωi(x) ≤ ωi(y) for all i = 1, . . . ,m and all x,y ∈ U such

that xi = yi, and xk ≤ yk for all k 6= i.

In particular, univariate functions (case m = 1) are always quasi-monotone
increasing by definition since the required inequality holds trivially (x = y im-
plies ω(x) ≤ ω(y)). In the vector case, a linear multivariate function ω(x) = Ax
is quasi-monotone increasing if and only if all the off-diagonal entries of the
m × m real matrix A are non-negative (e.g. see [48]). Such a matrix is said to
be essentially non-negative, quasi-positive, or a Metzler matrix.

Remark 4. Clearly, vector comparison systems are only interesting in practice
insofar as they are easier to analyse than the original system. For stability analy-
sis with vector Lyapunov functions, linear vector comparison systems of the form
v′ = ω(v) = Av, where A is an appropriate essentially non-negative m×m real
matrix, are easier to work with than non-linear vector comparison systems. One
may easily create linear quasi-monotone increasing vector comparison systems
v′ = Av that are stable a priori and then search for vector Lyapunov func-
tions that satisfy the corresponding system of differential inequalities V ′ ≤ AV ;
see [17]. Indeed, Bellman’s approach [2] only focused on linear vector comparison
systems. The general method of vector Lyapunov functions has been applied ex-
tensively to study stability of non-linear systems; the interested reader is invited
to consult [28,24], and [19, §4.11] for a more thorough overview.

4.2 Vector Comparison Principle

Quasi-monotonicity of the right-hand side in the comparison system b′ = ω(b)
ensures that its solutions b(t) majorize (bound above component-by-component)
the solutions B(t) to the system of differential inequalities B′ ≤ ω(B), analo-
gously to the scalar comparison case in Theorem 1. Following [2], we state (in
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Theorem 2) a vector comparison theorem which enables one to employ the vector
comparison principle for the practically interesting case where ω is linear (for a
proof, see e.g. [1, Ch. 4, §6, Theorem 4]).

Theorem 2 (Linear vector comparison theorem). For a given system
of ODEs x′ = f(x) and an essentially non-negative matrix, A ∈ R

m×m, if
B = (B1, B2, . . . , Bm) satisfies the system of differential inequalities B′ ≤ AB,
then for all t ≥ 0 the inequality B(t) ≤ b(t) holds component-wise, where b(t)
is the solution to the comparison system b′ = Ab, B(t) is any solution to the
system of differential inequalities, and b(0) = B(0).

The above vector comparison theorem can be generalized to the non-linear
case where B′ ≤ ω(B) and b′ = ω(b), provided that the non-linear vector
function ω : Rm → R

m is quasi-monotone increasing. For a precise statement
and proof see e.g. [19, §4.13], [49, Ch III, §XII], [23, §4.1].

4.3 Safety with Vector Barrier Certificates

The main interest in pursuing the vector comparison approach is to relax the
conditions on each individual function component of the vector. The hope is
that it is easier to search for functions that satisfy less rigid criteria. It is natural
to ask whether one might profitably apply vector comparison systems to safety
verification. We begin by stating a useful lemma.

Lemma 2. If A ∈ R
m×m is an essentially non-negative matrix, then for any

initial value b0 ≤ 0, the solution b(t) to the linear system b′ = Ab is such that
b(t) ≤ 0 for all t ≥ 0.

Proof. This follows from the fact that solutions to the linear system b′ = Ab
from an initial value b0 ≤ 0 are given by b(t) = eAtb0, and all the elements
of the matrix exponential eAt are non-negative for all t ≥ 0 if and only if A is
essentially non-negative (e.g. see proof of Theorem 4 in [1, Ch. 4, §6]). ut

Theorem 3. Given x′ = f(x), Q, Init, and Unsafe as before, an m-vector of
continuously differentiable functions B = (B1, B2, . . . , Bm) and some essentially
non-negative m ×m matrix A, if the following conditions hold, then the safety
property of the system is guaranteed:

VBC∧1. ∀x ∈ R
n. (Init → ∧m

i=1
Bi ≤ 0),

VBC∧2. ∀x ∈ R
n. (Unsafe → ∨m

i=1
Bi > 0),

VBC∧3. ∀x ∈ R
n. (Q → B′ ≤ AB).

Proof. Elementary, since the states satisfying
∧m

i=1
Bi(x) ≤ 0 include all the

initial states, no unsafe states, and majorizing solutions b(t) of the comparison
system b′ = Ab cannot take on positive values in any component for any time
t ≥ 0 (by Lemma 2). Thus, B(t) ≤ 0 for all t ≥ 0 (by Theorem 2). ut
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For any given matrix A ∈ R
m×m if the m-vectors B = (B1, B2, . . . , Bm) and

B̃ = (B̃1, B̃2, . . . , B̃m) satisfy conditions VBC∧1 and VBC∧3, then so does

their convex combination B̂ = αB + (1− α)B̃, where α ∈ [0, 1]. The latter

holds since B̂′ = αB′ + (1− α)B̃′ ≤ αAB + (1− α)AB̃ = AB̂. Unfortunately,
the condition VBC∧2, while intuitive and desirable, leads to non-convexity. To
recover convexity one may write down a stronger condition as follows.10

Corollary 1. Given x′ = f(x), Q, Init, Unsafe, B and A as before, if for some
i∗ ∈ {1, . . . ,m} the following conditions hold, then the safety property of the
system is guaranteed:

VBC 1. ∀x ∈ R
n. (Init → ∧m

i=1
Bi ≤ 0),

VBC 2. ∀x ∈ R
n. (Unsafe → Bi∗ > 0),

VBC 3. ∀x ∈ R
n. (Q → B′ ≤ AB).

Notice that a barrier function Bi∗ satisfying the conditionsVBC 1-3 satisfies
the requirement of the semantic principle in Lemma 1, but its sub-level set
Bi∗ ≤ 0 need not be a continuous invariant (unlike in scalar barrier certificates).

Remark 5. Vector barrier certificates can also be defined using a non-linear
vector differential inequality B′ ≤ ω(B), where ω is some non-linear quasi-
monotone increasing function. This, however, would lead to the convexity prop-
erty being lost and would also require the solutions to the comparison system to
be of sufficient duration in order to ensure soundness. This approach does not
appear to be at all promising from a practical standpoint, but provides the most
general notion for vector barrier certificates.

Theorem 4 (Deductive power). Every polynomial convex or ‘exponential-
type’ barrier certificate is (trivially) a vector barrier certificate satisfying the
conditions VBC∧1-3 (or VBC 1-3). The converse is false, i.e. there exist poly-
nomial vector barrier certificates sufficient for proving certain safety properties
where a scalar barrier certificate does not exist.

Proof. For the non-trivial part, consider the system x′

1 = x2, x′

2 = x1. Suppose
that the initial states in this system satisfy the formula x1 ≤ 0 ∧ x2 ≤ 0 and
the unsafe states satisfy x1 > 0. If we take B1 = x1 and B2 = x2 then,
since B′

1 = x′

1 and B′

2 = x′

2, the following system of differential inequalities
is satisfied: B′

1 ≤ B2, B′

2 ≤ B1, which is equivalently written down as a lin-
ear system of differential inequalities with an essentially non-negative matrix:(

B′

1

B′

2

)
≤

(
0 1
1 0

)(
B1

B2

)
. The vector (B1, B2) satisfies all the conditions in Theo-

rem 3 and Corollary 1 with i∗ = 1 (note that the comparison system is in this case
equivalent to the original essentially non-negative system in the new variables
b1, b2). However, there is no polynomial function B that can act as a scalar bar-
rier certificate. For contradiction, assume there is such a (continuous) B. The ver-
ification problem requires that B(x1, x2) evaluates to 0 whenever x1 = 0∧x2 ≤ 0

10 Naturally, for the vectorial formulation to be interesting, none of the functions
B1, . . . , Bm should be (scalar) barrier certificates in their own right.
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holds, therefore the univariate polynomial B(0, x2) has infinitely many real roots
and is therefore the zero polynomial, from which we conclude that B(x1, x2) has
real roots on the entire line x1 = 0. The set B(x1, x2) ≤ 0 thus cannot be a
continuous invariant (and B is therefore not a convex or an ‘exponential-type’
barrier certificate) because any trajectory initialized from x1 = 0∧x2 > 0 enters
the unsafe set where the function B is required to be positive. ut

-10 -5 0 5 10
-10

-5

0

5

10

x1
x
2

Fig. 2: Vector barrier certificate
(B1, B2) = (x1, x2).

Vector barrier certificates can also exist
with lower polynomial degrees than is pos-
sible with scalar barrier certificates. To take
an example, consider the verification prob-
lem (with x′

1 = x2, x
′

2 = x1, as that in the
above proof) illustrated in Fig. 2, where the
initial states are represented by the green
rectangle [−7,− 1

2
] × [−4,− 3

2
] and the un-

safe states by the red circle of radius
√
2

centred at (−3, 2). The vector barrier cer-
tificate (B1, B2) = (x1, x2) is linear in each
component (i.e. has polynomial degree 1)
and satisfies all the conditions required by
Theorem 3 and Corollary 1. However, there
is no linear/affine function that is a scalar
barrier certificate for this problem because there is no half-plane that includes
all the initial states, no unsafe states, and is invariant under the dynamics (i.e.
such that trajectories cannot escape). This holds because any line separating the
two sets cannot have slope 1 or −1, which are the only possible values for slope
of a linear function defining an invariant half-plane in this system.

As with barrier certificates based on scalar comparison systems, one is able to
extract invariant sets from the vector generalization; the class of invariants one
can extract is, in fact, richer. For example, given a vector differential inequality
B′ ≤ AB, where A is essentially non-negative, one may extract a conjunctive
invariant

∧m
i=1

Bi ≤ 0. Furthermore, the constituent conjuncts Bi ≤ 0 of such a
conjunction need not define invariant sets in their own right.

4.4 Generating Vector Barrier Certificates using SDP

Generation of vector barrier certificates based on Corollary 1 using sum-of-
squares optimization can be performed with a straightforward generalization
of corresponding techniques for scalar barrier certificates [37]. Let us assume
that the sets Init,Unsafe, Q are characterized by the conjunctions:

∧a
i=1

Ii ≥ 0,∧b
i=1

Ui ≥ 0, and
∧c

i=1
Qi ≥ 0 respectively, where Ii, Ui, Qi are polynomials. Fix

a small, positive constant ε > 0, and fix an essentially non-negative m×m ma-
trix A. Let Bi be template polynomials, and σIi,j , σUj

, σQi,j
be sum-of-squares

template polynomials.11 The following is a sum-of-squares optimization problem

11 Template polynomials are polynomials of fixed degree, but with symbolic coefficients.
Sum-of-squares optimization searches for appropriate values for these coefficients.
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for size m vector barrier certificates B1, B2, . . . , Bm, with i∗ ∈ {1, . . . ,m}:

−Bi −Σa
j=1σIi,jIj ≥ 0 for all i = 1, 2, . . . ,m (VBC 1)

Bi∗ −Σb
j=1σUj

Uj − ε ≥ 0 (VBC 2)

Σm
j=1AijBj −B′

i −Σc
j=1σQi,j

Qj ≥ 0 for all i = 1, 2, . . . ,m (VBC 3)

The three optimization constraints ensure that the corresponding VBC condi-
tion holds for the resulting Bi. We show an example of barrier certificates that
can be generated by this method.

Example 1 (Linear barriers). Consider the following 3-dimensional system:

x′

1 = 2x1 + x2 + 2x3 − x2

1 + x1x3 − x2

3,

x′

2 = −2 + x1 − x2 − x2

2,

x′

3 = −2− x2 − x3 + x2

1 − x1x3,

where Init is defined by
∧3

i=1
−xi ≥ 0, Unsafe by x1 + x2 + x3 ≥ 1, and there is

no evolution constraint. Using the matrix A =
(

0 1 2
1 −1 0

1 0 1

)
, i∗ = 1, and the sum-

of-squares solver SOSTOOLS [30], we obtain the following true vector barrier
certificate by manually tweaking the floating-point coefficients returned by the
solver. 12 Observe that neither B1 ≤ 0 nor B2 ≤ 0 define invariant sets.

B1 = (365x1 + 365x2 + 365x3 − 60)/100,

B2 = (175x1 + 180x2 + 100x3 − 160)/100,

B3 = (460x1 + 155x2 + 270x3 − 250)/100.

Alternatives to SDP There exist a number of alternatives to semi-definite
programming which can be employed to generate vector barrier certificates. For
example, constraint programming techniques for solving inequality constraints
over the reals were studied by Ratschan [39] and applied to search for Lyapunov-
like functions [40]. Computation of strict barrier certificates using interval con-
straint satisfaction techniques was later investigated by Bouissou [5], Djaballah,
et al. [12]. Another intriguing alternative studied by Sankaranarayanan et al. [44]
(and later Yang et al. [50]) is the linear relaxation approach based on so-called
Handelman representations [21] (which allow the use of linear programming to
establish the positive semi-definite property of a polynomial over a compact con-
vex polyhedron); this technique was observed to be much less prone to numerical
errors than methods based on interior-point solvers. These approaches, however,
are limited to problems with bounded domains.

12 Numerical inaccuracies plague SOS-based approaches to generating all types of bar-
rier certificates and render most generated barrier certificates subtly incorrect. Miti-
gating this issue is an important, but orthogonal, question that has been investigated
elsewhere [32,43].



Vector Barrier Certificates and Comparison Systems 15

5 Limitations and Outlook

The trade-off in employing the vector comparison principle comes down to the
following: the relaxation of requirements on each individual component of the
vector function comes at the price of increased complexity (due to increased
dimension) of the comparison system. Already in the scalar (m = 1) special
case corresponding to the ‘exponential-type’ barrier certificate, the choice of the
single coefficient λ in the comparison system b′ = λb was observed to impact
the results [22]. Our approach provides more flexibility but also requires more
choices in the essentially non-negative matrix A. While we do not yet have
general heuristics, a possible strategy for picking alternative matrices A when the
initial choice fails is to change the values of the matrix in a way that changes the
qualitative behaviour of the trajectories of the comparison system b′ = Ab (i.e.
changes the structure of the phase portrait ; see e.g. [3, Ch. 5, pp. 147–149]). It is
clear that in practice one should always attempt to find a scalar barrier certificate
(m = 1) first and proceed to increase the dimension m of the comparison system
if the search was unsuccessful (for example due to numerical inaccuracies when
polynomials of high degree are involved [11]). Vector barrier certificates could
alleviate some of these problems because they allow us to reduce the polynomial
degree of the barriers. An empirical study of this trade-off (and indeed of existing
scalar notions of barrier certificates) falls outside of the scope of this work and
would require a large set of verification benchmarks to be objective, but presents
an interesting direction for further investigation.

We remark, however, that scalar comparison systems, even when they are
insufficient to prove the safety property at hand, may reveal structure in the
dynamics which could help in constructing an appropriate comparison system
for vector barrier certificates. The proposition below is a direct consequence of
a property of essentially non-negative (Metzler) matrices, akin to the Perron-
Frobenius theorem for non-negative matrices which establishes the existence of
an eigenvector in the non-negative orthant (e.g. see [46, Proposition 1]).

Proposition 1. For a given system of ODEs x′ = f(x) and an essentially
non-negative matrix, A ∈ R

m×m, if B = (B1, B2, . . . , Bm) satisfies the system
of differential inequalities B′ ≤ AB, then there exists a scalar function g and a
scalar µ such that g′ ≤ µg.

Proof. Since A is Metzler, then its transpose, AT , is also a Metzler matrix. Let
u be an eigenvector of AT in the non-negative orthant with eigenvalue µ, i.e.
ATu = µu. Then, the scalar product g := u ·B satisfies the scalar comparison
inequality: g′ = u ·B′ ≤ u · (AB) = (ATu) ·B = (µu) ·B = µg. The inequality
is justified since all the components of the vector u are non-negative. ut

The (real) eigenvalue µ is in fact the dominant eigenvalue (also called the spectral
abscissa) of A: it is the maximum of the real parts of all the eigenvalues of A
which coincides with the Perron-Frobenius root of A if A is non-negative. As a
consequence, if a linear scalar comparison system cannot be found for a given
scalar λ, one can rule out Metzler matrices with dominant eigenvalue below λ.
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6 Related Work

In [11], Dai et al. explored an approach for combining more than one barrier
certificate in order to prove safety in examples where a single barrier certificate
could not be found (see [11, Lemmas 3 and 4]). However, these so-called com-
bined barrier certificates only use the scalar variant of the comparison principle,
i.e. for each barrier function Bi, a differential inequality of the form B′

i ≤ ωi(Bi)
is considered, where ωi : R → R is a univariate analytic function, rather than a
multivariate quasi-monotone increasing function, as we do in the vector barrier
certificate framework. The way combined barrier certificates are constructed
in [11] is closely related to the principle of differential cuts (DC), which was
explored previously [33,15]. Platzer and Clarke [34] investigated ways of au-
tomatically generating differential invariants, which lift convex/weak barrier
certificates from defining invariant sub-level sets of differentiable functions to
formulas which can feature Boolean combinations of equalities and inequalities
and thus describe a richer class of continuous invariants. In this paper we pur-
sued a fundamentally different generalization; however, we remark that purely
conjunctive differential invariants (of the form

∧m
i=1

Bi ≤ 0) in [34] reduce to the
special case of vector barrier certificates where the matrix A is the zero matrix.
Besides the method of barrier certificates, a number of other complementary
methods are available for safety verification of continuous and hybrid systems,
e.g. [13,8,14,29,47,35] (an overview of some techniques may be found in [16]).13

7 Conclusion

The comparison principle used in control theory and applied mathematics of-
fers a powerful mechanism for creating abstractions of ODEs. In the domain
of safety verification this principle can – in a very natural way – provide a
theoretically satisfying foundation for understanding existing (scalar) notions
of barrier certificates reported in [37,22,11]. Adopting the comparison principle
viewpoint leads naturally to consider existing generalizations of this principle. In
this vein, a multi-dimensional generalization of the method of barrier certificates
(vector barrier certificates) has been formulated, in which the conditions on the
derivative of barrier functions are relaxed in a way analogous to vector Lya-
punov functions [2]. In the linear special case of this multidimensional extension
(Corollary 1), the convexity of the search space can be preserved, allowing the
use of tractable semi-definite programming techniques to search for more general
classes of barrier certificates satisfying the semantic principle (Lemma 1) than
was previously possible.

Acknowledgements. The authors would like to thank the FM 2018 reviewers
for their feedback, constructive criticisms and suggestions, and extend special
thanks to Dr Stefan Mitsch and Brandon Bohrer at Carnegie Mellon University
for their detailed comments and scrutiny.

13 Note, however, that the article [16] reproduces the unsound version of non-convex
barrier certificates from [37], i.e. using the condition ∀x ∈ R

n.(Q∧B = 0 → B′ ≤ 0).
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of differential ghosts. In: Dawar, A., Grädel, E. (eds.) LICS. ACM, New York (2018)

36. Prajna, S.: Optimization-Based Methods for Nonlinear and Hybrid Systems Veri-
fication. Ph.D. thesis, California Institute of Technology (January 2005)

37. Prajna, S., Jadbabaie, A.: Safety verification of hybrid systems using barrier certifi-
cates. In: Alur, R., Pappas, G.J. (eds.) Hybrid Systems: Computation and Control,
7th International Workshop, HSCC 2004, March 25-27, 2004. Proceedings. LNCS,
vol. 2993, pp. 477–492. Springer (2004)

38. Prajna, S., Jadbabaie, A., Pappas, G.J.: A framework for worst-case and stochastic
safety verification using barrier certificates. IEEE Trans. Autom. Control 52(8),
1415–1428 (2007)



Vector Barrier Certificates and Comparison Systems 19

39. Ratschan, S.: Efficient solving of quantified inequality constraints over the real
numbers. ACM Trans. Comput. Log. 7(4), 723–748 (2006)

40. Ratschan, S., She, Z.: Providing a basin of attraction to a target region of polyno-
mial systems by computation of Lyapunov-like functions. SIAM J. Control Optim.
48(7), 4377–4394 (Jul 2010)

41. Richardson, D.: Some undecidable problems involving elementary functions of a
real variable. J. Symbolic Logic 33(4), 514–520 (1968)

42. Rouche, N., Habets, P., Laloy, M.: Stability Theory by Liapunov’s Direct Method,
Appl. Math. Sci., vol. 22. Springer (1977)

43. Roux, P., Voronin, Y., Sankaranarayanan, S.: Validating numerical semidefinite
programming solvers for polynomial invariants. In: Rival, X. (ed.) Static Analysis
- 23rd International Symposium, SAS 2016, Edinburgh, UK, September 8-10, 2016,
Proceedings. LNCS, vol. 9837, pp. 424–446. Springer (2016)
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