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1 | INTRODUCTION

In-band full-duplex (IBFD) is the ability to transmit and receive simultaneously in the same band through self-interference
cancelation."* However, to take full advantage of IBFD, it is essential to manage the network interference cause by simul-
taneous transmission and reception. Managing interference due to IBFD has been studied in the existing literature.
Recently, several publications®!” have considered the problem of self-interference cancelation in full-duplex (FD) systems
by investigating different self-interference cancelation techniques to mitigate the self-interference signal. A combination
of spatial isolation (propagation domain), analog, and digital cancelation techniques is typically used for IBFD.

Analog cancelation is necessary to obtain preliminary isolation to avoid radio frequency compression and saturation
of the analog to digital converters.> Analog cancelation uses knowledge of the transmission to cancel self-interference in
the RF signal before it is digitized. One approach to analog cancelation uses a second transmit chain to create an analog
cancelation signal from a digital estimate of the self-interference.* Another approach is that the transmit signal is tapped
at the transmit antenna feed, processed in the analog-circuit domain, and subtracted from the receive-antenna feed in
order to cancel self-interference.® Jain et al® propose a design that utilizes a copy of the transmitted analog signal and
uses a transformer in the analog domain to then create a perfectly inverted copy of the signal. The inverted signal is then
connected to a circuit that adjusts the delay and attenuation of the inverted signal to match the self-interference that is
being received on the receiver antenna from the transmitter antenna.

On the other hand, digital domain cancelation is based on the subtraction of the interference signal after the
analog-to-digital converter." Several experimental and analytical results show that the mitigation capability of digi-
tal cancelation techniques is highly dependent on the RF cancelation, mainly due to the transmitter and receiver radio
circuits’ impairments.'>

*This work was partially supported by the National Science Foundation under Grant No. ECCS: 1710746
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FIGURE 1 Interference in in-band full-duplex environment. DL, downlink; MU-MIMO, multiuser multiple-input multiple-output;
UL, uplink

The self-interference signal could also be suppressed in the propagation domain. In propagation-domain sup-
pression techniques,”'*"” the self-interference signal is suppressed before it is processed by the receiver circuitry.
Propagation-domain self-interference suppression mitigates both the self-interference signal and the transmitter noise
associated with it. In addition, mitigating the self-interference signal in the propagation domain decreases the effect of
the receiver noise and increases the dynamic range allocated for the desired signal.

A common assumption made in the prior work is that the client that is being served on a downlink (DL) is also the
client that is sending uplink (UL) packets to the access point (AP). Thus, the interference is purely self-interference.
Network interference among clients will occur if different clients are considered for DL and UL, which may significantly
deteriorate the throughput performance of IBFD wireless local area network (LANS). This is especially important in
multiuser multiple-input-multiple-output (MU-MIMO) scenarios where an AP can send multiple frames to multiple
clients at the same time over the same frequency resources.'®?

MU-MIMO has been considered in a number of wireless standards such as IEEE 802.11ac*** and IEEE 802.11ax.**%
In MU-MIMO systems, each client can correctly decode packets simultaneously due to spatial diversity and precoding
of channel weights by the transmitter. The total throughput, however, highly depends on the relationship between the
channel responses and locations of scheduled clients.*

To illustrate the key challenges of MU-MIMO, IBFD network interference considers Figure 1, which shows the inter-
ference signals resulting from having simultaneous UL and DL flows. When the UL receiver and the DL transmitter are
active at the same AP simultaneously, self-interference is generated (shown as the solid red arrow). However, when the
UL AP is different than the DL AP, network interference is generated (shown as the dashed red arrows). The Figure
assumes that one client is transmitting to one of the APs as a UL flow (shown as the solid blue arrow), and all the APs are
transmitting to a set of DL clients, as DL flows (shown as the solid green arrows). The square in Figure 1 denotes the set
of clients scheduled for DL MU-MIMO. In this case, the signal transmitted from the UL client can interfere with the DL
clients. If the UL client is located close to the set of the DL clients, and the signal transmitted from the UL client is very
strong, the DL clients will face high interference (shown as the dotted red arrow).

In order to mitigate the interference problem arising in such environment, a number of solutions have been
proposed.?** Those solutions capture additional transmission opportunities created by FD by modifying contention and
backoff mechanisms. Goyal et al*® develop a centralized MAC protocol to support asymmetric data traffic where network
nodes may transmit data packets of different lengths, and they propose to mitigate the hidden node problem by employ-
ing a busy tone. To overcome this hidden node problem, the authors propose to adapt the 802.11 MAC protocol with
the request-to-send (RTS)/clear-to-send (CTS) handshake. Choi et al* study the power allocation for IBFD system where
clients operate in the half-duplex (HD) mode but the AP communicates by using the FD mode. In the aforementioned
work,* the system model considers a single AP and multiple clients. The UL station (STA) is chosen randomly, then a DL
STA with low interference from the UL STA and high received power from the AP is selected. Afterwards, a power control
algorithm is used such that the DL signal-to-interference-plus-noise ratio (SINR) and UL SINR satisfy a threshold.*

A scheduling approach was studied for FD wireless networks in the work of Sahai et al,* such that the AP has a pre-
determined DL client and it aims at scheduling another UL client simultaneously. The AP randomly picks a UL client
out of several ones that achieve a specific signal-to-interference (SIR) threshold at the DL client. A key shortcoming of
the presented prior work is that any clients that achieve a specific SIR at the DL client is considered a good candidate.
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Although, this type of optimization provides a guaranteed minimum throughput, it does not maximize the throughput.
Moreover, in such schemes, finding a client that satisfies the SIR condition is done via exhaustive search over all the
clients, which is time consuming.

This paper focuses on client scheduling at both the DL and the UL aiming at improving the sum rate in MU-MIMO
wireless LANs with IBFD capability. The contributions of this paper can be summarized as follows:

« Proposed an efficient algorithm for client categorization based on received signal strength indicator;

« proposed a channel access mechanism for clients through contention window adjustment procedure, which results in
scheduling a group of DL clients along with a UL client simultaneously with minimal interference;

« proposed a power adaptation algorithm, which adjusts the UL transmit power aiming at maximizing sum throughput
of UL and DL clients.

The remainder of this paper is organized as follows. Section 2 presents the system model considered in this paper. In
Section 3, we propose the scheduling technique that determines the UL and DL STAs to be served simultaneously.
Section 4 presents the performance evaluation that confirms the effectiveness of the proposed algorithm. Finally, we
conclude the paper in Section 5.

Notation. We use bold lower case for vectors, a, whereas bold capital letters are used for matrices, A. Furthermore,
||A]| stands for the norm of the matrix A.

2 | SYSTEM MODEL

We consider an IBFD office wireless LAN scenario, in which APs are assumed to have FD capability. In other words, we
consider that each AP can simultaneously transmit and receive. Throughout the paper, we will refer to the set of clients
served on DL MU-MIMO as Sp;, whereas Py, refers to the UL transmit power.

We assume that each client has n; antennas, and each AP has n, antennas. n4 refers to the number of APs that perform
MU-MIMO multiplied by the number of antennas per AP. Channel gains are modeled according to TGac channel model
D* and are assumed to be constant over the duration of each transmission. Since serving different clients results in
interference in different directions, the proposed scheduling and power adaptation (SPA) technique plays an essential
role in enhancing the system performance.

The received signal y® € C™ of the ith DL client is given by

K
v =Ha s 3 e, ®
k=1,k#i
where
H;
H; = H,; . (2)
Hy;

H; is ng X ny matrix that represents the channel between the ith client and all APs. H,; is n, X ns submatrix that represents
the channel between the ath AP and the ith client, xl.d’ € C" is the transmitted signal intended for the ith client from
all APs. x! = wils®, where w" € C" is the MU-MIMO precoding vector for the transmitted signal intended to the
ith receiver. In this paper we consider zero-forcing precoding. The transmit power is ||widl |2, and sidl is the transmitted

symbol. The symbol power is E [|s?|*] = 62, and we consider 2, as unity.
N S

Moreover, K is the number of coscheduled clients in DL MU-MIMO. F;; is n; X ny matrix that represents the interference
channel from the UL client (served by the jth AP) to the DL client i due to the UL flow, and x}” € C™ is the transmit

signal of the UL client. x* = w!/s!, where w/! € C" is the weighting vector in the UL direction, and the transmit

power in the UL direction is ||wj’.‘l||2. s}‘l is the data symbol in the UL direction, in which the transmitted symbol power

is E[|s4']*] = o2, and we consider o2, as unity. Finally, n; € C™ is the white Gaussian noise at the ith client with zero

J J
mean and variance equal to E[ninf’ ].
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The received signal by the jth AP that is serving the UL client y}” € C" is given by

A K
) I dl
y/',’t = jux}l + Z ZGa’jxk +Z:j +nj, (3)
a=l,a#j k=1
where
K
G=8)Gxd. @
k=1

Hj, is n, X ns submatrix that represents the channel between the jth AP and the scheduled UL client, A is the number
of APs, G, ; is the n, X n, matrix that represents the channel between the ath AP and the jth AP, and xl‘{” € C" is the
transmit signal of the kth DL client. {; € C" is the self-interference, g is the self-interference cancelation coefficient, §
represents a cancelation range of 70 to 90 dB in reference to the transmitter power, and n; € C" is the white Gaussian
noise with zero mean and variance equal to E [n; njH ].

The first term in (1) represents the intended signal, the second term represents the colayer interference, the third term
represents the IBFD network interference, and the final term represents the additive noise. In (3), the first term is the
intended signal in the UL direction, the second term is the interference resulting from serving the DL clients, the third
term is the self-interference, and the final term is noise.

We define the SINR of a UL and DL flow as follows:

|zHH-uw’.‘l ’
SINRW =12 1 (5)
ZJHRIij
2
; H-w.‘”|
SINR® = |szH i (6)
z, ' Rpz;

where z; € C" is the combining vector at the jth AP. Without loss of generality, we consider in this paper minimum
mean-square-error combining vectors.'® Ry;is nq X n, interference plus noise covariance matrix at the AP serving the UL
client, where R;; = E [ y;.‘l y}‘lH] -H juw}"wj‘.‘lHHﬁ.

Moreover, z; € C™ is the combining vector for the ith receiver, and Ry; is ny X ng interference plus noise covariance
matrix at the ith receiver, where Ry; = E[y® yj‘.”H] -Hw! w}"HHfI )

In addition, we define the total sum rate as follows:

K
Riot = log,(1 + SINRY) + 'log,(1 + SINR{"). 7

i=1

The first and second terms denote the UL and DL rates, R,; and Ry, respectively.

3 | SPA:SCHEDULING AND POWER ADAPTATION

Traditionally, APs limit interference via frequency reuse or time division duplexing.?* Theoretically, IBFD can be applied
ateach AP, and thus, an AP would support a UL and DL. However, viable IBFD choices will be limited due to the proximity
of clients resulting in significant network interference. To solve the network interference problem, we propose that APs
perform distributed MU-MIMO utilizing the aggregated bandwidth. Thus, the network serves multiple clients in the DL
at a higher capacity via MU-MIMO, while supporting a UL link via IBFD. The main benefit of adopting this model is that
there is a better chance of finding clients eligible for MU-MIMO IBFD since the physical space that all APs are covering
is larger than each AP alone.

The following general system considerations are presented:

System Consideration 1: The selected UL client should be spatially separated from the DL clients to reduce cochannel
interference.

System Consideration 2: DL clients should be spatially separated to maximize MU-MIMO DL rates.’®%

Figure 2 shows the importance of the system considerations discussed above. The y-axis represents the sum rate, where
4 APs are located on the vertices of a square with a side length of 10 m. A UL client is chosen randomly and is considered
as a center of a circle where 4 DL clients are equally spaced on its circumference. By increasing the diameter of the circle,
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FIGURE 2 Sum rate with respect to the diameter of a circle with downlink clients on its circumference and an uplink client on its center
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FIGURE 3 Example setup with downlink (DL) clients on circle's circumference and an uplink (UL) client on its center

the DL clients get further away from the UL client. Besides, the DL clients are separated from each other. An example for
the setup is shown in Figure 3, where clients on the same circle are scheduled for DL simultaneously using MU-MIMO,
whereas the client in the center of the circle is scheduled on the UL. In Figure 2, the sum rate is computed with respect
to different circle diameter values. As shown, when the circle diameter is higher, ie, when the DL clients are far from the
UL client and are far from each other, the interclient interference from the UL client is weak and the MU-MIMO gain is
higher. Thus, the sum rate becomes high, as shown in Figure 3. On the other hand, a small circle diameter means a strong
interclient interference from the UL client toward the DL clients and, also, DL clients are very close to each other, as a
result, the sum rate is reduced.

3.1 | Client categorization

In order to categorize clients, we propose the use of controller unit (CU). One of the APs can act as the CU. The CU will
be responsible for all aspects of MU operation. The CU will store sorted vectors of the received signal strength indicator
(RSSI) indices of the APs as measured by the clients. For instance, a client with AP,, APy, AP., AP4 has high RSSI from
the ath AP, and low RSSI from the dth AP. The outcome of this process will be a lookup table with (A!) categories.

3.2 | Contention window adjustment procedure

The 802.11 protocol uses a carrier sense multiple access (CSMA) scheme, where the channel needs to be idle for any
transmission or reception. When the channel is idle, a backoff timer is randomly chosen over the interval of [0, CW ], where
CW stands for contention window size. In this paper, we propose CW adjustment mechanism, the proposed mechanism
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TABLE1 CW adjustment procedure

1: Initially, all clients have same CW = CW;,,
2: After UL is selected, CW = aCW,,;, Where a = ai” a;‘ is the index of the UL AP within the client’s sorted RSSI vector

3: If a client fails the rate condition, its CW is increased.

4: If a client passes the rate condition, the CW of other clients belonging to same category is increased.

Abbreviations: AP, access point; RSSI, received signal strength indicator; UL, uplink.

maintains backward compatibility. The legacy clients will still be able to demodulate and decode packet headers and
backoff when the medium is busy.

Initially, a UL client is selected based on CSMA. This is by means of RTS and CTS signaling. Clients will transmit RTS
to request to be scheduled in the UL, once a client receives the CTS signal intended for it, it will know that it is scheduled
for UL transmission. Clients can attempt transmitting RTS at the same time, which causes collisions. In this case, clients
will need to perform the backoff mechanism again.

Depending on the category (RSSI vector) of this UL client, it is better to schedule DL clients belonging to categories
far from the UL client. In other words, to reduce interference with the UL client, it is better to schedule DL clients
with RSSI vector with least significant digit equal to the most significant digit of the UL client, ie, if the UL client
has AP,, APy, AP., APy, DL clients is preferred to belong to the following: (AP4, AP, APy, AP,),(AP4, APy, AP, AP,),
(AP., APy, APy, AP,), (AP, APy, APy, AP,), (APy, APy, AP,, AP,), (APy, AP,, AP4, AP,).

Thus, using clients categorization, the (CW) size needs to be designed to control the backoff counters, such that clients
belonging to the above categories get the smallest CW size. However, in some cases, based on the relative differences of
signal strengths from APs, this potential client may not be a good candidate in terms of increasing the DL MU-MIMO rate
benefits. Thus, the potential DL client will only be added to the set of scheduled DL clients Spy, if the condition below is
satisfied

+1 +1
Ril + RSI + Rpotential > thl + R(’;l’ (8)

where R is the rate of the scheduled DL clients at the pth iteration, and the CW of all clients belonging to the
same category will increase. However, if the rate condition is not satisfied, that client will solely increase its CW. The
CW adjustment procedure is explained in Table 1, and the channel access mechanism is explained in the flow chart
in Figure 4.

3.3 | Power adaptation

To improve performance, the UL power Py, needs to be adjusted. Initially, the UL client uses full power. If the rate con-
dition is not satisfied, Py, is reduced, and the same steps are repeated. The process is repeated until reaching a minimum
power Pp, that satisfies a UL SINR threshold. The SPA algorithm is explained in Table 2. It is important to note that the
selected Py, is based on the rate; however, it is important to also consider throughput, which takes into account both rate
and packets errors. Therefore, Py;, should be updated adaptively based on the throughput.

The first transmission/reception event for a set of clients will be based on the algorithm discussed in Table 2. However,
upon completing each transmission/reception event, the status is checked. The goal is to use the results of every trans-
mission/reception event (ie, packets are acknowledged or not) to increase or decrease Py, accordingly. After each event,
the throughput can be computed as follows:

T = (1 - PERUL) * RUL + (1 - PERDL) k RDL~ (9)

Then, the algorithm needs to decide whether to reduce or increase Py;. The goal is to estimate T; and T}, which is the
throughput at lower and higher Py, respectively. Then, the algorithm can select Py, accordingly.

In order to estimate T} and T) prior to a transmission/reception event, the power adaptation algorithm is modified as
explained below.

1. Primary transmission/reception event:
When the link is established, use the primary P7, selected by SPA algorithm in Table 2. Upon the completion of the
event, use the number of packets that have been successfully received and the total number of packets transmitted to
compute packet success ratio (PSR = 1 — PER). Then, compute the primary throughput T),.
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TABLE 2 Scheduling and power adaptation algorithm

: Update CW of clients based on the UL client and step 1

Add potential client and update Sp;, accordingly
Increase CW of all clients belonging to the same category

Increase the contention window of this potential client

1: Categorize clients based on sorted RSSI indices
2: UL client is selected

3

4: Initialize: Sp;, = 0and Py;, = Py

5: whilePy; > Puin

6: whilelSDLl < Ny

7:  Select a potential DL client

8: if RO+ RP + Roogential > RY, + RY)
9:

10:

11: Select a new potential client

12: else

13:

14: break from while loop

15: end if

16: end while
17:PUL = PUL - A
18: end while

Abbreviations: CW, contention window; DL, downlink; RSSI, received signal

strength indicator; UL, uplink.
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2. Secondary transmission/reception event:
Calculate PERy;, and PERp; and do the following: if PERp;, > PERy;,

PS, =Pl —A, (10)
else
P}, =P/, +A. (11)

Similar to step 1, compute the secondary throughput T, then the event that leads to higher throughput will be used
as a current initial throughput T, as follows:

T. = max(T,, Ty). (12)

Py, is either the primary or the secondary Pyy, based on the selection of T.
3. Following events:

At this step, rate, PSR, and throughput for primary and secondary events have been computed. An example is shown
in Figure 5. Note that Py, affects throughput by affecting both rate and PSR. The effect on rate is known before trans-
mission/reception. However, the effect on PSR is only known after the completion of the event. In this step, the target
is to tune Py; with a small tunable &, such that

P!, =P, =6, if T, < T, (13)
=P¢, +6, if T. < Ty,

where Pp;; is the new UL power.

In order to estimate T; and T}, we need to estimate PSRs at both points. For that purpose, we use the primary and
secondary points, as shown in Figure 5, and perform interpolation/extrapolation to find PSR; and PSR;,. After doing
so, we can get T, and T; and select the one that maximizes the throughput.

In summary, PSR is estimated at four points with updates upon each transmission/reception event according to the
exponential moving average as follows:

PSR" = yPSR"™ 4 (1 — y) % -3¢ 14)
Mot

where PSR" is the new estimate, PSR" ! is the previous estimate, y € [0, 1] is the aging factor, ng, is the number of
successful packets, and n is the total number of packets.

4 | PERFORMANCE EVALUATION

4.1 | Sample environment

To frame the discussion in a practical example, we adopt an office environment, as shown in Figure 6. In this scenario,
the position of the APs is fixed, and clients are randomly distributed inside each cubicle. The main assumptions that we
will follow throughout the paper are summarized in Table3.*%*

Our simulation follows the office environment described in Figure 6. In which, the office consists of four APs and
comprises 64 cubicles. Each cubicle has four clients.?

We compare the performance of SPA with that of IBFD with power control that is presented in the work of Choi et al,**
IBFD without power control, and HD conventional scenario. It is important to note that the aforementioned work3* is
only applicable for a single AP; thus, IBFD in the work of Choi et al** is implemented for each AP separately.
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FIGURE 6 Office wireless local area networks scenario
TABLE 3 System parameters
Parameter Value
Office area 20m X 20 m

clients locations randomly distributed within each cubicle

DL power different across APs based on MU-MIMO
UL power satisfy the lowest UL MCS Level 2
Frequency band 5GHz

Channel bandwidth 80 MHz

Abbreviations: APs, access points; MCS, modulation coding scheme;
MU-MIMO, multiuser multiple-input multiple-output; UL, uplink.

4.2 | Rate comparisons

Figure 7 shows the sum rate for different algorithms. The rate in the y-axis is a sum rate of coscheduled clients. As shown,
the rate of IBFD without power control is worse than HD because the DL rate will be affected by high interference gen-
erated by the UL client. In contrast, the rate of IBFD system increases when power control is added. However, the high
gains of IBFD cannot be achieved using the power control algorithm in the work of Choi et al.** As shown, HD and IBFD
with power control** are close to each other, which is expected since network interference is limiting the benefits of IBFD.
Thus, the power control algorithm in the aforementioned work* cannot utilize IBFD capability in the office scenario.
This is due to the fact that choices are limited due to the proximity of clients, ie, the network interference caused by the
UL will significantly reduce the SINR at the DL clients. However, SPA can overcome this problem because SPA has a bet-
ter chance of finding clients that are eligible for IBFD, ie, SPA benefits from spatial separation. As shown, SPA algorithm
outperforms all other algorithms by approximately 150%, 268%, and 101% with respect to HD, IBFD without power con-
trol, and IBFD with power control,* respectively. It is important to note that more than twice the rate is achieved by the
SPA algorithm when compared with traditional HD due to the MU-MIMO gains.

4.3 | Fairness index

Figure 8 shows the fairness index for different IBFD algorithms. IBFD with SPA achieves comparable fairness index to
the algorithm in work of Choi et al.** That is, the clients under SPA can be provided with fair scheduling opportunities.
Note that SPA is adaptively assuring that UL and DL flows are achieving comparable good throughput.
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4.4 | Impact of self-interference

In this paper, APs are equipped with elaborate antenna techniques and signal processing modules for self-interference
cancelation. In previous simulations, we assumed perfect self-interference cancelation. Here, we show the impact of
imperfect self-interference on different algorithms. Figure 9 shows the average SINR for UL and DL clients with respect to
self-interference cancelation. The SINR of both UL and DL of IBFD increase as the self-interference cancelation increases
since self-interference cancelation directly benefits the UL client and indirectly benefits the DL clients due to the power
adaptation scheme. In addition, IBFD with power control in the work of Choi et al* can benefit from self-interference
cancelation in both UL and DL directions. However, it cannot sufficiently overcome the problem caused by the proxim-
ity of clients resulting in significant network interference, and the SINR performance is then deteriorated. On the other
hand, in the case of the IBFD without power control, UL SINR increases as self-interference cancelation increases, while
DL-SINR does not change since the DL flow will suffer from the same interference regardless of self-interference cance-
lation. Figure 10 shows the difference between IBFD with SPA and IBFD in the aforementioned work* in terms of total
sum rate. In the office scenario, IBFD in the aforementioned work** can serve up to 8 clients, on the other hand, IBFD
with SPA can only serve up to 5 clients simultaneously. However, the sum rate of SPA exceeds the algorithm in afore-
mentioned work,* as shown in Figure 10. Note that, in the aforementioned work,* the average interclient interference
between clients increases because the distance between clients shorten; hence, the rate is degraded. Moreover, due to the
distributed MU-MIMO model that is utilized in SPA, clients can get higher throughput opportunities.
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FIGURE 9 Signal-to-interference-plus-noise ratio (SINR) comparison for different self-interference cancelation. DL, downlink;
SPA, scheduling and power adaptation; UL, uplink
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FIGURE 10 Sum rate comparison for different self-interference cancelation. IBFD, in-band full-duplex; SPA, scheduling and power
adaptation

TABLE 4 Modulation coding scheme (MCS) levels of active
links for in-band full-duplex

SPA  Power Control** No Power Control

MCS7-8 38.28% 0.78% 48.59%
MCS 5-6  30.80% 0.79% 0.65%
MCS 3-4  30.60% 20.04% 0.48%
Lower 0.32% 78.39% 50.28%

4.5 | MCS levels comparison

Table 4 shows the modulation coding scheme (MCS) levels of active links. Active link is any scheduled DL or UL flow.
Since SPA utilizes spatial separation, it provides high operation percentage on high MCS levels (7 and 8) that can be
achieved approximately with 38.28%, 0.78%, and 48.59% using IBFD with SPA, with power control,* and without power
control, respectively. The IBFD without power control achieves higher percentage than SPA because without power con-
trol, UL clients get high SINRs on the expense of DL clients getting very low SINRs. As can be noticed, SPA provides the
lowest percentage of low MCS levels.
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FIGURE 12 Average rate comparison for different number of clients. SPA, scheduling and power adaptation

4.6 | Number of clients

In this section, we show the effect of the number of clients on the average airtime and average rate. Figures 11 and
12 show the average airtime and average throughput with respect to the number of clients, respectively. It can be seen
that the average airtime decreases with increasing the number of clients, and the algorithm presented in the work of
Choi et al** has better airtime than SPA. However, as shown in Figure 12, SPA has better rate performance over the entire
range of number of clients.

5 | CONCLUSIONS

In this paper, we present scheduling and power adaptation techniques to provide higher performance in the IBFD
environment for office wireless LANs. Our proposed algorithm aims at selecting clients that can be efficiently served
simultaneously with low interference between UL and DL transmissions. At a given time, a UL client is scheduled and its
power is adapted while selecting multiple DL clients taking IBFD interference into account. Simulation results to evalu-
ate system performance is presented, showing significant increase in rate compared to recent proposed scheduling and
power control algorithms for IBFD.
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