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ABSTRACT Depressed heart rate variability is a well-established risk factor for sudden cardiac death in survivors of acute
myocardial infarction and for those with congestive heart failure. Although measurements of heart rate variability provide a valu-
able prognostic tool, it is unclear whether reduced heart rate variability itself is proarrhythmic or if it simply correlates with the
severity of autonomic nervous system dysfunction. In this work, we investigate a possible mechanism by which heart rate vari-
ability could protect against cardiac arrhythmia. Specifically, in numerical simulations, we observe an inverse relationship be-
tween the variance of stochastic pacing and the occurrence of spatially discordant alternans, an arrhythmia that is widely
believed to facilitate the development of cardiac fibrillation. By analyzing the effects of conduction velocity restitution, cellular
dynamics, electrotonic coupling, and stochastic pacing on the nodal dynamics of spatially discordant alternans, we provide intu-

ition for this observed behavior and propose control strategies to inhibit discordant alternans.

INTRODUCTION

Heart rate variability (HRV) is a well-known prognostic in-
dicator of a cardiac patient’s susceptibility to sudden cardiac
death, with lower HRV being positively correlated with
higher mortality rates (1-6). Several statistics to describe
HRV have been developed to quantify a patient’s risk of
sudden cardiac death. Such indicators include relatively
straightforward time-domain measurements of the standard
deviation of the cycle length (also referred to as the RR vari-
ability) (4) and spectral analysis of RR data (7), as well as
more elaborate nonlinear indicators that use Lyapunov ex-
ponents (8), fractal scalings (9), and Poincaré maps (10).
Beta blockers, a pharmacological intervention for those sus-
ceptible to ventricular fibrillation, are often used to reduce
one’s overall heart rate (HR) and have also been docu-
mented to increase HRV (11-13). Ivabradine, a newer medi-
cation for the treatment of heart failure, has also been shown
to increase HRV (14,15). In some studies, a significant
decrease in HRV immediately before the development of
ventricular fibrillation has been reported (16-18), although
in other studies this behavior was not observed (19-21).
Although depressed HRV has been shown to be predictive
of a patient’s risk of mortality due to sudden cardiac death,
it is unknown whether loss of HRV is proarrhythmic, or
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whether it is merely a symptom of autonomic nervous sys-
tem dysfunction. For instance, the relationship between
elevated resting HR and both all-cause and cardiovascular
mortality is also well-established (22). Sudden cardiac death
has been associated with high HRs (23), and in some
studies, measurements of HR and HRV were found to be
equally useful in their prognostic capabilities (24). Further
complicating matters, it has been observed that HRV is
inversely correlated with HR itself (25,26), making it diffi-
cult to disentangle their individual relationships with a pa-
tient’s susceptibility to cardiac arrhythmia. Indeed, it has
been observed that subpopulations of patients who display
a significant decrease in HRV before the onset of arrhythmia
also show a significant increase in HR in the same time
frame (27). Subsequent studies have suggested that mea-
sures that take both HR and HRV into account may be useful
for indicating that a ventricular fibrillation episode may be
imminent (28).

In this work, we investigate a potential mechanistic link
between depressed HRV and the propensity for the develop-
ment of discordant alternans (DAs) in the heart, which is
widely believed to be proarrhythmic via the development
of a spatial dispersion of refractoriness in the cardiac tissue
(29-35). Cardiac alternans is defined as the beat-to-beat
alternation of electrochemical dynamics, which usually
manifests in alternating long and short action-potential du-
rations (APDs). Much work has been devoted to understand-
ing the genesis of alternans at a cellular level, which is
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usually attributed to either steep APD restitution (35,36),
instability of the intracellular calcium dynamics (37,38),
or a combination of both factors (39). In tissue, alternans
can either be spatially concordant or discordant, with the
former displaying APDs that are in phase throughout the tis-
sue and the latter characterized by areas with long-short-
long APD patterns neighboring areas with short-long-short
APD patterns (see, e.g., Fig. 1 A). Steep conduction velocity
(CV) restitution is generally implicated in the formation of
discordant alternans (34,35,40,41), but other factors, such as
premature or ectopic beats (35,42), as well as tissue hetero-
geneity (43), can play a role.

In laboratory conditions, the formation of cardiac alter-
nans is generally investigated in vitro with a constant rate
of pacing, or basic cycle length (BCL) (37.,44-48), with
changes to the BCL occurring only after steady-state dy-
namics have been reached. Such studies are imperative for
understanding the deterministic mechanisms that underlie
the formation of cardiac alternans. However, in normal hu-
man hearts, significant variability in the pacing rate is
known to exist. For instance, in clinical studies, the standard
deviation of successive differences between heart beats has
been reported to be between 10 and 50 ms (12,49-52), as
much as 5-7% of a healthy individual’s nominal resting
HR. Despite this fact, little emphasis has been given to un-
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derstanding how alternans develops and is maintained for
nonconstant pacing rates.

In healthy conditions, HRV can be affected on both slow
and fast timescales due to factors such as circadian oscilla-
tions (53), environmental temperature fluctuations (54),
respiration (55), and the effects of vagal activity (56).
Each of these effects contribute to an overall power spec-
trum of HRV in the Fourier domain (57). In this work, we
investigate a simpler situation where the cycle length is
drawn from a Gaussian distribution. Other numerical (58)
and experimental (59) studies have observed that in single
cardiomyocytes, even small amounts of variance in the pac-
ing rate can contribute to the formation of cardiac alternans,
with the resulting interpretation that HRV might be proar-
rhythmic. Based on the results to follow, we come to a
different conclusion: on one- (1-D) and two-dimensional
(2-D) domains with single-site pacing in simulations of
healthy, homogeneous, and isotropic ventricular tissue, as
the variance in the pacing rate increases, the propensity
for the tissue to exhibit discordant alternans decreases.
Related results were obtained in 2-D simulations in a model
where discordant alternans arises due to spatial gradients
in the conductance of potassium channels (60). This
behavior is reliably observed in models where alternans is
driven by either steep APD restitution or instability in the

FIGURE 1 (A and B) APDs on the nth (solid line)
and n + 1th (dashed line) beat during discordant and
concordant alternans, respectively. Data are taken
from simulations of Eq. 2 with ¢ =2 ms and
BCL = 185 ms. (C) Evolution of y,, the maximal
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intracellular calcium dynamics. These results suggest that
sufficient HRV could protect against more serious cardiac
arrhythmias such as ventricular fibrillation. In the simula-
tions and analysis presented here, the transition from
concordant to discordant alternans in homogeneous tissue
occurs due to the interplay between APD and CV restitution.
With theoretical analysis on the effect of stochastic pacing
on both cellular alternans and nodal dynamics during discor-
dant alternans, we provide intuition for the observation that
stochastic pacing inhibits discordant alternans and suggest
control strategies to discourage its formation.

METHODS
Numerical simulation of single cardiomyocytes

For single-cell numerical simulations, we use the Shiferaw-Fox model (61),
which contains a detailed description of both cellular voltage dynamics and
intracellular calcium cycling.

oY (o (Vom) + Loa0)),

dt (1
dm
o = fu(V,m).

Here, V represents the transmembrane voltage, me R' represents a set of
intracellular ion concentrations and gating variables responsible for deter-
mining the membrane current, /.y represents the effect of an external pace-
maker, and Cp,, is the membrane capacitance. Here, we use default model
parameters from (61), with adjustable parameters taken to be 7; = 70 ms,
u=9s"", vy =04, and In,c, = 8 x 10*uM/s, so that alternans develop
as the pacing rate decreases. With this choice of parameters, alternans are
driven by both voltage and calcium instabilities (in 1-D and 2-D simula-
tions, we will choose parameters so that alternans are driven primarily by
calcium instabilities). We analyze this model for pacing at different rates,
where

T.=1,— 1,1 = BCL +0a7,.

Here, 7, is the timing of the nth action potential, BCL is the nominal BCL,
1, is an independent random variable drawn from a standard normal distri-
bution used to simulate variability in the timing of each depolarization, and
o >0 is a constant that determines the magnitude of the variability. In sim-
ulations, gating variables are updated according to a Rush-Larsen (62) (cf.
(63)) scheme in which all other variables are updated according a forward-
Euler scheme with a time step of 0.01 ms. In all single-cell simulations, data
are recorded after 100 beats have elapsed to allow for transient effects from
initial conditions to die out.

1-D and 2-D numerical simulations

For 1-D and 2-D numerical simulations, the following model is used:

av
Cma = DAV — (Iion(-xa V’ W) + ]"'Xt('x’ t))7
. (@)
P Tn(x, V,w).

Here, D = 1.6 cm? /s is the diffusion constant, x gives the spatial location
on the domain, and A is the Laplacian. Ionic currents, /;o,, and auxiliary var-
iables, we RY, are taken from the Fox-McHarg-Gilmour (FMG) model (64)
and the Shiferaw-Fox model (61), where the number of variables, g, de-
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pends on the model being used. In all models, nominal parameter sets are
used except where noted otherwise, and the values of adjustable parameters
are given in the Results.

The tissue is paced at location x = 0, where 0 is an appropriately sized
vector of zeros with external current /.y, so that the difference in successive
depolarizations is given by

T,(0) = BCL +3,. A3)

Here, T, (x) gives the time between successive depolarizations at location x,
and 9, is the deviation from the nominal BCL on the nth beat and is used
to incorporate variance in the HR. For now, we take 3, = o7, i.e., a
zero mean Gaussian random variable with variance 2. Later, we will inves-
tigate possible modifications of 3, to study the effects of feedback control
on the pacing rate. In 1-D simulations, we use a 10-cm-long domain, with a
100 um (200 um) spatial discretization for the FMG model (Shiferaw-Fox
model) with a numerically determined resting-space constant of 880 um
(860 wm).

In 2-D simulations, cellular dynamics are determined by the FMG model
using the nominal parameter set from (64) unless otherwise stated. Simula-
tions are performed on a 7cmx7cm sheet and discretized on a 500x500
grid. Previously, authors have investigated the dependence on the FMG
model’s behavior for various spatial discretizations (65). Results presented
in this manuscript did not change qualitatively when using a 250 x 250
grid, suggesting that the spatial resolution is adequate. In 2-D simulations,
7; is taken to be 1.11 times the nominal value from (64), resulting in a steep-
ened CV restitution curve (cf. (34)). With this choice of parameters, the
numerically determined resting-space constant for this model is 530 um.
During discordant alternans, nodal lines in 2-D simulations are calculated
by subtracting the APD on successive beats and using the contour command
in Matlab to find the zero level set.

In all 1-D and 2-D simulations, gating variables are updated according
to a Rush-Larsen (62) (cf. (63)) scheme with all other variables
updated according a forward-Euler scheme with a time step of 0.03 ms.
In 1-D and 2-D simulations of the FMG model, initial conditions for
V, [Ca®"];, [Ca®T g, fs dym, By i, foas Xkes Xks» Xio» and Yo at all locations
are taken to be —87.5 mV, 0.159 wmol, 316.8 umol, 0.723, 0.0001,
0.0010, 0.810, 0.348, 0.249, 0.480, 0.033, 0.0001, and 0.908, respectively.
For all 1-D simulations of the Shiferaw-Fox model, initial conditions for
V,cs,c,»w,»,cj'-,[ml,d,f, q,m, h,j, Xk, Xxs, X0, and Yy, are taken to be
—95.9 mV, 0.673 umol, 0.567 umol, 138 umol, 130 umol, 0.0001
pA/pF, 0,0.911,0.515, 0.0002, 0.999, 0.919, 0.767, 0.031, 0, and 1, respec-
tively. All 1-D and 2-D simulations are run for 300 beats before data are
recorded to allow transient behavior to die out.

Quantifying severity of spatial dispersion of
refractoriness caused by discordant alternans

Discordant alternans is characterized by the development of a spatial
dispersion of refractoriness within cardiac tissue. As such, we will use
the following metric to quantify the severity of dispersion in numerical
simulations:

v, = max(|VA,()|). @

Here, x represents a spatial location on the domain D, A, (x) is the APD at
location x on the nth beat, where the APD is calculated as the time required
to reach 90% repolarization, V denotes the gradient, and double vertical
lines indicate the Euclidian (i.e., L?) norm. With these definitions, ¥, pro-
vides an estimate for the maximal local dispersion in APDs, with larger
values corresponding to more severe dispersion. We emphasize that discor-
dant alternans is not the only phenomenon that can cause spatial differences
in APDs. For instance, variation in the properties of epicardial and endocar-
dial cells can result in spatial gradients in APD throughout the heart (66).
Additionally, heterogeneity in electrotonic effects due to tissue shape and



pacing location can also induce significant APD dispersion (67-69). Never-
theless, in this work, large values of Eq. 4 correspond to discordant alter-
nans, whereas small values are observed only during concordant
alternans (see Fig. 1, A-C, for an example of Eq. 4 plotted against the
spatial APD profile on a 1-D domain).

Note that although alternans is characterized by the beat-to-beat variation
in electrochemical dynamics, the dispersion of refractoriness resulting from
discordant alternans promotes the development of further reentrant
arrhythmia; the metric from Eq. 4 characterizes the severity of the latter.
In 1-D simulations, we exclude values within 2 cm of the boundary in
the calculation of Eq. 4, because these locations have a tendency to differ
from the rest of the tissue regardless of whether alternans is concordant
or discordant (cf. (67)). Likewise, in 2-D simulations, we exclude locations
within 1 cm of the tissue boundary. This decision does not qualitatively
change the results presented in this work.

Fitting computational data to simplified single-
cell dynamics

In single-cell simulations, it is useful to analyze Eq. | in terms of the simpli-
fied map (cf. (41,70,71)):

An+1 = f(Dn) + E(CnJrl)’
Cn+1 = p(Dn) - g(CH)v 5
D, = BCL + o1, —A,.

Here, A, and D, represent a cell’s nth APD and diastolic interval (DI),
respectively, C, is the peak of the intracellular calcium concentration on
the nth beat, and f, g, £, and p are functions that determine the relationship
between APD and calcium dynamics. The function f(D,) incorporates the
effects of all noncalcium ionic currents and is generally a monotonically
increasing function. Likewise, p increases monotonically due to graded
calcium release (72,73). The function & reflects the direction of calcium-
APD coupling and can be either positive or negative depending on
whether alternans is electromechanically concordant or discordant (61),
and the slope of g determines the stability of the voltage-clamped calcium
dynamics.

To fit the model described by Eq. | to the simplified map (Eq. 5),
we suppose that A* = f(D*) + £(C*) and C* = p(D*) — g(C*), and that
D* = BCL — A* is a fixed point solution of mapping Eq. 5 when ¢ = 0;
manipulation of Eq. 5 and linearization around this fixed point yields the

relation
AA”+1 = f/ + /g/p/ _glg/ AD” (6)
AC, p -g J[AC, )

where AA, = A, —A*, AD, =D, — D*, AC, = C, — A*, and the prime
symbol denotes the derivative evaluated at the fixed point. Suppose that
we have the ability to take multiple measurements of A,, C,, and D, to
construct an overdetermined matrix equation,

[AA1 AA . AAN:l _[Pn Plz}

AC; AC, ACy| — Lpa po -
ADy AA, AAy_y
{ACO AC, ACNl]’

where each column of the left and right matrices corresponds to the
measurements taken on a single beat, and the 2 x 2 matrix corresponds
to the unknown matrix of derivatives from Eq. 6. Note that the stochastic
term from Eq. 5 is absorbed into the measurements of the DI in Eq. 7.
The above equation can be written as a standard system of linear
equations,
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AA, AD, AC, 0 0
AC, 0 0 ADy  AC,
AAy ADy, ACy., 0O 0
ACy 0 0 ADyy ACy

pPu

« P12 7
P21
P2

®)

for which a least-squares estimate for the unknown coefficients can be ob-
tained by taking the pseudoinverse of the large matrix (74). Using these four
coefficients, estimates of each of the four derivatives that make up the 2 x 2
matrix in Eq. 6 are straightforward to obtain.

RESULTS

Stochastic pacing inhibits discordant alternans in
1-D simulations

We investigate the relationship between stochastic pacing
and alternans on a 1-D domain with simulations of Eq. 2,
where 9, is drawn from a zero-mean Gaussian distribution
with variance o?. We consider the case where the develop-
ment of alternans is mediated primarily by steep APD resti-
tution and use the FMG model (64) to characterize the
cellular ionic dynamics /io,. Here, calcium dynamics follow
passively; attention will also be given shortly to the case
where alternans is driven by calcium instabilities.

Equation 2 is simulated for different values of ¢ and BCL.
In the results to follow, when BCL = 185 and 190, 7;, the
slow inactivation variable of the sodium current, is taken
to be 1.25 times its nominal value to steepen CV restitution
so as to produce discordant alternans (cf. (34)). In simula-
tions presented here, the maximal value of ¢ is ~5% of
the nominal BCL. In each of these simulations, when ¢ is
small, discordant alternans develops, as shown in Fig. 1 A.
During discordant alternans, a node develops, i.e., a location
for which the APD is identical on a beat-to-beat basis. Due
to stochastic pacing, the node moves throughout the medium
and on occasion will disappear if it travels too close to the
paced end, briefly producing a pattern of concordant alter-
nans (see Fig. 1 B). In simulations with BCLs of 180, 185,
and 190 ms without stochastic pacing, a stable, stationary
node forms in the steady state.

When ¢ is small, discordant alternans persists throughout
most of the simulation, as shown in Fig. 1 C. For larger
values of ¢, discordant alternans can still form, but it does
not last long before disappearing, resulting in smaller values
of ¥, overall, as seen in Fig. 1 D. Fig. 1 E shows y,, the
mean value of y, after transient behavior is allowed to
decay. This value is normalized by the maximal value of
¥, obtained for each BCL to make comparisons between tri-
als. The value of max(y,) is equal to 28, 22, and 15 ms/cm
for BCLs of 180, 185, and 190 ms, respectively. Each data
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point is obtained using 4000 beats for the given set of pa-
rameters; statistical independence is assumed after 30 beats,
and samples are taken at this interval to calculate the mean
and SE. We note that when BCL = 180 ms, conduction
block occasionally occurs at the pacing site no more than
once in every 400 beats on average due to the large magni-
tude of alternans. For ¢ > 8, conduction block occurs more
frequently, and we do not include these data points in
Fig. 1 E. In general, once ¢ crosses a certain threshold,
the wvariability starts to suppress discordant alternans.
Furthermore, this threshold increases as v, grows; when
BCL = 190 ms, ¢ = 2 ms begins to suppress discordant al-
ternans, whereas when BCL = 180 ms, ¢ = 4 ms is required
before /, starts to decrease.

In simulations from Fig. 1, alternans is caused by steep
APD restitution, so that calcium dynamics follow passively
from the voltage dynamics. However, alternans in living tis-
sue is most likely due to the coupling between calcium and
voltage restitution dynamics (39). Here, we also investigate
the formation and maintenance of discordant alternans when
the cellular alternans can be attributed to instabilities in the
calcium dynamics by simulating Eq. 2 with ionic dynamics
that are given by the Shiferaw-Fox model (61). Adjustable
parameters from the Shiferaw-Fox model are taken to be
77 =30 ms, u=9s"", and Inaca = 4 x 10*'uM/s. As ex-
plained in (61), parameters 7¢ and u determine the propen-
sity for voltage and calcium alternans, respectively, and
these parameters are chosen so that the resulting alternans
are primarily mediated by calcium instabilities. In 1-D sim-
ulations of the Shiferaw-Fox model, 7; is taken to be seven
times its nominal value, so that CV restitution is steepened,
allowing discordant alternans to form. We focus on combi-
nations of parameters for which alternans is electromechan-
ically concordant, i.e., with long (short) action potentials
corresponding to large (small) calcium transients, which
are commonly observed in experiments (37,46,75) and
tend to produce alternans of larger magnitude. The BCL is
taken to be 310 ms, and different values of  are used to

A C
7 220

g
= 200

manipulate the severity of dispersion caused by discordant
alternans. We decrease vy rather than decreasing the BCL
to make conduction block less common for larger values
of ¢. In simulations with these parameters, in the absence
of stochastic pacing, a stable, stationary node forms in the
steady state. In Fig. 2, the maximal value of ¢ is ~8% of
the nominal BCL. During simulations with large o, the sys-
tem switches between concordant and discordant alternans,
as shown in Fig. 2, A and B. As seen in Fig. 2, C and D, a
pattern similar to the previous simulations emerges: as the
magnitude of ¢ increases, ¥, is significantly diminished.
For larger values of ¢, conduction block occurs at the pacing
site less than once every 1000 beats. Conduction block is not
observed when ¢ <20 ms.

In simulations from Figs. 1 and 2, we observe that incor-
porating stochastic pacing inhibits the formation of discor-
dant alternans as the variance increases. In these
simulations, without stochastic pacing, a stable, stationary
node forms in the steady state. Simulations in Fig. 3 inves-
tigate the effect of stochastic pacing when corresponding
deterministic simulations do not display discordant alter-
nans in the steady state. Fig. 3 A shows results for the
FMG model where, as in other simulations, 7; is multiplied
by 1.25 times its nominal value from (64) to steepen the CV
restitution curve. All other parameters are identical to those
from Fig. 1. Fig. 3 B shows results for the Shiferaw-Fox
model, where v = 0.60 and all other parameters are iden-
tical to those used for simulations in Fig. 2. In each trial,
Y, is taken over 3500 consecutive beats after transient
behavior has been allowed to decay, and the mean = SE
values of ¢, are computed using the same procedure as in
Figs. 1 and 2. In Fig. 3 A and B, discordant alternans forms
when ¢ = 0 and the BCL is 190 ms (-310 and 330 ms). In
these simulations, stochastic pacing reduces the value of
Y, to approximately one third of its value from correspond-
ing deterministic simulations. When ¥, is small during
deterministic simulations (i.e., with discordant alternans
not present) it remains small in trials with stochastic pacing.

FIGURE 2 (A and B) Example of concordant (A)
and discordant (B) APDs and calcium dynamics.
Solid lines represent the APDs on successive beats
and dashed lines give the peak value of the intracel-
lular concentration on successive beats. (C) ¢, as a
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function of beat number for simulations with
v = 0.6 for ¢ =20 ms (red trace) and ¢ = 4 ms
(black trace). In simulations where the variance
of the stochastic pacing is larger, the system
spends a majority of its time in a concordant alter-
nans state, as reflected in lower values of ,.
(D) Mean, ¥,,, and SE calculated over simulations

600 800

160
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of >4000 beats for each set of parameters. Statisti-
cal independence is assumed after 60 beats, and
measurements are taken at this interval to calculate
the mean *+ SE. The value of max(y,) is equal
to 17 and 24 ms/cm in simulations where ¥ = 0.6
and 0.35, respectively. To see this figure in color,
go online.
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Results presented in Figs. 1, 2, and 3 suggest that stochas-
tic pacing rates might be antiarrhythmic by inhibiting the
formation of discordant alternans. The sections to follow
will be devoted to understanding the mechanism by which
stochastic pacing causes this behavior. We will analyze
alternans in both single-cell models of cardiac action poten-
tials and models in one and two spatial dimensions.

Analysis of stochastic pacing in single
cardiomyocytes

Cardiac alternans manifests at a cellular level as a result of
instabilities due to a period of doubling bifurcation resulting
from the interplay between cellular calcium dynamics and
APD restitution (37,39,76,77). Here, we investigate the for-
mation of alternans in Eq. | in the presence of stochastic
pacing.

Fig. 4 A shows the voltage and intracellular calcium con-
centration for the Shiferaw-Fox model at successive beat
numbers in a simulation where ¢ = 10 ms and the BCL is
390 ms. Model parameters are given in the Methods.
Here, the calcium cycling is in phase with alternating cal-
cium dynamics leading to alternating long and short action
potentials. Fig. 4 B shows the bifurcation diagrams of the
APD when o = 0; stable alternans solutions form at a
BCL of ~440 ms. In single-cell simulations, the APD is

Bl =0 ms
o

310 330 350 370

BCL (ms)

=18 M| LGURE 3 Simulations of the FMG model (4)

and the Shiferaw-Fox model (B) with and without
stochastic pacing. Discordant alternans develops
when ¢ = 0 for BCLs of 190 ms (A) and 310 and
330 ms (B). At these BCLs, stochastic pacing signif-
icantly reduces the occurrence of discordant alter-
nans. Furthermore, it does not promote discordant
alternans when corresponding deterministic simula-
tions do not exhibit discordant alternans. To see this
figure in color, go online.

calculated as the time required to reach 95% repolarization.
In the deterministic case (i.e., with ¢ = 0), the alternans
amplitude represented by |A,; — A, | approaches the solid
black line in Fig. 4 C, which is the difference between the
top and bottom curves in Fig. 4 B (and simply zero when
the period-1 solution is stable). When we include variability
in the action potential timing, alternans can develop even
when the underlying period-1 dynamics are stable. The
crosses in Fig. 4 C represent the mean value, and the vertical
bars contain 80% of the values in alternans severity with
o = 10 ms (~2.5% of the BCL). In these simulations, vari-
ability promotes the development of alternans near the
bifurcation and has little effect farther away. Similar
behavior has also been observed previously (58,59).

To provide a theoretical underpinning of the behavior
observed here, we analyze the simplified dynamical map
(Eq. 5). In Appendix A, we show that when the underlying
period-1 (i.e., alternans-free) behavior is stable, variance in
APDs, denoted by v, is directly proportional to the vari-
ance in the DI, ¢. Furthermore, by estimating the values
off=L| =) g=98) aag=2t
oD, | p- oD, | p- aC, | o aC, | o
where D* and C* correspond to the steady-state DI and
maximal calcium concentration, respectively, this propor-
tionality constant can be calculated exactly. For example,
Eq. 1 is simulated with a BCL of 450 and ¢ =2 ms. All

A & B 350
=
40 N
\E/ FIGURE 4 (A) Relationship between the alter-
20 )] 300 nant calcium and voltage behavior in simulations
—~ 0 % of Eq. 1 with BCL = 390. (B) Period doubling
% 250 . ) . . bifurcation as the BCL changes. (C) Alternans
= 20 Ci 100 amplitude in simulations with stochastic pacing.
= 40 <§ The solid line represents the value when o =0
| and is determined by the vertical distance between
-60 .
~ 50 the curves from (B). For ¢ = 10 ms, 2000 beats are
-80 t simulated at each BCL, with 80% of recorded
L < {( % X x xx values contained within the vertical bars. Crosses
0 " . n n ?
-100 ive the mean value in these simulations.
380 400 420 440 460 480 500 g
BCL (ms)
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data are taken after the initial transient behavior dies out.
Values of A, and C,, are recorded for each action potential,

and f’, g’, E/, and p/ are found to be 0.11, 0.66, 3.47, and
0.074, respectively, from a least-squares fit to the data,
as detailed in Fitting Computational Data to Simplified
Single-Cell Dynamics. The resulting variance in the APDs
is calculated to be ve, = 4.50% from Eq. A8. The same pro-
cedure is repeated for BCL = 550 ms, and the values of f’,
¢, &, and p are determined to be 0.03, 0.55, 2.73, and 0.043,
respectively, after fitting to the data, yielding v, = 0.11¢2.
Histograms in Fig. 5, left, show the alternans amplitude,
with red lines representing the predicted normal distribution
based on the corresponding value of v, with near perfect
agreement. Fig. 5 (right) gives values of v, /a2 as a function
of the different parameters. Dashed and solid lines corre-
spond to log;y(v« /o) =0 and 1 level sets, respectively.
White corresponds to locations for which the period-1 solu-
tion is unstable (i.e., alternans is stable), so that v, cannot
be calculated using Eq. A8. The boundary between yellow
and white regions represents the period-doubling bifurca-
tion for which the period-1 solution loses stability to the
period-2 alternans solution. As parameters change so that
they are closer to the bifurcation, the effect of stochastic
pacing is amplified, yielding severe alternans even for rela-
tively small values of ¢. Conversely, parameter sets farther
from the bifurcation tend to absorb the stochastic effects,
leading to small variations in the measured APDs. These re-
sults are consistent with the observation that HR variation
can lead to the onset of alternans, as even small variations
in pulse timing can produce large excursions from the
period-1 alternans free dynamics. The effect of calcium
cycling on the APD tends to have a significant effect on
the variance of APDs. In Fig. 5 (right), larger coupling be-

tween the calcium cycling and APDs (resulting in larger
values of El) tends to promote instabilities in the alternans

dynamics. Conversely, when £ is small (as is the case in
the Fig. 5, bottom right), the variance remains relatively
low until either / or ¢ approach 1. Similar analysis could
be performed in the case where the period-2 alternans dy-
namics are stable by analyzing the associated stable
period-2 map.

Variance in the timing of depolarizations of a single
cardiomyocyte leads directly to variance in the APDs,
which can be predicted precisely according to Eq. AS.
These results could lead to the interpretation that HRV pro-
motes alternans, possibly promoting further and more
serious arrhythmias such as tachycardia and fibrillation.
However, analysis of alternans in single cells cannot ac-
count for spatial dispersion of refractoriness, which de-
velops during discordant alternans and is widely regarded
to be a precursor to more lethal cardiac arrhythmias. In
the sections to follow, we investigate the dynamical
behavior of discordant alternans in the presence of stochas-
tic pacing.

Relationship between 1-D nodal dynamics and
stochastic pacing

Results of simulations in Figs. 1 and 2 suggest that HRV
could be antiarrhythmic in 1-D tissue, as it has a tendency
to inhibit the formation and maintenance of discordant alter-
nans. Insight into the mechanism by which variability sup-
presses discordant alternans can be gained by investigating
nodal dynamics during discordant alternans, i.e., the loca-
tion x¥, for which A,(x}) =A,_(x}). To make analysis
more tractable, we will consider the case in which alternans

300 2
BCL =450 ms 1 & =347 o =0.074
2
E 0o 115
=
Q
© 100
41 FIGURE 5 Histograms on the left (A and B)
/ > ;_ . AT . . .
1 £=273 p =0.043 ®,  represent simulated data with different BCLs and
0 \X o =2 ms. Predicted normal distributions in red
-10 0 10 ‘ N are calculated from Eq. A8 and are in near perfect
|APD,, ;1 — APD,, 4| 0.5 S agreement. Plots on the right show v, /a? calcu-
300 %D lated according to Eq. A8 for parameters from
BCL =550 ms ™ the linearized Eq. A2, with solid and dashed black
0 lines corresponding to level sets equal to 1 and O,
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© 100 ’ this figure in color, go online.
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is caused by steep APD restitution with calcium dynamics
following passively. Later sections will be devoted to under-
standing systems for which alternans is caused by instabil-
ities in the intracellular calcium dynamics, as is the case
for the results in Fig. 2.

Looking closely at how x;, changes in Fig. 6 (upper),
when ¢ = 1 ms, the node travels between 4.2 and 5 cm
with dynamics that resemble a mean-reverting stochastic
process (78). When ¢ =5 ms, the excursions from the
mean are larger, and occasionally, the node is eliminated
by passage through the paced end of the tissue. When
the node is eliminated, the behavior temporarily reverts
to concordant alternans. Recalling the results from of
Fig. 1 E, the dispersion of APDs is larger on average
when ¢ is smaller, as it takes a nonnegligible amount of
time for discordant alternans to redevelop from the concor-
dant state.

For fixed pacing rates, nodal dynamics of discordant
alternans can be analyzed in the limit that the cellular
dynamics are close to the period-doubling bifurcation
(40,79). In this case, the APD dynamics are assumed
to change slowly enough on a beat-to-beat basis that
they can be approximated with a continuous-time partial
differential equation. Here, variable pacing rates invali-
date these assumptions, and a different approach is neces-
sary. The derivation to follow gives a relation for the
change in node position x,; —x, due to perturbations
to the nominal BCL, as shown, for example, in Fig. 6
(lower).

To begin, for alternans driven by voltage instabilities, the
APD is a function of the DI (36), electrotonic effects of
coupling between cells (35), and memory effects due to pac-
ing history (80,81). To simplify the analysis, we will assume
that variations in the pacing rate are small enough that mem-

Stochastic Pacing Inhibits DAs

ory effects are negligible, and the APD dynamics are given
by (cf. (35,40,79))

Anpi (X) = f(Dn(x)) + Ol,,(X), )

where f(D,(x)) gives the relationship between the DI and
the APD, and o,(x) accounts for electrotonic effects
on the nth beat. The DI can be related to the APD through
the relation

D,(x) = T,(x) — A, (x), (10)

where T, (x) is the difference between the timing of succes-
sive depolarizations, 7,(x) and 7,_;(x). When the pacing
occurs at x = 0, T,,(x) can be calculated according to

T, (x)

To(x) — 7o (%)

Y odx
= * BCL + 3, _—
Tt T B +/o D))

. <T;;_1 + /0 ﬁ)
1

= BCLtbt [ <c<o,,1<x’>> "D <x’>>>"x/'
(11)

Here, 7, gives the time at which a new pulse is applied at the
pacing site, 9, is some variation from the nominal BCL, and
¢(Dy,(x)) describes CV restitution, i.e., the speed of the
excitable wave front as a function of the DI.

In Appendix B, using Eqs. 9, 10, and 11 as a start-
ing point, we derive the following relation to predict
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how the node location changes as a function of the
previous DIs:

*

G (x:+l) — Qi (‘xn+l

Floags,,)

1

)

* *
Xnt1 = X

6n - 6,,,1 +

n *
D> (X/H»l

+ A0 () (12)

Here, ¢,=(0A,/0x — 0A,_1/0x) evaluated at x' (i.e., the
slope of the alternans profile evaluated at the node) and
A, (x;, ;) account for CV restitution effects, as defined in
Eq. B4 of Appendix B. Equation 12 is a complicated, im-
plicit equation describing the nodal movement as a function
of the previous two perturbations to the nominal cycle
length. However, in the analysis to follow, we use a number
of simplifications to further manipulate and understand the
perturbed dynamics.

We analyze the system under conditions for which the
deterministic system (i.e., with a fixed pacing rate) has a sta-
ble discordant alternans solution with a single node to
simplify Eq. 12. First, consider the term ¢, from Eq. 12,
the difference in slopes of the APD profile at the node.
Fig. 7 B shows this value measured during 3900 beats in sim-
ulations of Eq. 2 using the FMG model for cellular dynamics
with ¢ = 2 ms and BCL = 185 ms. We find that regardless of
the node position, the magnitude of ¢,, is nearly identical on a
beat-to-beat basis and changes sign depending on whether
the APD profile is increasing or decreasing at the node (as
shown, for example, in the dashed and solid profiles, respec-

tively, in Fig. 6 (lower)). Based on this, we made the
following approximation to simplify Eq. 12:

axAn - 6)(Anfl = ¢n: (_l)nﬁv (13)
where BeR and the alternating sign results from the alter-
nating long and short action potentials. Intuitively, this
behavior tends to occur because premature (delayed) beats
cause the entire APD profile to fall (rise), but do not have
much overall effect on the shape.

Next, we consider the term (a,(x;, ;) — a,—1(x;,,))/
) from Eq. 12, which represents the electrotonic

f Dy2 (x5,
effects on the APD on successive beats. These electrotonic
effects are responsible for a pronounced shift between dy-
namic restitution curves on alternating beats (35,79). In sim-
ulations with stochastic pacing, Fig. 7 C shows the APD as a
function of the DI, with data points taken within 3 mm of
the node. Because the times between successive depolariza-
tions are similar enough that memory effects are negligible,
the approximately constant vertical shift between each set
of data points is mostly due to electrotonic effects. For
this reason, we approximate the magnitude of «a,(x;,)—
®,-1(x;,,) by a constant. Furthermore, the slope of these
restitution curves is also nearly constant near the node.
Taken together, this yields the approximation

*

a, (x;H) — (xn

) =(-1)"J, (14)

where J is a constant.

FIGURE 7 Illustration of simplifying assump-
tions used in (53) in simulations of Eq. 2 using the
FMG model for the cellular dynamics with BCL =

185 ms and ¢ = 2 ms. Blue circles and red crosses
represent data points taken when the APD profile
is decreasing and increasing, respectively, at the
node location. (A) Cycle length at the node varies

linearly with its spatial location to a reasonable
approximation. This linear approximation can be
used to estimate k from Eq. 15. (B) The magnitude
of ¢, is approximately constant on each beat,
providing an estimate for § from Eq. 13. Notice
that A,(x7) and ¢, have opposite signs, so that
kB <0. (C) The dynamic restitution curve shifts in
an alternating pattern and can be used to approxi-
mate the effect of electrotonic coupling from
Eq. 12. To see this figure in color, go online.
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Finally, authors (35) have noted previously that differ-
ences in cycle length due to CV restitution can be approxi-
mated by considering the difference between the maximal
and minimal CV during discordant alternans. Such an
approximation gives a linear relationship between the
node location and the difference in cycle length. Here, we
take a similar approach. Starting with Eq. 11, one can
show that A, (x}) = T,(x}) — Tp—1(x}) — 8, + 3,—1. Using
this relation, in Fig. 7 A, when we plot A,(x) over the
course of a simulation of Eq. 2, a linear relationship emerges
that alternates on a beat-to-beat basis. Therefore, we make
the approximation

A, (x

*
n

)= (15)
where a and k are determined from linear fits to the data, for
example, in Fig. 7 A. Using the relations of Eqs. 1315, and
modeling HRV with a series of normally distributed random
perturbations (i.e., 8, = o7,, with 7, taken from a standard
normal distribution and ¢ > 0), Eq. 12 is greatly simplified,
which allows for further analysis. Specifically, as we show
in Appendix C, in the limit as n approaches infinity, the
average node location is equal to (J + a)/k, with a variance
given by

(—=1)"[a + kx;],

—20°

G (16)

Vo

Note here that k3 < 0, as explained in Appendix C. Equation
16 states that given enough time to forget initial conditions,
the variance of the node location is proportional to the square
of variance of stochastic pacing and inversely related to both
the slope of the alternans profiles, 3, and the linear relation-
ship between the cycle length and the node location, k.

Stochastic Pacing Inhibits DAs

Fig. 8 shows results of simulations testing the accuracy of
predictions on the mean and variance of the node location
for simulations of Eq. 2 using the FMG model for the
cellular dynamics with BCL = 185 ms and various values
of ¢. For each simulation, the parameters 8, J, k, and a
from Eqgs. 13, 14, and 15 are estimated from simulation
data (e.g., using measurements similar to those shown in
Fig. 7). Overall, the mean is accurate to within 0.05 cm
and the distribution is well predicted by the Gaussian. In
each of these simulations, the tail of the distribution near
the paced end of the domain is slightly longer than would
be expected from a normal distribution. This behavior could
be explained by examining the data in Fig. 7: as x) ap-
proaches the paced end at x = 0, the slope of the relation
for A, starts to flatten, and the values of ¢, tend to curl to-
ward zero. Both of these effects cause the node to be pulled
less strongly toward the center of the tissue and allow it to
escape more easily through the paced end.

Qualitatively, the alternans behavior from Fig. 1 can be
interpreted in terms of the escape time from a potential
well. As Fig. 9 illustrates, discordant alternans nodes tend
to form opposite the paced end of the tissue. Without sto-
chastic pacing, the node makes its way to a steady-state
location, xg,. For small values of o, it is unlikely for the
node to travel far from its mean value, allowing discordant
alternans to persist. As the magnitude of the variability in-
creases, larger excursions from the mean are more likely,
lowering the average time required for the node to be ab-
sorbed by the paced end. Although the node eventually re-
turns, if variability is large enough, it will not persist for
very long, resulting in mostly concordant alternans. This
behavior represents a possible mechanism by which HRV
provides protection from the stable formation of discordant
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+ 400} +~ 2
o 00 o 00
o 2
Q o
© 2007 © 100
0 FIGURE 8 Results of simulations of Eq. 2 over
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60 prediction value of x* is within ~0.05 cm (note that the scale
+ 100+ + on the bottom axis is different in each plot). To see
g g this figure in color, go online.
@] @]
O 50+r Q
0
42 44 46 438 5
2 &

Biophysical Journal 113, 2552-2572, December 5, 2017 2561



Wilson and Ermentrout

Nodes Form Opposite

Paced End

<

Nodes Absorbed
Through Paced End

<—F——

“Potential
Energy”

|
|
L

FIGURE 9 Alternans behavior interpreted as escape from a potential
well. Equation 16 illustrates that the variance of x;, near xg, is proportional
to o2, the variance of the stochastic pacing rate. As ¢ grows, discordant
alternans nodes are more quickly absorbed through the paced end of the tis-
sue. In all 1-D and 2-D simulations in this work, parameters are chosen so
that the concordant alternans pattern is not stable; nodes re-form opposite
the paced end and rarely escape through this end.

alternans, making the development of reentrant arrhythmia
less likely.

Cycle-length manipulation to eliminate
discordant alternans

In the previous sections, we showed how stochastic pacing
could discourage the formation of stable discordant alter-
nans solutions. Here, we investigate a strategy for direct
manipulation of the paced cycle length to further suppress
the formation of alternans. In previous studies, authors
have developed strategies that attempt to eliminate cardiac
alternans through stabilization of the unstable period-1
behavior (82-84), thereby eliminating alternans entirely.
However, such control strategies generally require control
to be applied in multiple locations throughout the tissue
when the magnitude of alternans or the domain is large
(85). Here, we investigate a different approach, attempting
to suppress discordant alternans to promote concordant
alternans.

Previous analytical studies (40,79) have revealed that
discordant alternans nodes tend to form opposite the paced
end in 1-D tissue and travel toward the paced end. The node
continues to travel until either electrotonic and CV restitu-
tion effects are balanced, forming a stable discordant alter-
nans solution, or the node is absorbed through the paced
end. Such behavior is qualitatively similar to simulations
with stochastic pacing from the previous sections. For
instance, in Fig. 6 (middle), nodes generally form opposite
the paced end, travel randomly throughout the 1-D tissue,
and eventually are absorbed by the paced end of the tissue.

The control strategy below exploits this behavior, hasten-
ing the destruction of the discordant alternans node, yielding
alternans that is concordant for a majority of the time. We
will assume that we have the ability to give a premature
stimulus, but cannot delay the timing of a pulse. With this
restriction, we can modulate stimulus timing so that
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d, = min (m]n, 52) ,

where 8 is a control target. Recall from Eq. 11 that 3, is the
deviation from the nominal paced cycle length, so that
O, <0 yields a premature pulse, whereas 5, > 0 results in a
delayed pulse. The above equation assumes that in the
absence of cycle-length manipulation, pacing rates are
drawn from a Gaussian distribution with variance o>. The
control will only modify the pulse timing if 3, < a7,,.

With these constraints, as shown in Appendix D,
assuming that only one node forms during discordant alter-
nans, we can implement the following control strategy to
drive the node to the tissue boundary:

c —w,
o { Y
where w > ‘er‘p ‘ . This control strategy requires the place-
ment of control electrodes at either end of the tissue at loca-
tions 0 <x; < x, to measure successive APDs. Here At > 0is
some threshold used to trigger the control. Fig. 10 A, upper
and lower, describes the setup of the control strategy
described in Eq. 17, where two recording electrodes monitor
action potentials to determine whether to elicit a premature
stimulus. The requirement for the magnitude of w is a con-
servative estimate based on the minimal amount of perturba-
tion required to ensure that the node is driven to the tissue
boundary. Note that choosing x; = 0 would require an elec-
trode that can simultaneously record APDs and stimulate
with a premature pulse. Intuitively, the control strategy
(Eq. 17) works by delivering a premature stimulus at an
appropriate time to actively drive a discordant alternans
node to the tissue boundary to restore concordant alternans.
At this point, the controller remains inactive until it detects
the return of discordant alternans (setting 3, = o is equiv-
alent to turning the controller off).

To implement Eq. 17 in Eq. 2 using the FMG model for
the cellular dynamics, we take Ay =20 ms, w = 10 ms,
x1 = 1 cm and x, = 9 cm. In simulations, other placements
of the control nodes work equally well provided they are
placed sufficiently far apart to detect discordant alternans.
Fig. 10 D shows the maximal value of the gradient in
APDs as defined in Eq. 4 when ¢ =2 ms and BCL =
185 ms with (red lines) and without (black lines) the control
strategy (Eq. 17) applied. For these model parameters,
‘kxﬁp ] ~ 10 = w, so that the magnitude of the perturbations
is expected to be sufficient to drive the node to the paced
end. Once the control is engaged, the node is quickly driven
to the paced end, restoring concordant alternans until the
next node forms. This strategy gives the appearance of peaks
in ¥, occurring with a period of ~40 beats. Compared with
the behavior of the uncontrolled system, the noise infre-
quently drives the node to the paced end so that alternans
is primarily discordant, as reflected in larger values of ¥,.
Fig. 10, B and C, gives a comparison of the average

if A,,(xl) — An(—xZ) < — AT7

otherwise, an
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dispersion of APDs when the system is uncontrolled (green
bars) and when the control strategy (Eq. 17) is applied (red
bars) for different values of BCL and ¢. As in the previous
sections, each set of parameters is simulated for more than
4000 beats. The SE of the mean is represented by bars
and is calculated assuming statistical independence after
30 beats; measurements are taken at this interval to calculate
the mean = SE. When the control is applied, ¥, grows
slightly as variability increases, but it is always lower
when compared to the uncontrolled system.

Stochastic pacing and discordant alternans
caused by calcium instabilities

The behavior when alternans is driven by calcium instabil-
ities can differ significantly from the case where alternans
is driven by steep APD restitution. Because calcium diffu-
sion occurs on a much slower timescale, calcium dynamics
can vary significantly over short distances (41), and in some
cases, discordant alternans in calcium cycling can occur
within individual cells (86). Even though calcium dynamics
are not directly coupled between cells, indirect coupling due
to voltage differences does exist. These factors lead to a
more complicated relationship between calcium and voltage
nodal dynamics during discordant alternans. Previous
studies (41,87) have investigated the behavior of alternans
solutions on a 1-D medium when individual cellular dy-
namics are close to the period-doubling bifurcation, so
that alternans can be understood from the point of view of
a continuous partial differential equation. Such assumptions
do not hold when pacing is variable, because the variability
can cause large jumps in the APDs on a beat-to-beat basis.
Here, we briefly investigate the effect of stochastic pacing

when alternans is driven by instabilities in calcium dy-
namics in simulations of Eq. 2 using the Shiferaw-Fox
model (61) to simulate the cellular ionic dynamics. Model
parameters are identical to those used for the 1-D simula-
tions presented in Fig. 2.

We define C,(x) as the peak value of the intracellular cal-
cium concentration of the nth beat and the node location, w},
defined such that C,(w}) — C,_;(w}) = 0. The location of
the APD node is defined as x), as in previous sections.
Fig. 11, A and B, shows the coupled behavior of the calcium
and voltage dynamics in the presence of stochastic pacing.
The two nodes tend to move together, with the location of
the calcium node reacting slowly to changes in the voltage
node. Furthermore, the calcium node tends to stay slightly
closer than the APD node to the paced end of the tissue.
Variance in the location of the nodes also increases as ¢ in-
creases, much as in the previous examples. For large enough
excursions toward the paced end, the node is absorbed
temporarily, resulting in concordant alternans. Much as in
previous examples, premature beats tend to drive each
node toward (away from) the paced node when the slope
of the current APD profile is positive (negative), allowing
for the implementation of the control strategy (Eq. 17). In
this example with calcium alternans, we take At = 15 ms
and w = 20 ms, with x; =2 cm and x, = 8 cm. Fig. 11 C
gives a representative plot of y,, from Eq. 4 for two simula-
tions with (red line) and without (black line) the control
strategy applied. Fig. 11, D and E, shows the mean value
of Y, plotted for various values of v and ¢ with BCL =
310 ms, with and without control. In simulations where ¢
is low and the control is applied, the resulting value is
similar to that in simulations where o is large and no control
is applied.
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FIGURE 11 (A and B) Relationship between
the calcium node (thick blue line) and the APD
node (thin black line) for different values of o.
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Due to the coupling between voltage and calcium dy-
namics, in this example, we do not have an explicit formula
for the nodal dynamics during discordant alternans caused
by calcium instabilities. The intuition for the control strat-
egy (Eq. 17) as applied to the cardiac system with calcium
alternans comes from studying the dynamics when alternans
is caused by steep APD restitution. However, unlike in the
previous sections, we do not have explicit estimates for
how strong the applied control should be to drive the node
to the boundary. Nevertheless, Eq. 17 still provides an effec-
tive control strategy.

Stochastic pacing in 2-D models

In the previous sections, the effect of stochastic pacing on
the persistence of discordant alternans was investigated in
1-D models of cardiac tissue. On 2-D surfaces, paced tissue
can still form discordant alternans, with nodal lines sepa-
rating regions in space where the alternans is out of phase
(45-47,79). Authors of previous work have observed nodal
lines that travel toward the pacing location when the BCL
decreases (46,47). Here, we investigate the effect of stochas-
tic pacing in 2-D simulations of Eq. 2.

Initially, we consider d, = on,, where 7, represents a
zero-mean, unit-variance Gaussian random variable, and
0 >0. Taking BCL = 189 ms and ¢ >3, the dynamical
behavior is qualitatively similar to that in the 1-D simula-
tions, with alternans transitioning between discordant and
concordant, as shown in Fig. 12, A and B, respectively. Dur-
ing discordant alternans, nodal lines are formed by the inter-
section between planes representing the APD on two
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successive beats, i.e., locations in space for which succes-
sive APDs are identical. Without stochastic pacing, a stable,
stationary nodal line forms at steady state. For simulations
of ¢ = 1, Fig. 12 C shows multiple nodal lines plotted every
15 beats over the course of a single simulation. The stochas-
tic behavior of these nodal lines is similar to that in 1-D sim-
ulations, with a significant concentration found at a radius of
~5.5 cm. Furthermore, for larger values of o, these lines
take larger excursions from their mean values, occasionally
disappearing through the paced end and re-forming in the
far corner. In Fig. 12 D, the maximal value of ¢ is ~4%
of the nominal BCL.

Quantitative analysis becomes more difficult in 2-D,
requiring explicit knowledge of the shape of the nodal lines
to predict their beat-to-beat dynamics (79). Qualitatively,
however, the behavior is similar to that in the 1-D system
where stable nodal lines form at points where the effects
of CV restitution and electrotonic coupling are balanced,
and premature pulses push the nodal lines toward or away
from the pacing site, depending on the sign of the gradient
of the APD profile. With the intuition developed using the
control strategy (Eq. 17) from the previous section in 1-D
tissue, we investigate an analogous discordant alternans
elimination strategy on the 2-D domain:

S, = min(crnn,Sfl)7
60 —w, if An(-xhyl) _An(x2>y2) < _AT> (18)
n o0 otherwise.

)

Similar to Eq. 17, the formulation of this control strategy as-
sumes that some variability in the pacing rate already exists
in the system and that we can give a beat prematurely but
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20 [ control off
I control on

FIGURE 12 (A and B) Examples of discordant and
concordant alternans, respectively, in 2-D simulations.
(C) Snapshots of nodal lines taken every 15 beats in
simulations with ¢ = 1 ms. Red dots and blue circles
show the placement of two different APD recording
locations used in these simulations; red and blue
bars and traces from (D) and (E) correspond to results
obtained with the recording locations of the same co-
lor from (C). (D) Average maximal local dispersion of

2 (cm)

S)4 5

£
<
g 10k I control on
1 2 3
o (m

APDs, ¥, with and without using the control strategy
(Eq. 18), for various values of g. (E) Representative
plots of i, over the course of simulations with

6 7

o =3 ms, with (red and blue traces) and without
(green trace) control. To see this figure in color,
go online.

cannot delay a beat that occurs naturally. Practically, we
require (x1,y;) to be closer to the pacing site than (x;,y;)
and spaced far enough apart so that nodal lines form be-
tween these recording electrodes. Note the similarity be-
tween the 2-D control strategy (Eq. 18) and the 1-D
version (Eq. 17). We apply the control strategy (Eq. 18)
using w = 10 ms, Ar = 20 ms, and two different place-
ments of the recording electrodes. In the first set of simula-
tions, (x1,y1) = (l.4cm,1.4cm) and (x,y;) = (5.6 cm,
5.6 cm), with node locations in Fig. 12 C represented by
red dots. In the second set of simulations, (xi,y;) =
(1.4 cm, 1.4 cm) and (x2,y2) = (5.6 cm, 3.5 cm), with loca-
tions in Fig. 12 C represented by blue circles.

As was the case for 1-D simulations, there is an inverse
relationship between ¢ and ¥, when no control is applied
(Fig. 12 D, green bars). Each data point is determined
from a simulation of >1000 beats after allowing sufficient
time for transient behavior to die out; the mean *+ SE values
are calculated assuming statistical independence of mea-
surements after 30 beats. In each of these simulations, con-
duction block occurs less than once in every 400 beats at the
pacing site. The control strategy (Eq. 18) is able to reduce v,
for both placements of the recording electrodes. However,
for the sites represented by red dots in Fig. 12 C, the control
is more effective at reducing discordant alternans than the
electrode placement represented by blue circles. This is
particularly true for small values of ¢. Because nodal lines
tend to form opposite the pacing cite and migrate toward
the paced end, the red electrode placement is able to detect
discordant alternans sooner than the blue electrode place-
ment, activating the premature pulses sooner to eliminate
discordant alternans. For the red electrode placement, the ef-
ficacy of the control strategy does not depend strongly on o.

For the blue electrode placement, higher values of o cause
greater variance in the location of the nodal lines, hastening
the detection of discordant alternans and its subsequent
elimination.

Fig. 12 E shows representative plots of y, with ¢ = 3 ms
with (red and blue traces) and without control (Eq. 18)
(green trace). In the controlled case, nodal lines are quickly
driven toward and absorbed by the paced corner of the tis-
sue, restoring concordant alternans. Although discordant
alternans eventually reforms, it never lasts for more than a
few beats once the control is engaged. Compared with the
system behavior when control is off, alternans is almost
exclusively discordant when o <3. As mentioned previ-
ously, a less effective electrode placement (blue trace) can
delay the detection of discordant alternans, allowing v, to
grow to larger values compared to the more effective elec-
trode placement (red trace).

DISCUSSION

Although depressed HRV is positively correlated with a pa-
tient’s susceptibility to sudden cardiac death (3,4,6), it is not
known whether there is a causal link between low HRV and
cardiac fibrillation; the results of this numerical study sug-
gest the possibility of such a mechanistic link. In simula-
tions where the pacing rate is taken from a Gaussian
distribution, when the variance is low, sustained discordant
alternans is able to form in paced cardiac tissue, an
arrhythmia that has been implicated in the formation of
reentrant cardiac arrhythmias (34,35). As the variance of
stochastic pacing increases, concordant alternans becomes
more prevalent. This general behavior was observed in sim-
ulations regardless of whether cellular alternans was driven
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by steep APD restitution or instabilities in the intracellular
calcium dynamics, and it was seen on 1-D and 2-D domains.

This behavior is somewhat counterintuitive considering
that stochastic pacing can cause alternans to develop in sin-
gle cells even when the underlying deterministic system has
stable period-1 behavior, as previously investigated in (58)
and (59). By analyzing a map of the calcium and APD resti-
tution dynamics, we show that even small a variance in the
BCL can lead to a large variance in APD when the determin-
istic system has dynamics that are close to the period-
doubling bifurcation. This amplification allows alternans
to form even when the variance in the pacing rate is small.
Although stochastic pacing can facilitate the formation of
cellular alternans and allows for more severe alternans on
a beat-to-beat basis, it does not lead to worsening spatial
dispersion of APD alternans in 1-D and 2-D simulations.
We surmise that although beat-to-beat variability of alter-
nans may increase due to stochastic pacing, a premature (de-
layed) beat will excite all cells sooner (later) than expected,
increasing (decreasing) the APDs throughout the entire
domain but doing little to influence the spatial dispersion.

To simplify the analysis of the formation and mainte-
nance of discordant alternans in tissue in 1-D models, we
focus on the dynamic behavior of the APD nodes. Although
the nodal dynamics depend on multiple nonlinear factors,
including electrotonic and CV restitution effects (cf.
Eq. 12), we find that the variance in the node location can
be well approximated starting with a simplified Eq. 14,
which is derived by assuming a linear relationship between
the node location and cycle length and a constant relation
between the node location and electrotonic effects on the
APD restitution. For relatively small variance in the pacing
rate, we show that the variance of the node location should
scale proportionally and verify this behavior in numerical
simulations. As the variance increases, the node has a ten-
dency to be absorbed through the paced end of the tissue,
causing the alternans to temporarily revert to a concordant
state. The mechanism by which stochastic pacing imparts
protection against discordant alternans could be interpreted
as a mean-first-passage-time problem (78) from a potential
well, as illustrated in Fig. 9. As variability increases,
mean escape time decreases until the discordant alternans
state is destroyed almost as soon as it can form. Quantitative
analysis is much more difficult in 2-D models. Nevertheless,
numerical simulations show that nodal lines in 2-D models
move in a manner qualitatively similar to that of nodes that
form in 1-D simulations. These nodal lines are occasionally
absorbed through the paced end of the tissue, temporarily
restoring concordant alternans. It would be of interest to
investigate whether similar behavior could be observed on
domains that take into account the complicated 3-D geom-
etry of living hearts.

Our results indicate that the primary mechanism by which
stochastic pacing decreases the tendency for a system to
display discordant alternans is through driving nodes to be
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absorbed through the paced end of the boundary. Therefore,
we would only expect this to inhibit the formation of discor-
dant alternans when the tissue has the propensity to form
discordant alternans with a single APD node; otherwise,
variability will only change the number of nodes present
at a given time, but will not eliminate discordant alternans
entirely. Although numerical models have been shown to
display discordant alternans with several nodes on particu-
larly long domains (35,40,88), experimental preparations
commonly observe the stable formation of single nodal lines
between the pacing site and the tissue boundary at moderate
levels of pacing, with more complicated patterns emerging
as the tissue is paced at cycle lengths closer to the refractory
limit (44-48). In this study, we have not investigated the ef-
fect of stochastic pacing on discordant alternans that forms
due to other factors, for example, premature beats (35,42);
however, preliminary simulations (data not shown) suggest
that stochastic pacing can help restore concordant alternans
in the aforementioned scenario, even when nodes have a
tendency to become pinned in place (4 1). Furthermore, bist-
ability between alternans and 2:1 behavior (i.e., one action
potential for every two stimuli) has been observed in exper-
imental preparations (89) and it would be of interest to
investigate the effect this behavior plays on the formation
of discordant alternans and whether it could be exploited
in future control strategies.

Analysis of nodal dynamics during discordant alternans
yields a relatively simple control strategy by which appro-
priately timed premature beats can be applied to inhibit
the formation of discordant alternans. Although it would
be better to develop a control strategy to eliminate both
concordant and discordant alternans from the system, such
control strategies generally require either small domains
with relatively small-amplitude alternans or multiple stimu-
lating electrodes placed throughout the tissue to be effective
(82-84), as full spatial control of alternans with single-site
stimulation typically fails for domains that are too large
(85). The control strategy employed in this study suggests
that it may be feasible to convert discordant alternans to
concordant alternans using single-site stimulation on rela-
tively large domains. We emphasize that these are prelimi-
nary numerical results obtained on heterogeneous domains
that do not take into account the complicated geometry of
the heart. The thresholds for determining when to give a pre-
mature pulse, as suggested by (75) and (82), may be too sim-
ple to detect discordant alternans in real hearts, as the APD
has been observed to vary spatially even when alternans is
not present (45). Additionally, further testing would be
required to ensure that the application of such premature
beats would not induce fibrillation. It would be worthwhile
to investigate possible strategies that can eliminate discor-
dant alternans by stabilizing the concordant alternans state.
This control objective might be more feasible from a
controllability perspective than the goal of eliminating alter-
nans entirely and would still serve to eliminate the spatial



dispersion of refractoriness, which has been implicated as a
precursor to more serious reentrant arrhythmias.

This study is certainly not without limitations. Foremost,
in this work, we have only considered relatively simple do-
mains on which discordant alternans forms. Experimental
results (45-48) suggest that the complicated three-dimen-
sional geometry of intact hearts may play a role in the for-
mation of more spatially complicated alternans patterns
that are not considered here. Furthermore, we have not
considered the effect of spatial heterogeneity in the cardiac
substrate, which can exacerbate the severity of discordant
alternans (43). Analytically, we have considered the dynam-
ical behavior of nodes that form during discordant alternans,
but we have not explicitly analyzed the effect of HRV for-
mation or discordant alternans starting from concordant al-
ternans. Further investigation could be useful, particularly if
a control strategy could be found that completely stops
discordant alternans from forming. Throughout this work,
we have incorporated HRV by adding a normally distributed
random variable to the nominal BCL and have neglected the
power spectrum of HRV in living patients (Eq. 4). It would
be of interest to investigate the effect of the specific compo-
nents of HRV on the formation of discordant alternans
modulating their relative amplitudes to observe the effect
on the formation of alternans. Additionally, the metric
(Eq. 4) that defines the severity of dispersion caused by
discordant alternans would be difficult to apply to real tissue
and may not be able to distinguish between concordant and
discordant alternans when APD dispersion is significantly
affected by both heterogeneity (66) and differences in elec-
trotonic currents throughout the tissue (67-69). These limi-
tations would need to be addressed in experiments on real
tissue.

The results of these computational simulations suggest a
potential mechanism by which HRV could decrease the ten-
dency toward formation of discordant alternans, thereby
making fibrillation less likely. However, we have not explic-
itly tested this hypothesis. Although the average severity
dispersion caused by discordant alternans was found to
decrease significantly as the variance of stochastic pacing
increases, occasional spikes in alternans severity occur dur-
ing simulations, along with occasional conduction block as
variability becomes more severe. Such factors may have the
opposite effect of promoting fibrillation. It would be of great
interest to investigate the relation between HRV and the abil-
ity to induce ventricular fibrillation with in vivo experi-
mental preparations to definitively test this hypothesis.

APPENDIX A: ANALYSIS OF STOCHASTIC
PACING AND ALTERNANS IN SINGLE
CARDIOMYOCYTES

In Methods, Eq. 5 represents a simplification of the interplay in the calcium
and voltage dynamics of single-cell simulations (Eq. 1) and can be
rewritten as
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An+1 = f(BCL + 0Ny — An

_g(cﬂ))v
Cop1 = p(BCL +on, — An)

)+ E(p(BCL 4 a1, — A,)

- g(Cﬂ)a
(AD)

where the terms have been rearranged so that the values on the (n + 1)th
beat can be obtained directly from values on the nth beat. Suppose that
the mapping (Eq. Al) admits a stable, period-1, alternans-free solution
in the absence of cycle length variability, i.e., for a given BCL,
A" = f(BCL — A*) + £(p(BCL — A*) — g(C*)), C* = p(BCL — A*)—
g(C*), and D* = BCL — A*. Linearizing Eq. Al around this fixed point
yields

Xnt1 = P-Xn + Q0n11a (Az)
where
~f ~£¢ -£¢ f+ég
P ! ’ ) Q !
—-p —§ p
A, — A*
Xn =
c,—C
O ,_ Op _ Og 0
and f =an, ), p =D, . , 8 =3, and & =3, To understand

the long-term dynamics of the mapping, Eq. A2 can be written in terms
of its initial conditions:

xi = Pxo+Qon
x, = Pxo+PQon, + Qon,
x3 = Pxy+ P*Qon, +PQan, + Qo
3 ) 0 1 2 3 (A3)
n—1
X, = P'xo+ O'Z P'On, ;.
k=0
Substituting Eq. A3 into Eq. A2 yields the relation
n—1
Xpt1 — X = (P - I)ano + J(P - I) ZPann—k
+ Q01,115 (Ad)

where 7 is an appropriately sized identity matrix. Because Eq. A4 is the sum
of a linear combination of normally distributed and independent random
variables, x,; —x, will also follow a normal distribution. Particularly,
the mean and variance of A, — A, are

w(n,xp) = mean(A, 1 —A,)

n—1
=E|e[(P—I)P"xo+ae] (P — I)ZPan,,,k—&— €10, 1|,
k=0

= elT(P I)P"x,
( ( n+l An) )
- E ( n+1 — n _mean(AnJrl _An)) ]7
n—1
P00 (P)"](P—1)"e1+ €[00 e |
/\:0
(A5)
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where e; = [0 I]T, E denotes the expected value, and superscript T indicates
the matrix transpose. The second line of Eq. A5 is obtained using E[n;] = 0,
and the third line is obtained using E[n;7;] = 1, and E[n;n;] = 0 for i=}. For
a stable alternans-free solution, the lim,—, « (P") approaches the zero matrix
so that u also approaches zero and is invariant to initial conditions. We can
also consider the variance as n approaches infinity. Suppose the matrix R
exists such that,

._.

n—

lim {PkQQ (P}) } — R (A6)
"\ k=0
Manipulation of Eq. A6 yields
n—1
P lim Z[PkQQT (P}) } P" — PRP",
"\ k=0
P lim [P"QQ (P}) } PT 4+ 007 (A7)
n— o« kil
00" = PRP",
PRP" —R + 00" = 0,

so that R is the solution to the discrete-time Lyapunov equation (90) and is
guaranteed to exist when P is stable. Substituting Eq. A6 into Eq. A5 yields
the relation

Vo= limv(n) = o

n— o

el [(P—DR(P—1)" +0Q"]e. (A8)

APPENDIX B: NODAL DYNAMICS WITH
STOCHASTIC PACING WHEN DISCORDANT
ALTERNANS IS DRIVEN BY VOLTAGE
INSTABILITIES

Here, we derive the relationship described by Eq. 12, which can be used to
understand the dynamical behavior of discordant alternans nodal dynamics
on 1-D domains.

To begin, suppose that for a system (Eq. 2) that exhibits discordant alter-
nans, there exists a node at x;_, for which A, (x},,) = A,12(x;,,). Ex-
panding each of these terms near the fixed point allows us to write

aAnJrZ aAn+1

A (X) = Apar (x) = < S )Ax+0(Ax2),

(BI)
where Ax = x — x;,, and the partial derivatives are evaluated at x; . For
convenience of notation, we will let ¢, ,, = (0A,42/0x — A+ /0x) evalu-

ated at x7;_,. Substituting Eq. 9 for A,,(x) and A, (x) into the left hand
side of Eq. BI and rearranging yields

f(Dn+l(x)) = f(Dn(x)) + CK,,()C) - arHrl(x) + ¢n+2Ax7

(X) + aﬂ(x) — Oy ()C) + ¢n+2A-x
f |D,1(x)

~f
(B2)

where f =0f/0D,. Equation B2 is valid to leading order (e, (x)—
1 (%) + Ppia) /f |p, (). Because f is typically a strictly monotonically
increasing function of the DI, equality in Eq. B2 implies
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0, (X) = i1 (X) + B, 0 Ax

Dn+1(x) = Dn(x) + "
Fbw

(B3)

Now, using Eq. 10 we can write D,i3(x) — Dyi1(x) = Thya(x)—
Api2(x) = Typr (x) + Ay (x). Substituting Eqs. B3, B, and 11 into this
expression and rearranging yields the relation

D,in(x) =Dy(x) = dp40 — Oy + |

f |D,, (x)

oy (X) — Q1 ()C)

I b,

-1 ¢11+2Ax

* 1 2 1 ,
+/0 L(Dn+z<x’>> T @) e

Aniz (")

(B4)

The term A,(x) is defined in the above equation for convenience of
notation and captures the effect of CV restitution. The relationship
described by Eq. B4 represents an explicit integral equation for the next
DI and allows us to calculate the values of A,3(x) in the vicinity of x;_,
as follows:

An+3 (x) = f(/Dﬂ (X) + (Dn+2(x)
=f(D) +f |D,1(X)( n+2(x)
= An+l(x) - aﬂ(x)

= D, (x))) + atyy2(x),
— D, (x)) + pa(x),

( n+2(x) Dn(x)) + an-%—z(x)’
(B5)

Here, the last line is obtained using Eq. 9. Subtracting A, , from both sides
yields

An+3(X) _An+2( ) An+1(X) Anso x) +f |D (%) n+2( )
D,(x)) + a,,+2(x) — a,(x),

~huaBx+f |Dn(x)(Dn+2(x) D, (x)) + ez (x) — a(x),

(B6)

where the last line is obtained using the relation described by Eq. Bl.
Finally, setting the left hand side of Eq. B6 equal to zero, substituting
Eq. B4 and rearranging yields the relation

X:H - XZH = ¢72 Ont2 — Oup1
n+!
Xn+2 (x:+3) — %t (x;+3) + Anis (x* )
7 n n+3
F1b,5.0)
B7)

Equation B7 is a complicated, implicit equation describing the nodal
movement as a function of the previous two perturbations to the nominal
cycle length. In the sections to follow, we will investigate the effect of ap-
proximations that simplify Eq. B7 to further manipulate and understand the
perturbed dynamics.



APPENDIX C: NODAL DYNAMICS WITH GAUSSIAN
HEART RATE VARIABILITY

Here, we derive the relationship described by Eq. 16, describing how the
variance in the node location varies as a function of the variance HR. Begin-
ning with the relation in Eq. B7, and substituting the simplified relations
from Eqs. 14 and 15 into Eq. B7 yields

* *

1
—X =
n+2
¢n+2

[B1i2 = Busr + (= 1)"( + a+ ki ) ]

(CI)

xn+3

Next, we make the assumption that HRV is modeled as a series of nor-
mally distributed random perturbations. As was the case in the zero-dimen-
sional analysis, we take d, = o7,, where 7, is an independent random
variable drawn from a Gaussian distribution with mean zero and unit vari-
ance, with o representing the magnitude of the variability. Substituting this
relation along with Eq. 13 yields

* * 1 n *
xn+3 - xn+2 =2 [U(nn+2 - nn+l)(_1) +J +a+ kxn+3]’

6
(C2)

which can be simplified by letting y, =x} + (J + a)/k and reindexing to

1 n
Ynt1 — Yn = B[U(nn - ?”],171)(—1) +kyn+l]7

k —1)"
(1 - E)yrﬁl =Yt ( ) (0'(7],, - 77;1—1))7 (C3)

g
(_1)’1
B—k

Yn+1 = Ayn + nnfl))7

(a(nn -

where A = 1/(1 — (k/B)). Equation C3 implies that in the absence of vari-
ability (when ¢ = 0), the node location should settle to a stable fixed point
at xg, = —(J + a)/k provided that |A| <1 and xge [0, L], where L is the
length of the tissue. We assume that the unperturbed system has a stable
discordant alternans solution with a single node, so |A| < 1. In this case,
composing the map from Eq. C3 with itself, we can write Eq. C3 as an
explicit function of an initial measurement, y:

[y, ]
(C4)

Because y, is the sum of a series of Gaussian random variables, y, is also a
random variable with mean and variance (u(n, yo) and »(n), respectively),

:"L(nvyO) = Any()a
(A + 1)2 n=2 ” o’ (Az("”) + l) (63))
" =T 2 (6— k)

In the limit as n approaches infinity, the mean approaches zero, and the vari-
ance approaches
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+1

: _, __ o |1y
Jim v(n)=ve = Bk |(1=2)

o [—2(,8 - k)} (C6)

(8 —k)? k
B —24°
kB — K

Note here that k6 < 0; otherwise, either [A| > 1 or —1<2A<0; the former
implies that the fixed point is unstable, and the latter would require unreal-
istically large CV restitution. The above equation states that given enough
time to forget initial conditions, the variance of the node location is propor-
tional to the square of the variability in HR timing and inversely related to
the magnitudes of both 8 and k.

APPENDIX D: DERIVATION OF A CONTROL
STRATEGY FOR MANIPULATING DISCORDANT
ALTERNANS

Consider the simplified Eq. C1 where (J + a + kxg,) = 0 for some xg, in the
domain so that stable discordant alternans forms. To drive the node toward
the paced end of the tissue, by inspection we can require

sign(@,42)[Buy2 — dupi] < — |kx;fp

(D1)

The above relation ensures that the righthand side of Eq. C1 is less than zero
so that the node will always be moving to the left, where it will eventually
be absorbed by the boundary. We assume that with HRV, 3, can be taken to
be a normally distributed random variable, o7, as defined in the previous
section. Assuming that we have the ability to give a premature stimulus but
cannot delay the timing of a pulse, we can modulate the pulse timing so that

Opin = min(ann+2,62+2), D2)

where A7, is a control target. With the requirement of Eq. D1 in mind, and
recalling that the sign of ¢, alternates on a beat-to-beat basis, consider the
pacing strategy

80 _ —w, fOI' ¢n+2 > OJ (D3)
2 ®© ) for ¢n+2 S Oa
where w > |k)Cfp ‘ . Recall from the definition of 3, from Eq. 11, when 5,°1 is

negative, the cycle length is smaller than its nominal value (incorporated,
e.g., by applying premature pulse). Supposing that ¢,,, >0, then
¢n1 <0and E[3,11] = 0, because the control strategy will not elicit a pre-
mature pulse. The random variable §,., can only take values below —w so
that E[d,.2] < — w. Therefore, using the pacing protocol from Eq. D3,
E[sign(¢ns2) (8n+2 — Opr1)]< — < — kxp,, so that on average Eq. DI is
satisfied, influencing the node to move toward the paced end of the tissue.
In practice, the linear relationship between A, and x;; begins to flatten near
x =0 so that w= |kxf[J | provides an order-of-magnitude estimate for the
required size of w.

The control strategy of Eq. D3 does not require active control when
alternans is concordant, and requires some feedback about the state of
the system. If the tissue is only long enough for a single node to form,
one can place two recording electrodes at either end of the tissue at
x = x; and x = x, to practically implement (D3)
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c . —w,

n+2 0
b

Here At >0 is some threshold used to trigger the control, and 0 <x; < x;.
Fig. 10 A, upper and lower, describes the setup of the control strategy
described in Eq. 17, where two recording electrodes monitor action poten-
tials to decide whether to elicit a premature stimulus. Depending on the sys-
tem, action potentials may not be finished by the time the controller must
decide whether to give a premature stimulus or not. In this case, one could
instead replace the first condition of Eq. D4 by

6;-%—2 = —w, if An+1(x2) _An+1(xl) < —AT.

if A,n(x) —Aua(x) < — Ar,

otherwise. (D4)

Here, we assume A,+1(x2) — Ayp1 (x1) =Au2(x1) — Ay (x2),with the al-
ternans profiles being close to mirror images of each other.
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