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Abstract

Modern computers increasingly use more types of memory
such as phase-change memory and high-bandwidth memory.
Consequently, it is more complex and difficult to manage
memory effectively.

This paper presents a vision of memory management and
its key component called fraction cache, which is a type of
two-level exclusive cache. The fraction cache is flexible and
encompasses a broad solution space. More importantly, its
parameters can be automatically optimized. As a demonstra-
tion, the fraction cache is used to minimize the DRAM need
to sometimes less than 1% of the program data size.
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1 Introduction

As Peter Denning explained in his 1980 survey paper, the
problem of memory management dates back to the design
of the Multics computer, where Jerome H. Saltzer saw it as
“an adaptive control that would allocate memory ... in order
to maximize performance. The resulting system could have
a knob by which the operator could occasionally tune it
Denning called it “Saltzer’s Problem”. His drawing of the
“knob” is shown in Figure 1 [8].!

The solution to Saltzer’s Problem is well known and widely
used. It is the virtual memory support in every general-
purpose operating system. In the classic design, virtual mem-
ory has two memory types: the fast main memory and the
disk. It is concerned with mainly two memory properties:
speed and capacity.

Today, there are additional memory types, not just DRAM
but also high-bandwidth memory (HBM) and phase-change
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memory (PCM); and there are equally important considera-
tions beyond speed and capacity: energy, power, endurance
and persistence.

Conventionally, virtual memory is hierarchical. Each run-
ning application is allocated a portion of the main memory.
“Turning the knob” means judicious allocation based on the
application’s dynamic memory demand, i.e., its locality [11].
Memory management has one primary objective — to maxi-
mize the throughput with limited fast memory.

Today’s memory is heterogeneous, and its structure flat. A
processor has direct access to different types of memory, not
just DRAM but also HBM and PCM. Memory management
has multiple objectives, not just throughput, but also energy
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as specifications from a user, expressing local constraint for
each memory.

From the outset, virtual memory is the abstraction and
optimized use of actual memories. The goal of a memorv
equalizer is to manage more diverse and complex m

This shift from SP to EQ is to address two challeng
a memory equalizer performs lateral memory mane
In EQ, an application stores its data laterally in ¢
types of memories. In comparison, SP manages just ¢
of fast memory. In EQ, memory allocation must b
for all memory types. In SP, the trade-off happens
between capacity and throughput. In EQ, each mem
has different strength and weakness compared to
and requires different trade-offs. Recent examples
the trade off between energy and speed (see Section
between latency and bandwidth [14].2

Second, an equalizer serves multiple objective:s
are measures such as performance, power, persiste
lifetime, in which no one strictly dominates the re
specific problem may still have a single goal as a w
mixture of multiple objectives, but the weights in -
ture may change from system to system, user to u
application to application. A general solution shou
optimization for an arbitrarily weighted objective (o:
user if no such solution exists).

This position paper starts a tentative step in this
rection. As the first step, we present an abstract desig
fraction cache. It divides program data into two p:
cached fraction and the uncached fraction. For the {
tion, it uses the familiar cache mechanisms to dyn:
place data on two memories and move data betwe¢
Given the size of the memories, i.e. the cache size, it
existing techniques of cache modeling to predict th
at each memory and the amount of data migration.

The fraction cache creates a parameterized solutic
a memory equalizer can choose how many fraction
which fraction uses which memories, and at what i
sizes. The creation of this solution space is the key
EQ. First, the fraction cache is flexible. The large :
space is likely to contain a good solution that sa
complex objective. Second, the fraction cache prec
quality of all solutions and uses the prediction to
best one. We call the latter deductive optimization, s
result is deduced rather than obtained through test

The rest of the paper is organized as follows. S
presents the fraction cache and shows that it is gene:
ble, and more importantly, permits multi-objective o
tion. Section 3 evaluates how the fraction cache may
the DRAM demand in a set of test programs. Finally,
two sections discuss related work and summarize.

2Ramos and Hoefler showed that although the integrated Mic
Channel DRAM (MCDRAM) on Intel Knight Landing has mu
bandwidth than DRAM, it also has slightly higher access latency

2 Fraction Cache Theory and Optimization

This section first reviews a previous study, then shows the
fraction cache and its parameterized solution space, and
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Figure 2. The two architectures of hybrid DRAM and PCM
memory, reproduced from Su et al. in MemSys 2015 [18].

Su et al. showed two example applications. pF3D has good
locality and therefore better performance and lower energy
in the vertical PCache than in the horizontal HRank, while
LULESH has poor locality, so PCache is not effective, and as
a result, HRank is more energy efficient. Su et al. developed
a new memory controller called HpMC to switch between
PCache an HRank and make the best choice for each appli-
cation.

The study by Su et al. shows convincingly that neither
PCache or HRank is sufficient to achieve both high perfor-
mance and energy efficiency across different workloads. Fol-
lowing their approach of combining existing solutions, we
next develop a new technique that provides a greater range
of solution choices.

2.2 Fraction Cache

A fraction cache divides the program data into fractions. In
the basic design, we randomly divide program data into two
fractions and store them in two types of memories: DRAM
and PCM. One fraction is cached in DRAM and evicted to
PCM. The other fraction is stored directly in PCM. We may
distinguish by calling them the cached fraction and the un-
cached fraction.
A fraction cache has the following parameters:

o Total data size m, the unit of which is usually a page.

o The cached fraction szf;, which is a size between 0 and
m. The cached fraction uses DRAM as the cache and
PCM the target of eviction.




o The DRAM size szgrum and PCM size szpem. To not
waste memory, as cache, the DRAM size is no greater
than the cached data, i.e., szgam < sz When the

cache data is more than the DRAM size szs > szgram
the overflow, szf — $z4rqm, is stored in PCM.

The organization of a fraction cache is shown in a dia-
gram in Figure 3. Program data is of size m and stored in
both DRAM and PCM, so we have m = szgam + $Zpem. The
cache fraction sz is stored partly in DRAM sz4.4, and partly
in PCM.? The vertical dotted line in Figure 3 marks the sepa-
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Figure 3. A fraction cache divides program data into the
cached fraction and the uncached fraction. It stores the
cached fraction in DRAM and PCM and the uncached frac-
tion in PCM.

The memory organization is flat. At any time, the program
data is partitioned between DRAM and PCM, and each is
accessed directly. An access to the data of the cache fraction
will happen in DRAM, if the access is a cache hit, and in
PCM, if it is a cache miss. At a cache miss, the missed data is
also promoted into DRAM, incurring an eviction in DRAM if
it is full. Effectively, the cache replacement policy is used to
control data migration between DRAM and PCM. The new
lateral memory management by the fraction cache reuses
the familiar solution of cache design. A difference is that in
a conventional cache, the miss data is fetched through the
cache. In the fraction cache, the miss data is fetched from
PCM directly, at the same time of the migration of the missed
data to DRAM.

The key novelty of the design resides in its two parame-
ters, szf, SZgram, Wwhich make the fraction cache not a single
solution but a collection of solutions, one for each parameter
combination.

3The two-level, DRAM-PCM cache may be inclusive or exclusive. This paper
assumes an exclusive cache, which consumes less PCM but incurs more
write backs compared to an inclusive cache. The performance modeling
discussed later in the paper is the same for either the exclusive or the
inclusive cache.

By choosing the right parameters, the fraction cache can
implement the two designs of Su et al., discussed in Sec-
tion 2.1. If the fraction sz = m, we have the effect of vertical
PCache. In actual design, the fraction cache has two differ-
ences compared to PCache. First, the fraction cache is ex-
clusive, while PCache is inclusive. Second, at a DRAM miss,
the data is fetched directly from PCM, and at the same time,
the data page is migrated from PCM to DRAM. If the cached
fraction fits entirely in DRAM szp = szgram, then we have
the effect of horizontal HRank without page migration.*

The performance of fraction cache can be efficiently mod-
eled. Next we present a technique based on a recent locality
theory.

2.3 Predicting Cache Performance Using Footprint

Xiang et al. developed the higher-order theory of locality
(HOTL), which defines a set of metrics and uses them to
compute the miss ratio in shared cache [23]. We review the
HOTL theory here and then use it to model and optimize
the performance of the fraction cache. In HOTL, the most
important metric is the footprint.

In an execution trace, each time window is represented
by (t,x), where ¢t is the end position and x the window
length. The number of distinct elements in the window is
the working-set size w(t, x), as defined first by Denning [6].
The working-set size may vary from window to window,
the footprint is its average. For each x, fp(x) is the average
working-set size of all windows of length x, i.e., the total
working-set size divided by the number of length-x windows
as shown by the following equation:

n

! Z w(t, x) (1)

n—-x+1

fo(x) =

t=x

The footprint is a function fp(x), and its parameter x a timescale
such that 0 < x < n, where the largest timescale n is the
trace length.

For fully-associative LRU cache, the miss ratio mr(c) is the
(discrete) derivative of the footprint function. The precise
formula has two calculations as follows. Given cache size c,
it first finds the timescale x and then takes the derivative at
x.

mr(c) = folex + 1) — fp(x) where ¢ = fp(x)

In this paper, we refer to it as the HOTL conversion and
use a more compact representation based on the Leibniz’s
notation, where the two calculations are in the same equation
separated by the vertical bar.

“In HRank of Su et al. [18], periodically the most accessed pages are migrated
from PCM to DRAM.
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As an example illustration, the follor
simple access trace, its footprint, and 1
puted using the HOTL conversion.

access trace:a b ¢

(a) An access trace

timescale x ‘ 01 ‘ 2 ‘ 3
fpx) Jof1]2]3
(b) Footprint
cache size ¢ ‘ 0 1 ‘ 2
mr(c) | 100% | 100% | 100%

(c) Miss ratios

Figure 4. Example footprint and HOTL conversion

In 1972, Denning and Schwartz were the first to estimate
the LRU cache miss ratio by the slope of the mean working-
set size [9]. The HOTL conversion has the same form but
using the footprint.> The mean working-set size was ini-
tially defined as a limit value [9]. See Xiang et al. [23] for a
comparison between HOTL and the working-set theory.

The HOTL theory includes efficient footprint measure-
ment, concavity of the footprint (hence monotonicity of the
miss ratio), and the correctness condition [22, 23]. This paper
builds on these results and will use the HOTL conversion to
model performance and drive optimization.

2.4 Fraction Cache Performance

The performance is measured by data traffic. We consider
three types of traffic, one for each connection between the
processor, DRAM, and PCM, shown in Figure 3: the traffic
trfCyqm between the processor and DRAM, trfc,,.,, between
the processor and PCM, and trfc,,;. between DRAM and
PCM. The last one trfc,,; . is the misses in the fraction cache.
It is also the data migration from PCM to DRAM.

For simplicity, we consider only data reads® and only the
volume of data reads. The performance is measured by the
amount of read traffic from DRAM and PCM and the traffic
of data misses in DRAM. These three types of traffic are
shown in Figure 5.

SHOTL conversion is defined for all execution traces. Take the simple
example in Figure 4. Since it has no reuses, it is unclear how the previous
working-set theory defines its means working-set size, but its footprint has
a clear definition.
Data writebacks in cache can be modeled using write locality developed
by Chen et al. [5].
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Figure 5. The performance of a fraction cache is measured
by the communication between the processor and DRAM,
between the processor and PCM, and data migration be-
tween DRAM and PCM. This position paper simplifies and
considers only reads and misses.

In fraction cache, the cached data is accessed in DRAM
if it is a hit. Otherwise, the missed data is accessed directly
in PCM, not indirectly through DRAM. However, another
copy of the missed data is transferred to DRAM to update
the content of the DRAM cache. Hence, the DRAM traffic
includes the accesses to the cached fraction but does not
include the misses, and the PCM traffic includes all accesses
to the uncached fraction and all the misses.

Using the footprint theory in Section 2.3, we compute the
performance of the fraction cache as follows. Let hA(x) be the
footprint of the cached data. We first compute the miss ratio
mn(SZgrqm) using HOTL for any szgygm > 0:

mr(Sdem) = %h(x) (3)
h(x)=52dram
The miss traffic is naturally the miss ratio times n.” Let
r= % be the ratio of the cached fraction. All three types of
traffic are computed as follows:

trfe, i = MI(SZdrgm) * (4)
trfcdram =r*n-— trfcmiss (5)
trfcpcm =1 —-r)xn+trfe,,,=n—trfc,,., (6)

2.5 Fraction Cache Optimization

The key novelty of the fraction-cache design is its parameter-
ized solution space, which has fully predictable performance.
The benefit is two fold: to make it flexible and to enable
optimization.

The fraction cache is a versatile tool for lateral memory
management. The previous section has shown how to divide
data dynamically between DRAM and PCM. The previous
solution was a two-fraction cache. On a machine with three

"In our implementation described in Section 3, the fraction data foot-
print h(x) uses the logical clock of all n accesses, and the miss traffic
is mr(szgram) * n. If h(x) uses the logical clock of only the accesses to the
data fraction, the miss traffic would be computed as mn(szgyqm) * n * r.



types of memories, HBM, DRAM and PCM, we divide pro-
gram data into three fractions. There are at least two choices
to assign these fractions. The first fraction is cached in HBM
and evicted to DRAM, the second fraction cached in DRAM
and evicted to PCM, and the last fraction is stored only in
PCM. Alternatively, if we avoid storing infrequently accessed
data in DRAM, the data of the first fraction can be evicted to
PCM instead of DRAM.

The fraction cache enables deductive optimization. It has
a clearly defined solution space, parameterized by how many
fractions to use, which fraction to store in which memories,
and at what memory sizes. With the modeling technique
from Section 2.4, we can compute the performance of each
solution. Because the solution space is large, it is likely for
different objectives of performance, power, persistence and
lifetime, a good solution exists in this space, which is then
discovered by performance modeling and deductive optimiza-
tion. At the end, the optimization finds the best parameters.

The fraction cache requires dividing program data into
cached and uncached fractions. There are two generic schemes:
page interleaving and random assignment. In page inter-
leaving, data pages are assigned round robin based on the
fraction. In random assignment, data pages are randomly
assigned. For example, if the fraction is 0.7, page interleaving
would place 7 out of every 10 pages in the cached fraction,
and random assignment would place a page in the cached
fraction with 0.7 probability. These schemes are generic be-
cause they do not require program knowledge and can be
applied on any application process. More specific division
schemes may be used if special program information is avail-
able. For example, some data may have frequent accesses
and should always be placed in the cached fraction. The
remaining data can be assigned through the two generic
schemes.

The performance model requires to know the footprint of
the access to the cached fraction, which can be analyzed in
real time using sampling. A recent technique is based on a
model called the average-evicting time (AET), and its analysis
has a negligible cost in both time and space [10]. In fact, the
model can be changed to use reuse distance, which can be
as efficiently sampled by a technique called SHARDS [20].
Another possible extension is miniature simulation, which
may allow the fraction cache to use non-LRU replacement
policies [21].

Fraction cache optimization may not reach optimal per-
formance for two reasons. First, the performance model may
have errors, and an error in the model can lead to an error
in optimization. Second, its solution space does not cover
all possible solutions. In particular, it uses fixed partitioning
to assign data between cached and uncached partitions. It
is possible that the locality set of an application changes
dynamically, and the data in the uncached partition later
receives frequently access. The problem of fixed partitioning

may be ameliorated by periodically repartition data for the
fraction cache.

2.6 DRAM Portion Reduction

In this section, we use the fraction cache to solve a contrived
problem called DRAM Portion Reduction (DPR). The motiva-
tion for this problem is as follows. Consider a machine with
hybrid DRAM and PCM. Since DRAM is more expensive
and consumes more energy per bit than PCM, we maximize
the cost and energy savings by minimizing the portion of
program data stored in DRAM. The following is the problem
setup.

We assume the machine has DRAM and PCM side by side,
with access bandwidths bwgram, bWyem. To use both DRAM
and PCM bandwidth fully, we want the ratio of DRAM and
PCM traffic matches the ratio of DRAM and PCM bandwidth,

ie., % = %. To simplify the discussion, we consider
the case bWgram = bWpem.

For this problem, we want to (1) equalize the DRAM and
PCM traffic irfcy,,, = irfc,,, (2) limit the migration cost,
and (3) minimize the need for DRAM. We call the first band-
width requirement and the second migration requirement. In
this paper, we measure traffic by the ratio of accesses. The
bandwidth requirement means that both DRAM and PCM
traffic be 50% of all memory accesses trfcy,,,, = trfc,e, = 0.5.

Let’s examine the solution space. The simplest solution
is even division, which divides the program data m into two
halves between DRAM and PCM. Both memory types will
be accessed equally frequently, satisfying the traffic require-
ment. Even division is trivial to implement. We use it as the
baseline solution, where the initial DRAM needed is half of
the data size 7.

We can reduce the DRAM need by assigning frequently
accessed data to DRAM. The fraction cache moves such data
to DRAM automatically. It can be proved that, assuming the
miss ratio is monotone, the DRAM need is minimized by
complete caching, that is, caching the entire data sz = m
and choosing the DRAM size so that mr(szgygm) = 0.5. In this
solution, the miss ratio is 50% and the trfcy,,,, = trfc,.,, = 0.5.

Fraction cache has a two-dimensional solution space: the
fraction szg ranges from 0.5 to 1, and the DRAM need ranges
from % down. The trivial and best solutions, even division
and complete caching, are two extreme points in this space.

A key factor is data migration. Even division needs most
DRAM but incurs no migration (trfc_miss = 0), while com-
plete caching needs least DRAM but incurs most migration
(trfe_miss = 0.5). While caching depresses the need for
DRAM, it incurs the cost of migration. It must not grow

without a bound.



Given a migration bound, the fraction cache theory com-
putes the minimal DRAM size. From the formulas in Sec-
tion 2.4, we can compute the DRAM, PCM and migration traf-
fic for any fraction sz and DRAM size szgpum. It is straight-
forward to find all valid solutions that meet the bandwidth
requirement and stay within the migration bound. From the
valid solutions, we select one with the minimal DRAM size.

3 Evaluation

We measure the effect of DRAM portion reduction as de-
scribed in Section 2.6. On a machine with hybrid DRAM and
PCM, we want to use DRAM the least and PCM the most
to save cost and energy. In this section, we first show an
experimental setup and then an evaluation using the results
from performance modeling and deductive optimization. The
evaluation is partially theoretical and not based on a real
system.

3.1 Methodology

Benchmarks we select 7 benchmarks to evaluate the frac-
tion cache, including 3 programs from NPB [1], 3 from
PRASEC [3], and 1 real application. All 7 benchmarks have
large memory footprint. The NPB benchmarks use class C
input, the PARSEC benchmarks use native input, and Cas-
sandra [? ] uses the input generated by the Yahoo! Cloud
Serving Benchmark (YCSB) [? ].

PRASEC is a benchmark suites of multi-threaded pro-
grams, it includes both server and desktop applications. The
3 programs selected in this paper, canneal, dedup and fre-
gmine, are used for cache-aware simulated annealing, data
compression and frequent item-set mining respectively.

Cassandra is distributed storage system widely used in
commodity servers. The workload is specified by YCSB, in
particular, the portion of reads, updates, scans and/or insert
operations. We use the first of the five built-in core workloads.
It is update heavy. Specifically, the workload A with 8 million
records (8GB data) and 10 million operations. Half of the
operations are reads, and the rest are updates.

Trace Collection The traces are obtained on an Intel ma-
chine with i7-6700K processor(4C/8T) and 16GB memory.
All programs are run with 8 threads. We sample accesses
missed in last level cache using PEBS. The event
MEM_LOAD_UOPS_RETIRED:L3_MISS

is used. We sample 1 miss in every 10 misses. The informa-
tion of the sampled traces are showed by Table 1. The page
size is 4KB.

The overhead of sampling is less than 10% of the execution.
Computing footprint handles about 7 million accesses per
second, which means for example 7.7 seconds for BT.

Data Partitioning and Cache Modeling We assume that
data partitioning is done by one of the two generic schemes,

Benchmark | Accesses Pages | Data size (MB)
Cassandra 189,060,547 | 4,354,988 17,011.67
canneal 70,707,747 235,460 919.77
dedup 1,075,904 229,137 895.07
CG 39,828,501 228,574 892.87
freqmine 6,041,628 192,936 753.66
BT 53,054,258 182,589 713.24

LU 9,433,759 136,669 533.86

Table 1. The length and data size of 7 test programs

page interleaving and random assignment, described in Sec-
tion 2.5. For example, if the fraction is 0.7, page interleaving
would place 7 out of every 10 pages in the cached fraction,
and random assignment would place a page in the cached
fraction with 0.7 probability.

Since the partitioning is generic, we assume that the data
access pattern in the cached fraction is the same as that of
the whole. We compute the footprint of the cached fraction
as follows. Let r = % be the fraction ratio, 0 < r < 1. Let
fp(x) be the footprint of the whole data. The footprint for
the cached fraction is computed by h(x) = fp(x) = r. Then
we compute the cache performance using the formulas from
Section 2.4.

As stated in Section 2.6, we use cache modeling to (1)
equalize the DRAM and PCM traffic trfcy,,,, = trfc, ., (2)
limit the data migration, and (3) minimize the portion of data
stored in DRAM.

The generic data partitioning does not require program
knowledge or profiling, which is not always practical or ac-
curate. However, when there is program knowledge about
the data access pattern, the knowledge can be used to im-
prove data partitioning. For DRAM portion reduction, we
may improve the result by allocating frequently accessed
data to the cached fraction. The following results are based
on the generic data partitioning and show the least benefit
that can be achieved by fraction cache optimization.

3.2 DRAM Portion Reduction

Figure 6 shows seven graphs, one for each program showing
the minimal DRAM portion on the y-axis and the bound
of migration traffic on the x-axis. The DRAM portion is
measured as a ratio of the data size, and the migration traffic
a ratio of data accesses.

In all graphs, the leftmost is the baseline solution, even
division, where the DRAM portion is 50% and migration
traffic is 0. The rightmost is complete caching, where the
DRAM portion is minimized and migration traffic 50%.

Deductive optimization examines the two-dimensional
solution space, where the fraction ratio szg ranges from 0.5
to 1 and the DRAM portion ranges from 50% down. For each
migration requirement on the x-axis, the fraction cache the-
ory finds the solution with the minimal DRAM size, shown
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Figure 6. Minimal DRAM portion (y-axis) computed by deductive optimization for exact migration cost (x-axis) ranging from
0% to 50% of accesses. In CG,BT, the minimal DRAM portion differs for bounded migration cost and is shown by dotted lines.

by the y-axis value. The figure shows the cached fraction
(selected by deductive optimization) indirectly — it is 0.5 plus
the migration traffic (the x-axis value).

The baseline DRAM need is 50% of data size. Fraction
cache achieves significant DRAM savings in most of the
tests, obtaining DRAM needs below 3% for 4 programs in-
cluding 0.55% for the one with the largest data size Cassandra.
Compared to the baseline, the DRAM size reduction is over
16 times (90 times for Cassandra). When the migration is
within 20%, the DRAM need can be reduced to as low as
3.8% of the program data size and 24.7% on average. If the

migration is within 10% of accesses, the DRAM need is 16%
for canneal, 5% for freqmine, and 7% for Cassandra, which
means a reduction by a factor of 3, 10, and 7 respectively.
Most graphs show a monotone drop of DRAM portion
as more migration is permitted. Four programs have a clear
inflection point where the rate of DRAM portion reduction
is steep before the inflection and flat after the inflection.
Different DRAM portion reductions are caused by different
program locality. Figure 7 shows the miss ratio curve for
three programs. Cassandra has good locality, which means
that the miss ratio drops precipitously to near zero when the



cache size increases. BT has poor locality, and its miss ratio
decreases somewhat linearly when the cache size increases.
The case of LU is in between. In Cassandra, the good locality
makes the fraction cache effective at reducing the DRAM
portion. The inflection point in the miss ratio curve leads to
the inflection point in the minimal DRAM portion. Cassandra
is representative of the group of programs that also include
the three PARSEC benchmarks.

In two programs, CG,BT, the minimal DRAM portion is
not monotone. At some amounts of migration traffic, it needs
to store more data in DRAM to increase the migration traffic.
For the optimization, we desire a bound, not an exact amount
of the migration traffic. The smallest DRAM portion is always
used by the optimization. This result is shown by the dotted
line in Figure 6.

4 Related Work

The problem of memory management dates back to the begin-
ning of first general-purpose computers. Some early systems
(before 1970) have multiple types of memories. Denning cat-
egorized the solutions into two approaches: slave memory
and distributed memory [7, pp. 184]. The memories are hi-
erarchical in both approaches. The difference is that slave
memory permits direct access only at the top level, while
distributed memory allows the access at all levels. With just
two memories, the vertical organization is a type of slave
memory, and the lateral organization is distributed memory.
With three or more memories, lateral connections may form
a network more complex than that of a hierarchy, and this
complexity adds to the challenges of memory management.

A number of recent studies considered either vertical and
lateral organization of DRAM and PCM. Su et al. developed
HpMC which selects the best organization based on applica-
tion locality, both temporal and spatial, for both performance
and energy [18]. In separate studies, Liu et al. developed a
system called Memos for lateral memory management [13].
Memos builds on an operating system kernel extension,
which supports online program monitoring [12], and uses
the program characteristics to guide the page placement
on DRAM and PCM and dynamic page migration between
them. The evaluation showed broad improvements, not just
throughput but also QoS, NVM latency, energy consumption,
and NVM lifetime [13].

The studies by Su et al. and Liu et al. show convincingly
the merit of lateral organization of memory and the need
to consider multiple objectives. Inspired by the previous
work, the fraction cache aims to broaden the consideration
to include the design space between the vertical and lateral
solutions. Our vision of the memory equalizer hinges on
this broad solution space to satisfy multiple objectives and
on deductive optimization to search this space efficiently
without exhaustive testing.

For example, lateral solutions must solve the problem
of data migration. In both HRank and Memos, pages with

more frequent accesses are moved from PCM to DRAM. In
a fraction cache, similar data migration happens as a result
of the caching mechanism and therefore can be controlled
and tuned using existing performance models. The large
solution space and deductive optimization may generalize
previous work to support more memory types and different
objectives.

Many studies have designed cache for multiple objectives
such as performance, fairness and QoS. For example, the con-
cept of sharing incentive means that the participants would
pool their resource if the per-participant performance with
sharing is at least the performance without sharing [25].
Baseline optimization is developed to optimize cache partition-
sharing to maximize the throughput given the sharing in-
centive as the constraint [24]. Similar to these techniques,
DRAM portion reduction in Section 2.6 treats bandwidth and
migration requirements as constrains and then minimizes
the DRAM size.

While the fraction cache is a technique for memory man-
agement, it is similar to two recent techniques of cache man-
agement. For LRU cache and given the MRC, Talus divides
data and partitions the cache and by cleverly choosing their
parameters, Talus ensures that the new MRC lies within the
convex hull of the original [2]. Another system, SLIDE, re-
moves miss ratio “cliffs” for both LRU and non-LRU policies
including ARC, 2Q and LIRS [21]. The convex transforma-
tion by Talus and SLIDE has at least two benefits. One is
miss-ratio reduction by removing the “cliffs”, and the other
benefit optimal cache partitioning in multi-programming,
which can be done by a linear-time greedy algorithm [17, 19]
(otherwise the cost is number of programs times cache size
square as solved in optimal cache partition-sharing [4, 24]).

Talus and SLIDE divide both program data and its cache
into two partitions and use one cache partition for each data
partition. Logically, the fraction cache is more general. Talus
and SLIDE are equivalent to a three-fraction cache, with the
size of the third fraction set to zero. In this difference we see
the distinction between traditional hierarchical and current
lateral memory management. A lateral structure means di-
rect memory access not through a cache, which is irrelevant
to the purposes of Talus and SLIDE. In mechanisms, however,
the fraction cache solves similar problems, including parti-
tioning data and modeling MRC. This paper assumes ran-
domly partitioned data (in LRU caches) and uses the HOTL
model. With HOTL, the fraction cache may partition data
based on its footprint and perform better than random parti-
tioning, in either memory management or caching.

Finally, modern processors may use multiple memories
even when they are of the same type. IBM POWERS has
8 DRAM channels, and each may be connected a Centaur
chip [16]. A Centaur chip has 16MB eDRAM. Therefore, the
processor has up to 128MB memory separate from DRAM.
Intel Knights Landing (KNL) has 16GB Multi Channel DRAM
(MCDRAM) on its CPU package [15]. On POWERS, eDRAM
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Figure 7. Miss ratio curve of Cassandra, LU and BT, assuming 50% data is cached.

is used as L4 buffer cache (directory in SRAM) to reduce the
latency and energy cost of L3 misses. On KNL, MCDRAM has
three memory modes: cache, flat, and hybrid. Data access in
MCDRAM has a similar latency but much greater bandwidth
compared to DRAM. Both eDRAM and MCDRAM are aimed
to augment DRAM and represent new system opportunities
and challenges in the study of lateral memory management.

5 Summary

This paper has presented a vision of memory equalizer for
lateral memory management. The key is an abstract design
called fraction cache which is organized as a two level ex-
clusive cache. Its parameters, the fraction, the size of the
memory, the traffic of processor and inter-memory commu-
nication, encompasses a large solution space. In practice,
a user may specify performance objectives and leave the
tuning and optimization to an automatic tool. As a demon-
stration, we use fraction cache to minimize the need for
DRAM while limiting the cost of data migration. When the
migration is bounded to no more than 20%, the DRAM size
can be reduced to as low as 3.8% of the program data size
and 24.7% on average.

We believe that our technique is the first to observe and
characterize the inflection points in the trade off between
DRAM size and migration traffic. We expect that similar pat-
terns happen in other problems of lateral memory manage-
ment, and the fraction cache and its deductive optimization
will be a useful tool.
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