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Abstract

Low temperature plasma (LTP) is a highly nonequilibrium substance capable of increasing the
specific free energy of mass that flows through it. Despite this attractive feature, there are few
examples of the transformation of solid material with an equilibrium atomic structure into a
material with a nonequilibrium atomic structure. As a proposed example of such a
transformation, in this work, it is argued that the transformation of crystalline metal nanoparticles
into amorphous metal nanoparticles is feasible using LTP. To inform the feasibility calculations,
detailed characterization was performed to determine the electron temperature, ion density, and
background gas temperature as a function of axial position in a typical flow-through,
radiofrequency, capacitively-coupled plasma reactor. Measurements revealed the existence of an
intense zone with sharply elevated ion density and gas temperature in the vicinity of the powered
electrode. The high intensity zone, amidst an otherwise low-intensity plasma, provides a means
by which to transform the atomic structure of nanoparticles while maintaining unipolar negative
charge to suppress coagulation. Theory suggests that such an intense zone would provide intense
heating of nanoparticles, and subsequent rapid cooling. Calculations for copper—zirconium
(CuZr) alloy show that the temperature history of a nanoparticle depends primarily on the
intensity of the zone in the vicinity of the powered electrode, and on particle size. If one
considers melting CuZr nanoparticles in the intense zone and then rapidly cooling them in the
low-intensity plasma downstream, then the quenching rates are found to be high, on the order of
10° K s~ ". Since quenching rates of this magnitude are sufficient to arrest an amorphous atomic
structure, LTP reactors can be used to transform crystalline metal nanoparticles into amorphous
metal nanoparticles via a highly nonequilibrium quenching process.

Supplementary material for this article is available online

Keywords: amorphous metal, metallic glass, low temperature plasma, nonequilibrium material

Introduction

Low temperature plasma (LTP) is increasingly being used for
synthesizing and processing novel nanomaterials. As
demonstrated in the last decade, by choosing appropriate
precursors, many different types of nanoparticles (NP) can be
synthesized, for example: group IV semiconductors [1-3],
III-V semiconductors [4], metal-oxides [5], metal-sulfides
[6], and pure metals [7, 8]. The unique aspect of LTP
synthesis is that NPs can be made to be free standing,
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unagglomerated, with a monodisperse size distribution. A key
feature that enables these desirable material properties is
claimed to be the unipolar charge distribution carried by
particles immersed in LTP [9]. Electrostatic repulsion pre-
vents agglomeration and coalescence, which are otherwise
thermodynamically favorable processes. Another important
feature of LTP is that particles have been found to have higher
temperature than the surrounding gas due to ion—electron
recombination at their surfaces. Direct measurements of the
temperature of micron-sized particles in radiofrequency Ar

© 2018 IOP Publishing Ltd
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plasmas have been made using GEC reference cells [10-12].
At pressures between 0.1 and 0.4 Torr, measurements
demonstrated that particle temperatures in the plasma can be
approximately 100 K higher than the background gas temp-
erature. However, in LTP synthesis of nanomaterials, higher
pressures are typically employed (>1 Torr). At these higher
pressures, the ion mean free path \; can become smaller than
10 Ap, where Ap is the Debye radius. Thus, at higher pres-
sures, orbital motion limited (OML) particle charging theory,
which was used to model the low-pressure experiments, is
expected to be inadequate to calculate ion fluxes and particle
potential. The expectation is that at higher pressures in the
collisional regime, where most synthesis reactors operate,
NPs will have a smaller electrostatic potential but will receive
an increased ion flux [13, 14]. Since the heat flux to a particle
is driven by ion recombination at the surface, OML is
expected to significantly underestimate the particle temper-
ature in the plasma in the collisional regime [15].

Since the NPs in LTP synthesis reactors are usually rather
small, 2-200 nm in size, direct temperature measurements are
rather difficult. Evidence for intense heating of NPs has
commonly been provided by indirect means, and arguments
are usually supplemented by calculations. Calculations sug-
gest that for NPs of a few nm in diameter, temperatures can
reach as high as 1000 K above the background gas temper-
ature due to their low heat capacity [16]. At such small sizes,
stochastic ion—electron bombardment can lead to heat spikes,
thereby elevating the particle temperature significantly above
the mean particle temperature. Such stochastic heating models
have been used to explain the dependence of the crystal-
lization of Si NPs on input power to the plasma. As more
power is coupled to the plasma, increasing ion fluxes can raise
the NP temperature to above the crystallization temperature
[17]. Similarly, the effect of ion density on the desorption of
hydrogen from Si NPs has been used to estimate particle
temperature by FTIR spectroscopy [18]. In another experi-
ment, pre-synthesized metallic Bi aerosols having particle
diameters in the range from 5 to 500 nm were sent into an Ar
LTP [19]. It was found that the LTP vaporized the aerosol
particles, even though the background gas temperature was
low. Furthermore, in a recent report, the blackbody radiation
emitted by 10 nm carbon NPs inside the plasma was mon-
itored, and results suggest that particles may have reached
temperatures as high as 2000 K [20].

The aforementioned highly nonequilibrium aspects of the
LTP can be utilized to synthesize nanomaterials with prop-
erties that are far from equilibrium. In the context of solids, a
material is in nonequilibrium state whenever it has a free
energy that is higher than that of the same mass in its equi-
librium state at given temperature and pressure [21]. None-
quilibrium nanomaterials can have compositions, atomic
structures or size distributions that are difficult to obtain in an
environment wherein local thermal equilibrium applies. Such
nanomaterials can be synthesized in LTP from gaseous che-
mical precursors, or alternatively, premade NPs can be
transformed in-flight. As an example, it was shown recently
that silicon NPs can be hyperdoped with B or P during plasma
synthesis to atomic concentrations that were reported to be

more than an order of magnitude higher than the solubility
limit [22]. For another example, recently it was demonstrated
that LTP can transform the NP size distribution to make it
more monodisperse at low background gas temperature [19].
A polydisperse Bi aerosol was fed into an Ar plasma, and it
was shown that the LTP focused the size distribution into a
narrow range with high mass yield. Such a transformation
constitutes an unexpected decrease in specific entropy, which
is allowed because work is flowing into the system and heat is
flowing out. Moving forward, an interesting prospect is the
use of LTPs to produce materials that have a nonequilibrium
atomic structure.

A clear synthetic goal for a material with a none-
quilibrium atomic structure is amorphous metal NPs. At solid
state, metals are typically crystalline, and thus amorphous
metals have a nonequilibrium atomic structure. Amorphous
metals, or amorphous metal alloys, require a synthesis route
that involves a rapid quenching step that starts from either a
vapor or a liquid melt. The amorphous state is imagined as a
highly viscous, super-cooled liquid. The difference in free
energy, between the super-cooled liquid and the crystalline
equilibrium state, increases with decreasing temperature
below the melting point. Quenching allows the amorphous
state to be arrested and re-crystallization is extremely slow at
low temperatures due to very low self-diffusion coefficients in
the material. In other words, the strong thermodynamic
driving force for crystallization is counteracted by slow
crystallization kinetics at low temperature. Depending on the
composition of the starting material, quenching rates between
10* and 10" K s~ " are usually required to obtain amorphous
binary alloys [23]. Amorphous metal NPs have unique mat-
erial properties and can be used as magnets with low coer-
civity [24], as metal gates with uniform work function
[25, 26], and as highly active catalysts [27].

In this work, we demonstrate that it is theoretically feasible
to transform crystalline metal NPs into amorphous metal NPs
using a modeling approach coupled with plasma characteriza-
tion. The specific mechanism explored here involves using the
axial ion density profile, present in typical capacitively-coupled
tubular LTP reactors, to achieve a desired temperature history of
NPs that flow through, which would lead to melting and sub-
sequent rapid quenching. Measurements were conducted to
obtain the profile of ion density, electron temperature, and
background gas temperature along the axis of the reactor. The
reactor had a flow-through configuration [28], which stands out
since it offers relatively uniform particle residence times, high
production rates, and continuous operation. A double Langmuir
probe was used to measure ion density and electron temperature;
and background gas temperature was measured by fiber optic
thermometry. Measurements revealed that the plasma density
exhibits a large peak in the cylindrical zone surrounded by the
powered electrode, with a lower density plasma present both
upstream and downstream of that zone. Similarly, compared to
the low-density plasma upstream and downstream, elevated gas
temperatures were measured in the vicinity of the powered
electrode. Calculations performed using a particle heating model
demonstrate that NPs are very rapidly heated as they enter the
intense zone, and then are rapidly cooled as they exit the intense
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Figure 1. Schematic of the hypothesis. The nanoparticles are melted
in the intense zone, which has elevated ion density and gas
temperature in the vicinity of the powered (PWR) electrode, and then
rapidly quenched to arrest the amorphous state in the low-intensity
plasma downstream; all while maintaining a unipolar negative
charge.
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Figure 2. Experimental setup. PWR denotes the powered electrode
and GND denotes the ground electrode.

zone. Importantly, since there is a low-density plasma present
both upstream and downstream of the intense zone, the particles
maintain a unipolar negative charge throughout the entire pro-
cess, and thus, coagulation can be suppressed. As a specific
example of a processing scenario for an amorphous metal,
simulations were carried out for copper—zirconium (CuZr) alloy
particles. CuZr is a well-established marginal glass former [29],
a proven catalyst for various isomerization and hydrogenation
reactions [30, 31], and a candidate for low-temperature electro-
catalysis. Model calculations demonstrate that the quenching
rates for NPs depends on size, but can easily exceed 10°Ks™ !,
which is an order of magnitude higher than the experimentally
measured cooling rates required to prepare amorphous CuZr by
melt quenching [32]. A schematic of the key idea explored in
this paper is presented in figure 1.

Methods

Experimental

This work focuses on the archetypal [28] capacitive, radio-
frequency (RF) flow-through reactor that consists of a fused

silica tube with an outer diameter of 1.9 cm (figure 2). Two
aluminum alloy rings were placed around the tube that serve
as electrodes, and an Ar plasma was generated by coupling
13.56 MHz RF power to them through an impedance
matching network. The power that was transmitted from the
power supply (AG0613, T&C Power Conversion, Rochester
NY) through the matching network (AIT600, T&C Power
Conversion, Rochester, NY) was measured with a power
meter (VI Probe, Bird, Solon OH). Unless otherwise stated,
all power values reported in the text are the set point values
on the power supply. In addition to the ground electrode,
metal parts both upstream and downstream of the silica tube
were grounded. Two diagnostic ports at the ends of the
reactor allowed insertion of probes into the plasma. Gas flow
rate was maintained at 150 standard cubic centimeters per
minute using a mass flow controller (1179C, MKS Instru-
ments, Andover MA) and pressure was varied between 1.5
and 10 Torr with help of a diaphragm valve. A drawing of the
reactor with detailed dimensions is given in the supplemen-
tary material (available online at stacks.iop.org/PSST/27/
074005 /mmedia).

The plasma parameters, electron temperature kg7, and
ion density n;, were measured using an RF-compensated
double Langmuir probe (Impedans LTD, Dublin, Ireland).
The cylindrical axis of the probe was positioned on the cen-
terline of the glass tube. Platinum tips of 5 mm length and
0.18 mm diameter were used. Electron temperatures and ion
densities were extracted from [V curves as reported in the
literature [33], by assuming that the plasma was Maxwellian
(see supplementary material for a sample -V curve). The
diagnostic port-I (figure 2) was only used for measurements
performed at axial positions upstream of the powered elec-
trode, and similarly, port-II was only used for measurements
performed at axial positions downstream of the powered
electrode.

The reactor wall temperature was measured by infrared
thermometry. Thermal images were acquired using an infra-
red camera (SEEK Thermal Compact LW-AAA, Santa Bar-
bara, CA) with a spectral range of 7.5-14 ym. In this
wavelength range, the fused silica tube is opaque [34],
therefore the wall temperature of the reactor can be measured.
The camera was calibrated for measurements conducted on
the tube and on the electrodes (see supplementary material).

Background gas temperature measurements were per-
formed by fiber optic thermometry. Electronically-conductive
probes, such as thermocouples and resistance temperature
detectors, are susceptible to electromagnetic interference
when inserted into plasmas [35]. As an alternative, one can
use the temperature-dependent florescence decay of a fluor-
ophore crystal as a fundamentally different measurement
principle that does not require any electronic conductors to be
immersed in the plasma [36, 37]. We used two different
commercially-available fluorescence decay probes (FDP),
which were calibrated for different temperature ranges:
288-673 K and 423-1173K (OptoTemp 2000, Micro-
materials Inc., Tampa FL). Both probes were comprised of a
composite structure of nested cylinders, which consisted of an
outer alumina sheath (3.1 mm OD, 0.7 mm wall thickness)
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and an inner alumina sheath (0.9 mm OD, wall thickness of
0.2mm). The inner alumina sheath surrounded an optical
fiber at the core, which was connected to the fluorophore at
the tip. The tip of the high temperature probe only had the
inner sheath. Images of the probes will be presented below.
It will be shown that the temperature difference between
the gas and the FDP probe at the powers and pressures
investigated in this study is relatively small, thus the probe
temperature is a good approximation of the background gas
temperature. Like any surface in contact with the plasma, it
can be argued that the FDP gets hotter than the surrounding
gas due to ion—electron bombardment. The reading of the
FDP was corrected by an appropriate heat transfer model to
ascertain the background gas temperature. The charging
regime that applies to the probe is distinguished by 4 char-
acteristic lengths: the electron mean free path ().), radius of
the zone containing the layer of positive space charge (Ry),
probe radius (r,,) and ion mean free path (). The electron
mean free path, )\ is expected to be similar to or greater than
Ry, and Ry is similar in magnitude to 7y, since Ap + 7y = Rp
and Ap < 1y [38]. We use \p = Ap; = (aokBTi/ezni)]/z,
where ¢ is the permittivity of vacuum, e is unit charge, kg is
the Boltzmann constant and 7; is ion temperature. Thus, the
hierarchy of the characteristic lengths is as follows: A\, 2 Ry,
Ry = 1y, and rp > Ai. Under such conditions, the ion and
electron fluxes to the tip of the probe can be described by the

following equations [38, 39]:
Ji = znigiﬁ(l + E), (1)
8 rpr i
1 ep
Jo = —neBeexp| — | 2
4 v p(kBE) @

In equations (1) and (2), subscripts ‘i’ and ‘e’ denote ion and
electron respectively. J is the flux, » is the number density, T,
is electron temperature, ¢ is probe potential and 3 is the mean
thermal velocity. For ions and electrons, 3 is defined as
BkgTie/ Wmi,e)l/ 2. where m; and m, are the masses of Ar ions
and electrons respectively. Since the probe is not conductive,
the net current flowing onto the probe is zero. Therefore, flux
matching can be used to determine the probe potential:

Ji = Je. 3

The probe potential and the corresponding ion fluxes enter
into the energy balance of the probe, which at steady-state is:

Gie = Yconv + Yrad + 9cond> (4)

where ¢g;. denotes the heat flux onto the probe due the ion and
electron bombardment. The probe absorbs heat from ion—
electron recombination on the surface, and from the transfer
of kinetic energy of bombarding electrons and ions that are
accelerated in the sheath. Hence, the heat flux to the probe
due to ion and electron bombardment can be given as:

gie = Ji(|AHree| + KE) = Ji(|AHrec| + e|@| + 2kpTe),
&)

where |AH,| is the recombination energy (15.76 eV for Ar).
The terms e|p| and 2kgT, account for the conversion of

kinetic energy, from ions and electrons respectively, into
internal energy in the probe. On the right-hand side of
equation (4), fluxes representing heat loss due to convection,
radiation exchange with the walls and conduction are given.
The conduction term is omitted in this work. The convection
and radiation terms can be expressed as:

= h(Ty — Ty, (6)
YT, )

9eonv
qrad = lE‘(TSB(TPT

where h is the convective heat transfer coefficient, T}, is the
probe temperature, 7, is the gas temperature, T\, is the wall
temperature, € is the emissivity of the alumina probe surface
and ogp is the Stefan—Boltzmann constant. The view factor
corresponding to the probe tip and the reactor walls is
neglected in equation (7), which leads to a slight under-
estimate of radiative cooling in the zone surrounded by the
powered electrode.

Numerical solutions of equations (3) and (4) were used to
correct the probe measurement to determine the background
gas temperature (see supplementary material). Both the raw
measurement of the probe and the corrected values, termed
the background gas temperature, are reported (vide infra).

As an aside, if one wishes to make a short-cut estimate of
the expected difference between gas and probe temperature
AT, the kinetic energy contribution to equation (5) can be
obtained by solving for the probe potential in equations (1)—

3):
| X /_Y{me A (1 + E)
2\ Tom; Tor T;

The contribution of heat input to the probe due to kinetic
energy transfer is expected to be 15-30 eV, depending on 7y,
A, Te and T;. Throughout this paper, it is assumed that the ion
temperature is the same as the background gas temperature.
By substituting the maximum value predicted by equation (8)
into (5), equations (4), (6) and (7) yield the maximum dif-
ference between gas and probe temperature:

3| AH .| — 60—53(7})1‘4 - Tw4)
= h s

where J; is to be calculated from equation (1). For the low and
high temperature probe, conservative estimates for the heat
transfer coefficient are found to be 35 and 72Wm 2K
respectively [40], which are independent of pressure (see
supplementary material for details). By using measured
values of n;, T, and T,, AT can be calculated to check
whether probe temperature is representative of the gas
temperature.

KE = +2rkgTe. (8)

AT

C))

Numerical model

In the numerical model, an aerosol-based process is considered,
wherein crystalline CuZr NPs are fed into the reactor, similar to
the study given in [19]. The temperature history of the CuZr
NPs is calculated by using the experimentally measured pro-
files of electron temperature, ion density, and background gas
temperature as inputs. We consider spherical particles that have
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a diameter of 20 nm or larger. These particles were assumed to
have a monodisperse size distribution with sufficiently low
particle concentrations (ﬂnpdf) < 0.0l m™", where n, and and
d,, are total particle number concentration and particle diameter
respectively), such that n; = n, and the electron temperature of
the pristine plasma is unperturbed. The model solves for: (1)
charge distribution, (2) particle temperature, and (3) particle
velocity.

Nanoparticle charge distribution. As NPs enter the plasma
they quickly become charged and a charge distribution
develops. A single-step Markov process describes the charge
distribution on a monodisperse aerosol [41]:

1 dFy

—= =+ JB)z-1Fz-1 — (i + U
d? dr ( TE)z-1F7z-1 — ( A

+ Jre)zFz + )z 1Fz 41,

where F is the fraction of particles having charge Z, t is
residence time, dj, is the particle diameter, and Jrg is the
electron flux due to thermionic emission. Subscript Z used
with the brackets stand for the charge that the fluxes are
evaluated with. For NPs, the charging regime is different than
that of the FDP. First of all, particle charging regime is
slightly collisional since \; < 10 Ap [14]. Hence, the ion flux
can be given by the following equation:

-1
Ji—[ Lo ] |
Jicem  Jinyp

Jicem represents the ion flux in the collision enhanced
mechanism of ion collection [13, 14]:

1 ep, ed, Z(AD]
Ji = —nGill ———+ 01— |—1]| 12
CEM = B [ PR + (kBTi y (12)

¢y is the shielded particle potential:
ez
P 2 €0dp

(10)

Y

e /2, (13)

The first two terms inside the square brackets of equation (12)
arise from OML theory. The third term is an approximate
correction factor for single collisions between ions and
neutrals in the sheath of the NP. Equation (12) is suitable for
the cases where \; > d,,. In equation (11), J; yyp accounts for
the ion flux described by the hydrodynamic mechanism in the
continuum regime, which dominates the ion flux in the case
when the sheath is highly collisional [39]:

m )\i e¢p
J; = = nibi|—
JHYD Znﬂ(dp]

ksT;
Equation (14) is valid when )\; < d,, which is the opposite
side of the regime that equation (12) is used for. The bracket
of equation (11) is the interpolation formula presented in [42]
that bridges different charging regimes, and it has a common
mathematical form that is used to cover transport phenomena
occurring on free molecular, transition and continuum
regimes [43]. ); is the parameter defining the collisionality.
As pressure increases, ); decreases, thus equation (12)

. (14)

overpredicts fluxes when the pressure is high. A similar
overprediction in ion fluxes is obtained from equation (14)
when the pressure is too low. Therefore, equation (11)
allows the determination of the appropriate ion flux
expression at a given pressure. With all charging terms
included, equation (11) is termed the collisional model (CM).
If the model is described as OML, then only the OML terms
are considered (i.e. J; gyp is ignored and the third term inside
the square brackets of equation (12) is ignored). Since A is
large, we use the expression given by equation (2) for J. in
equation (10).

The thermionic flux is given by the Richardson—Dush-
man equation:

— 2 w

Jre = bAGT, exp[ kBEg]’ (15)
where T, is the particle temperature, W is the work function
for the particle, Ag is the Richardson—-Dushman constant (=
1202 x 10°Am 2K ) and b is a material dependent
correction factor. The lowering of work function due to the
field on the surface of a negatively charged particle is
incorporated via the Schottky expression:

ez

W=W—
271'Eodp

(16)
W, is the work function of the bulk material.

The charging process is rapid when compared to other
processes that a particle experiences within the plasma. In
supplementary material, the time required for a particle to
obtain the mean charge was derived as:

T = + .
TOML TCEM

The term Topp describes the charging time for the OML
theory and 7cgy is the contribution due to the collision
enhanced mechanism:

a7

8Ap?

T = s 18
OML G, (18)
-1
. e
REM._40MAD(|¢”) . (19)
ﬁidp kBT;

The time 7¢ can be compared to the time required for a
particle to move a distance over which a significant change in
ion density occurs. Let x,, be the axial distance over which
there is a change in ion density, which is approximately 1 mm
(vide infra). When x,, is divided by the gas velocity (vide
infra), an estimate can be made for the time it takes the ion
density to change, Tr = x;,,/V,, Which is less than or equal to
100 ps. The charging times for the cases investigated in this
study are few us, as determined from equation (17). Since
the charging time is much smaller than the time during which
a particle experiences a difference in the surrounding ion
density, the solution to equation (10) can be simplified
by assuming steady-state [41]. From the steady-state
charge distribution, the average charge and the standard
deviation were calculated. At the pressures investigated, the
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hydrodynamic charging term has a minor effect on the
particle charge. Furthermore, the effect of the thermionic
emission on the particle charge is negligible at temperatures
below 2000K (vide infra).

Nanoparticle heating. A monodisperse aerosol traveling
through the reactor satisfies the following transient energy
balance equation:

d(mpHp)
dx

where x represents the axial coordinate in the reactor, m,
is the mass flux of the aerosol and it is equal to vn,(7/ 6)d§pp,
vp is the particle velocity and p, is the mass density of the
material comprising the nanoparticle. H, = C,T, denotes
the mass specific enthalpy of the particles with C, being the
specific heat capacity. The bracket on the right-hand side of
equation (20) contains fluxes for plasma heating and cooling
due to conduction, radiation and thermionic emission.
Evaporation was omitted, since the vapor pressure of the
CuZr alloy is expected to be low at most of the particle
temperatures that were investigated. Equation (20) can be
rearranged as:

= 1dy’np(Gie = Gin — Graa — 91E)> (20)

an, 1]

( VT dv,
— Gie — 9kn — 9rad — 918) — I |
dx vp | Py Codp dx

21

This equation is one of the main equations that we solve,
along with the steady-state form of equation (10). The second
term in the brackets incorporates the effect of particle
acceleration on particle temperature (vide infra). The
heating term g;. has slight modifications when compared to
the analog used for the FDP:

Gie = Ji(|AHre| — W + felp,)) + 2JckpT.. (22)

The heat input is reduced by the work function of the particle
(equation (16)) and a fraction of the kinetic energy of the
bombarding ions, given as f, is absorbed. The contributions
from the energy exchange with metastable species and the
absorption of plasma radiation were neglected since they have
been argued to be insignificant when compared to g;. [44].
The charge distribution leads to particles with different
potentials. Since a change in particle potential results in
different electron and ion fluxes to the particle surface, a
temperature distribution develops across the monodisperse
aerosol. All particles cool down due to heat exchange with the
surrounding gas. Since the Knudsen number, Kn = 2),/d,
with )\, being the mean free path of neutral gas atoms, is
larger than 10 [45], we use the Knudsen expression for heat
transfer in the free molecular regime [46]:

qxn = %aHﬁgg(TP - 7;;),

(23)

where oy is the thermal accommodation coefficient and P is
pressure. The radiation cooling term in equation (21) is given
by equation (7). Emissivity of a small particle equals to the
absorption cross section due to Kirchoff’s law [47], and it is a

function of temperature and size. The Rayleigh—Penndorf
approximation is used to evaluate the emissivity [48] (see
supplementary material for details). The cooling due to
thermionic emission is given as:

qrg = JEW. (24)
For low particle temperatures, the thermionic emission terms
in equations (10) and (21) are dropped out, unless otherwise
noted. Without the thermionic emission terms, charging and
heating are decoupled.

The use of a lumped in space and continuous in time
formulation for T}, can be justified from the Biot number,
which is orders of magnitude smaller than 1, and from the
relatively large heat capacity of the particles. The particles are
expected to thermally equilibrate at a rate depending on their
size and the overall heat transfer coefficient inside the plasma.
This equilibration time can be given as [10]

dpp,Cp

™M= —F"7">

25
T (25)

where U is an approximate form of the overall heat transfer
coefficient:
3 3 1 P
U= O'SBE(Tpoo + 17 + _aHﬁg_' (26)
2

T, stands for the final particle temperature obtained at the
end of the heating process. At 1.5 Torr, the equilibration time
of a 20 nm particle is less than 100 us within the particle
temperatures explored, that is 7y ~ 7r. Therefore, we expect
the 20 nm particle to be at a steady-state temperature inside
the plasma. However, larger particles will experience a lag in
heating.

At high particle temperatures, particles can melt. Melting
is taken into account in a classical way, and any pre-melting
phenomena and size effects are neglected. Size effects, if they
were included, would cause the nanoparticles to melt at a
temperature less than 7;, [49], which is the melting
temperature T, of bulk CuZr (see supplementary material). At
T, = Ty, the evolution of the melt fraction y, can be
described with the following equation:

dy, 1 6 dvp
e/ RS o Gk — Qg — —y—1 @7
dx v ,OP I dp (qm dxn rad qTE) e dx ( )

which is similar to equation (21). L is the enthalpy of melting.
The ~3% increase in particle size upon complete melting is
omitted.

Nanoparticle velocity. Since the gas flow accelerates due to
the higher temperature zone in the vicinity of the powered
electrode, NPs will also accelerate and adapt to the changes in
gas velocity. Acceleration will cause particles to spend less
time in the locations where gas temperature is elevated. In our
case, the particle Reynolds numbers, Re, = dyvep,/p are
much lower than 1, and thus, the Stokes regime applies. The
velocity of the particle as a function of position in the reactor
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is given as [45]:

o 18 fy %

dx ppdp?Ce w)
where 1 is the viscosity of Ar and C, is the Cunningham slip
correction factor:

C. =1+ Kn(1.257 + 0.4e~"1Km),

(28)

(29)
The gas velocity in equation (28) can be calculated from
continuity and the ideal gas law:

Ve = Vo, (30)

To
where Ty is the ambient temperature equal to 294 K. The gas
mass flow rate was the set point on the flow controller and the
Veo corresponds to the average gas velocity at the inlet
temperature, which was 6.8 ms~'. The material properties
used in the model are tabulated in the supplementary material.

Results and discussion

Experimental

All three independent sets of diagnostics revealed an intense
zone proximate to the powered electrode, within an otherwise
low-intensity plasma (vide infra). At 1.5 Torr, axial scans
conducted with the double Langmuir probe at power set
points of 10 and 20 W showed that the electron temperature
was nominally independent of axial position and power
(figure 3(a)). However, there was a maximum in the ion
density at the center of the zone surrounded by the powered
electrode and this maximum became greater with power
increasing from 10 to 20 W (figure 3(b)). In fact, the results in
figure 3(b) suggest that the ion density in the low-intensity
plasma did not change significantly with increasing applied
power. At 20 W, the ion densities measured in the intense
zone were approximately 5 times higher than the densities
measured in the low-intensity plasma at positions further
away. Plasma emission spectra collected at different locations
showed that Ar Il emission lines were detectable only near the
powered electrode, providing further evidence for the exis-
tence of the intense zone (see supplementary material).
Since changing the applied power primarily affected the
ion density in the zone surrounded by the powered electrode,
while the low-intensity plasma remained approximately con-
stant, further measurements focused on the plasma parameters
at the peak position as a function of external process para-
meters. Plotted in figure 4 are the electron temperature and ion
density as a function of the applied RF power for two dif-
ferent pressures: 1.5 and 10 Torr. At 1.5 Torr, the electron
temperature increased slightly from 1.9 to 3.2 eV with applied
power in the range from 10 to 60 W (figure 4(a)). Higher
powers were not explored, due to extensive contamination of
the double Langmuir probe, which caused the IV curves to
become increasingly skewed, leading to an erroneous increase
in the apparent electron temperature [50]. At a pressure of
10 Torr, the electron temperature was nominally independent

N w &
T T
1 1

Electron temperature, kgT,/eV

N

b 1.2x10"®

1.0x10"®

/m?3

8.0x10"7

6.0x10"

lon density, n;

4.0x10"

2.0x10"

Axial position / cm

Figure 3. Axial profile of plasma parameters. (a) Electron
temperature and (b) ion density along the central axis of the reactor
measured at 1.5 Torr for different applied power set points.

of applied power, and slightly greater than 2eV. At both
pressures, the ion density increased with applied power in the
range from 10" t0 10"¥ m™3 (figure 4(b)); and the measured
ion density at 1.5 Torr was greater than at 10 Torr. A sum-
mary of the plasma parameters measured in the intense zone
at 1.5 Torr as a function of applied power is given in table 1.

The temperature of the reactor wall, as measured from
infrared thermal images, also obtained a maximum value in
the vicinity of the powered electrode. A hot spot was
observed around the powered electrode at all powers and
pressures (figures 5(a) and (b)). RF power measurements
revealed that the matching network transmitted approximately
2/3 of the power sent by the power supply (table 1). This
power was coupled to the plasma and appeared to be dis-
sipated primarily in the intense zone. Measurements showed
that the wall temperature approached 650 K at a set power of
70 W (figure 5(c), table 1). The wall temperature is an
important piece of information that is required to determine
the radiative heat exchange for the FDP and the particles. In
addition, since the wall temperature is clearly related to the
temperature of the gas flowing through the reactor, a max-
imum in the background gas temperature is also expected in
the vicinity of the powered electrode.

FDP measurements also revealed an intense zone in the
vicinity of the powered electrode, specifically a maximum in
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Figure 4. Plasma parameters measured at the center of the zone
surrounded by the powered electrode. (a) Electron temperature and
(b) ion density as a function of RF power.

the background gas temperature. A photo of the low temp-
erature probe inserted in the zone surrounded by the powered
electrode is presented in figure 6(a), and a photo of the high
temperature probe outside the reactor in figure 6(b). FDP
measurements were made as a function of axial position.
Measurements were corrected by using the heat transfer
model described in the methods section, using the experi-
mentally determined plasma parameters and wall temperature
as inputs. As discussed in the methods section when deriving
equation (9), the difference between the probe temperature
and the calculated gas temperature was found to be small.
Probe and background gas temperatures were found to be
approximately equal at 10 Torr. Both the raw and corrected
values are presented in figure 6(c) as a function of axial
position for 10 and 20 W of applied RF power. For 20 W, the
background gas temperature peaked at approximately 420 K.
Since the peak temperature was observed in the zone sur-
rounded by the powered electrode, the effect of applied power
and total gas pressure was studied only at that axial location
(figure 6(d)). The probe temperature increased with applied
power, apparently reaching values of nearly 1000 K at applied
power set point of 80 W. In our experiments, at a given
applied power, increasing the pressure from 1.5 to 10 Torr
generally had the effect of lowering the background gas
temperature, which can be explained by increased cooling rate

and lower ion density (figure 4(b)). These results clearly
emphasize the need to experimentally characterize the back-
ground gas temperature, since it appears to be well above
room temperature at commonly used applied RF powers. The
results for 1.5 Torr total pressure are summarized in table 1
(vide supra).

The intense zone is of paramount importance to realizing
the rapid heating and cooling of NPs. The observation of an
intense zone in the vicinity of the powered electrode is con-
sistent with reports in the literature that involve similar
reactors. In a study conducted on the synthesis of Si NPs in a
similar flow-through reactor, NPs were sampled from the
reactor at different locations [52]. It was shown that particles
become crystalline only after they passed through the pow-
ered electrode. In another study, by monitoring the optical
emission from the plasma, an aerosol of Bi particles was
observed to vaporize only in the vicinity of the powered
electrode [19]. Furthermore, computational modeling of a
similar reactor found elevated ion density and gas temperature
near the powered electrode [53]. Thus, the results presented
below are expected to be qualitatively general to the type of
LTP reactor described herein, while the quantitative details
will of course depend on pressure, applied power, reactor
size, and etc.

Numerical model

The question explored with the model is: can the NP temp-
erature be made to exceed the melting point of CuZr in the
intense zone, and then cool to below the crystallization
temperature sufficiently fast to arrest the amorphous state?
Answering this question requires the calculation of particle
temperature histories in the LTP. By using the measured
plasma parameters and temperatures given in the previous
section, temperature histories were obtained by solving the
heat and particle velocity equations (21) and (28), where
equation (27) was substituted for equation (21) whenever a
particle was melting. The numerical solution of these differ-
ential equations was accompanied by a steady-state solution
of the charging equation (10), which utilizes equations of
detailed balance [41]. Since the particle sizes that we consider
were larger than 10 nm and since they were of sufficiently low
concentration, the particles carried a unipolar negative charge.
Figure 7 provides an example charge distribution and a
steady-state temperature distribution for a monodisperse
aerosol with 50 nm particles. Distributions are plotted for two
different charging models: CM and OML (see methods
section). OML predicts a higher particle charge and lower
temperatures. On the other hand, CM leads to decreased
particle charge due a higher ion flux, which eventually leads
to higher temperatures. Although a slight increase in particle
temperature due to CM when compared to OML has been
discussed [15, 54], in our case, the discrepancy is much more
dramatic. In both models, the particle temperature increases
with increasing charge, and thus, the charge distribution
causes a temperature distribution. The very high particle
temperatures predicted by the CM model provide a means by
which to melt particles in the plasma.
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Table 1. Experimental data summary. Power, temperature and plasma density measurements conducted at 1.5 Torr. Plasma parameters were
obtained at the center of the zone surrounded by the powered electrode. The variation in the measured plasma parameters indicates three

standard deviation bounds.

Pt WY P (W) Ty (K Tp(K)  kgTe(eV) m x 10" (m™)
10 7 334 367 1.93 £ 1.33 0.53 =+ 0.11
20 13 390 413 1.57 + 0.02 1.03 + 0.02
30 19 444 483 2.04 + 0.54 1.32 £+ 0.18
40 25 507 578 2.40 + 0.52 1.79 + 0.14
50 31 556 668 3.00 £+ 0.06 2.45 4+ 0.06
60 38 592 753 3.18 £ 0.21 2.86 + 0.15
70 44 630 863 — —

80 52 >650 963 — —

’ Py is the set point on the RF power supply.

" P,y is the measured power delivered to the electrodes. All measurements had a
maximum variability of &1 W. P,;, was found to be approximately equal to 2/3 Pie.
‘T, is the maximum wall temperature recorded at each applied power, which occurred
in the vicinity of the powered electrode.

a
I —
—>
Gas flow
b
c T T T T T T
PWR GND —e— 10 W
650 |- — —e20W ]
600 | \ —e—30W
X . —o—40W
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—0.
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350 | ® 4
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Figure 5. Reactor wall temperature. (a) Photograph of the reactor and
the Ar plasma with 20 W power and at 1.5 Torr. (b) Thermal image
taken at the same conditions given in (a). The scale bar represents the
calibration done on glass (see supplementary material). (c) Wall
temperature measurements at 1.5 Torr as a function of power and
position. Figures (a) and (b) were reprinted from [51], with the
permission of American Vacuum Society.

The calculated NP temperature reaches a maximum in the
intense zone and then rapidly drops in the low-intensity
plasma downstream. Temperature histories of 50 nm diameter
particles at 1.5 Torr are given in figure 8. The temperatures of
particles having the mean charge are plotted for two different
applied powers, 10 and 20 W. At 10W, the difference
between the particle temperature predicted by the OML and
CM is approximately 100K in the regions sufficiently far
away from the electrode. However, the difference in predicted
temperatures increases to 300 K at the center of powered
electrode. The discrepancy between the theories increases
further to 500 K at the center of the electrode when the power
is set to 20 W. The divergence in the predictions of NP
temperature for CM and OML is quite sensitive to ion den-
sity. The plateau in the particle temperature history of the
particle modeled with CM at 20 W is due to melting, which is
an isothermal process.

Nanoparticle size plays a major role in the peak NP
temperature reached in the intense zone. Smaller NPs reach a
higher temperature as a result of their higher surface area to
volume ratio, which allows them to respond more rapidly to
changes in the plasma parameters and background gas
temperature at different axial positions. Larger particles have
a higher thermal inertia as a result of their lower surface area
to volume ratio and take longer to heat up and cool down
(equation (25)). NP temperature as a function of axial position
and particle size is plotted in figure 9(a), for CuZr NPs of 20,
200 and 500 nm in diameter. As the NP diameter increases,
the peak temperature decreases and the axial position at which
the maximum occurs shifts to positions further downstream.
The distribution in NP temperature, which is described by the
shaded region in figure 9(a), corresponds to the temperature
of particles having £1 standard deviation of the NP charge
distribution. Since the measured ion densities are nearly
symmetric around the electrode (figure 3(b)), the heating and
cooling rates in the vicinity of the powered electrode are
approximately equal. All particles carry a unipolar negative
charge in both the high-intensity and low-intensity zones of
the plasma. The average charge is plotted in figure 9(b),
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Figure 6. Background gas temperature. (a) Low temperature probe (288—673 K) inserted into the reactor. (b) High temperature probe
(423-1173 K). (c) Probe temperature (7},) and calculated gas temperatures (T,) as a function of position at 1.5 Torr. (d) Probe temperatures
and calculated gas temperatures in the zone surrounded by the powered electrode as a function of power and pressure.
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Figure 7. Particle charge and temperature distributions with different
charging models. F is the fraction of nanoparticles having charge Z
(equation (10)). The nanoparticles were monodisperse 50 nm
diameter CusgZry,. The following plasma parameters were used for
an Ar plasma: n; =5 X 10" m=, kgT. = 2¢eV, T, = 370K,

Ty = 335K, P = 1.5 Torr.

where the shaded region corresponds to 41 standard devia-
tion of the distribution. For smaller particles, the peak
temperature in the intense zone exceeds the melting point of
CuZr. However, particles start melting at different times and
their melting periods are different due to the temperature
distribution. Larger NPs are more difficult to heat up, and
would most likely require higher powers to reach the requisite
ion densities to melt the particle (figure 4(b)). Other possi-
bilities to melt larger NPs would be having a broader intense
zone, or increasing the residence time spent in the zone.
With sufficiently long residence times inside the intense
zone, or with higher applied power, the maximum particle
temperatures can be increased above 2000 K. Figure 10
shows the mean values of particle temperature distribution
inside the intense zone obtained by solving for the steady-
state conditions in equation (21). It was found that at tem-
peratures above 2000 K, the thermionic emission terms in
equations (10) and (21) can become comparable in magnitude
to other charging and cooling mechanisms. Thermionic
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Figure 8. Nanoparticle temperature histories for different applied
powers and charging models. The nanoparticles were monodisperse
50 nm diameter CusgZr,,. Temperatures of the particles with a
charge that is the average of the distribution were plotted. The red
curves are for a power set point of 20 W and the black curves are for
10 W. The dashed lines are for charging described by only OML and
the solid lines for charging described by CM.

emission shifts the particle charge distribution to a lower
mean charge, and this shift is accompanied by decreased heat
influx onto the particle. Accordingly, thermionic emission
terms were retained in these steady-state calculations. For the
20 nm particle, which is already at steady-state as it travels
through the intense zone, particle temperatures can reach
2000 K at 1.5 Torr for powers above 40 W. At temperatures
greater than 2000 K, thermionic emission is seen to limit the
particle temperature. We expect evaporation to be an impor-
tant cooling mechanism at such temperatures as well. At
steady-state, the 200 nm particle is seen to reach a temper-
ature that is higher than its melting point at 20 W, which is
about 150K higher than the maximum value given in
figure 9(a). We estimate that the width of the intense zone
should be a centimeter broader than its original width (1.3 cm)
for a 200 nm particle to melt at 20 W. It was observed that
thermionic emission does not limit the temperature of the

10
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Figure 9. Effect of particle size on temperature history. (a)
Temperature histories of CusgZry, particles of different sizes as a
function of axial position, predicted by the CM charging model at an
applied power set point of 20 W and a total pressure of 1.5 Torr. The
bands correspond to the distribution in nanoparticle temperatures due
to the charge distribution. (b) Evolution of particle charge for
particles simulated in (a). The bands correspond to the +1 standard
deviation limits.
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Figure 11. Quenching of 20 and 200 nm CuysZrss particles at 20 W
and at 1.5 Torr as they leave the intense zone.

200 nm particle within range of plasma parameters investi-
gated, as the mean temperatures calculated by accounting for
thermionic emission turned out to be very close to the values
calculated when thermionic emission was neglected. The
reason stems from the fact that the Schottky effect is size
dependent, and the electric field on a smaller charged particle
is usually higher. Furthermore, increasing the pressure is
accompanied by increased Knudsen cooling rates and
decreased ion density (figure 4). Therefore, particle tem-
peratures were much lower at 10 Torr, and the maximum
mean temperature of a 20 nm particle stayed below 1000 K.

The quenching rate of particles is sufficiently fast to
arrest an amorphous state from the liquid melt that is expected
to form in the intense zone. The residence time in the intense
zone is very short, approximately 1ms due to high flow
velocities, which range from 6 to 10ms~' at 1.5 Torr
depending on axial position. The temperatures of 20 and
200 nm CuZr nanoparticles as a function of time, after the
peak temperature has been reached, are plotted in figure 11.
The nanoparticles cool from the melting point to the glass
transition temperature T, at a rate greater than 10°Ks™,
which is sufficiently fast to arrest the amorphous state for
CuZr [32]. At positions further downstream, the temperature
of the particles stay below T (see figure 9(a)). Therefore, it
appears feasible to transform crystalline CuZr NPs into an
amorphous state using the ion density profile naturally present
in the archetypal flow-through RF plasma reactor. Based on
the results given in figure 10, melting larger particles would
be feasible at higher powers. However, external cooling may
be required to maintain the reactor temperature below the
crystallization temperature of the metal.

Although the example presented herein was for CuZr
alloy, other marginal metallic glasses could probably also be
synthesized due to the similar requisite quenching rates, e.g.
PdSi [55] or NiZr [56]. The possibility of forming amorphous
particles should primarily depend on the maximum particle
temperatures reached in the intense zone, which would dictate
whether particles would melt or not. Therefore, the melting
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temperature is a threshold temperature of the process that
needs to be surpassed. This threshold temperature is remi-
niscent of plasma synthesis of crystalline silicon particles,
where crystallinity requires particles to reach temperatures
above the crystallization temperature [57]. In order to reach
the threshold particle temperature in the LTP, ion densities
should be high enough. As shown by the particle temperature
histories and maximum steady-state temperatures in figures 9
and 10, however, the maximum temperature achieved in the
LTP also depends on the ion density distribution, gas temp-
erature, particle residence time and particle thermal inertia.
For particles that melt in the intense zone, forming an
amorphous phase is then primarily determined by the back-
ground gas temperature and by the ion densities in the low-
intensity plasma downstream of the powered electrode. If the
reactor can be tuned in such a way that the background gas
temperature is kept sufficiently low while the ion density can
be increased predominantly at the intense zone, then theory
suggests that the quenching rates could be increased to orders
even higher than 10°Ks™'. As presented in figure 9, larger
particles are more difficult to heat up due to their higher heat
capacity. On the other hand, particles smaller than 10 nm are
also expected to be difficult to make amorphous. In the case
of smaller nanoparticles, the nonequilibrium acts against the
formation of an amorphous phase since the charging is sto-
chastic and the low heat capacities of particles allow heat
spikes to occur. Heat spikes continuously elevate nanoparticle
temperature and then the particle gets quenched. Since heat
spikes, which are of magnitude large enough to elevate very
small nanoparticles above the glass transition temperature,
can occur in a large region of the plasma, i.e. outside the
intense zone; re-crystallization is expected to be pronounced,
and the formation of an amorphous phase might therefore be
difficult.

The process discussed in this paper can be experimen-
tally accomplished with a configuration that is similar to the
one described in [19]. An aerosol generator can be used to
generate the CuZr aerosol with particles of the sizes con-
sidered in the calculations. As nanopowder of CuZr is com-
mercially available, a dust dispenser would be capable of
providing a constant feed of the aerosol into the LTP.

Conclusion

It was shown that the unique nonequilibrium environment of
tubular flow-through LTP reactors should theoretically be
capable of converting crystalline particles into amorphous
particles in-flight, by rapid heating, melting, and subsequent
quenching. According to the model calculations, high ion
densities in the zone surrounded by the powered electrode can
heat particles above 2000 K at moderate input powers. Such
temperatures are high enough to melt an extensive list of
metals and alloys. The range of applicability for the process
described herein depends on the extent of decoupling of the
ion density in the intense zone from the ion density down-
stream. Furthermore, gas temperatures should be kept
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sufficiently low downstream of the intense zone to prevent re-
crystallization.
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