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ABSTRACT

Deep neural network (DNN) has achieved spectacular success in

recent years. In response to DNN’s enormous computation demand

and memory footprint, numerous inference accelerators have been

proposed. However, the diverse nature of DNNs, both at the algo-

rithm level and the parallelization level, makes it hard to arrive at an

łone-size-its-allž hardware design. In this paper, we develop NNest,

an early-stage design space exploration tool that can speedily and

accurately estimate the area/performance/energy of DNN inference

accelerators based on high-level network topology and architec-

ture traits, without the need for low-level RTL codes. Equipped

with a generalized spatial architecture framework, NNest is able to

perform fast high-dimensional design space exploration across a

wide spectrum of architectural/micro-architectural parameters. Our

proposed novel date movement strategies and multi-layer itting

schemes allow NNest to more efectively exploit parallelism inher-

ent in DNN. Results generated by NNest demonstrate: 1) previously-

undiscovered accelerator design points that can outperform state-

of-the-art implementation by 39.3% in energy eiciency; 2) Pareto

frontier curves that comprehensively and quantitatively reveal the

multi-objective tradeofs in custom DNN accelerators; 3) holistic

design exploration of diferent level of quantization techniques

including recently-proposed binary neural network (BNN).
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1 INTRODUCTION
Since the groundbreaking performance of AlexNet [1] in 2012 Ima-

geNet competition, a class of machine learning methods, deep neu-

ral networks (DNNs), has achieved spectacular success, like applica-

tions in computer vision, natural language processing, and machine

translation. These hierarchical network models typically employ

tens or even hundreds of connected neural network layers and

incur enormous computational demands and memory footprints,

rendering their execution on conventional CPU-based computing

platforms quite ineicient. Despite the complexity, DNN exhibit

vast amount of inherent parallelism in its computational model,

which can be exploited to accelerate DNN computation. Exten-

sive toolchain and framework have been built on general-purpose
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graphics processing units (GPGPU) to leverage its superior paral-

lel processing capability for DNN tasks [1]; ield-programmable

gate array (FPGA) based systems [5] have attracted much atten-

tions thanks to their programmable fabrics that can accommodate

lexible parallel processing primitives and adapt to rapidly evolv-

ing algorithms; inally custom DNN accelerators such as Google’s

tensor processing unit (TPU) have also been making great strides,

pushing the envelop of theoretical computation throughput to the

range of tens of tera loating point operation per second (TFLOPs).

However, computational speed/throughput is not the only met-

ric that matters. Power and cost are among the top concerns for

DNN hardware accelerators, especially when designed for neural

network inference tasks to be deployed in mobile or embedded edge

devices [2]. Compared with cloud-centric platforms, edge devices

have much more stringent power budget and sensitive cost con-

sideration, making application-speciic integrated circuits (ASIC)

based solution a more appealing choice [8]. Numerous NN inference

accelerators have been proposed [13, 14], but the diverse nature

of DNNs, both at the network level and the micro-architetcure

(µArch) level, makes it hard to arrive at an łone-size-its-allž im-

plementation. The complex and high-dimensional design space of

DNN accelerators calls for an early-stage exploration tool that can

speedily and accurately traverse the available design points and

estimate their performance. Such a tool could beneit a multitude

of use cases. For example, architects of DNN accelerator can be

better informed of the tradeofs between diferent performance

metrics under distinctive µArch designs; circuit designers and de-

vice engineers can get an early glimpse of how device/circuit level

innovation can afect the overall system; algorithm developers can

more deeply understand the potential advantages/penalties of their

model parameters and algorithmic techniques for custom ASIC

accelerators without being limited by the speciic implementation.

In this paper, we present NNest1Ðan early-stage tool that is

designed to facilitate systematic design space exploration for ASIC-

based DNN inference accelerators. Our main contributions include:
• We propose a spatial accelerator architecture template that

can be generalized to cover a variety of DNN accelerator

implementations, capturing design tradeofs before RTL.

• We develop parameterized data movement strategies and

multi-layer itting schemes that can eiciently express the

inherent parallelism in DNN models.

• Results generated by NNest not only enable quantitative in-

vestigation of impact frommemory hierarchy, data reuse, and

energy/area breakdown, but also reveal previously-unknown

design point with 39.3% higher energy eiciency.

• NNest facilitate holistic evaluation and comparison of DNN

models and algorithmic techniques with software/hardware

codesign consideration. Examples on AlexNet vs VGG and

binarized quantization demonstrate such capability.

1 https://github.com/xz-group/NNest-1.0
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