






ing fragments, thereby capturing some CT within the polarization
energy. This has been studied in detail previously62,72 and meth-
ods have been introduced at the mean-field level which attain a
stable and meaningful complete basis set limit value for CT72,73.
While extending the MP2 ALMO-EDA to attain this same stability
is desirable, using it in the original metastable form is an advan-
tage in our present context, because it is important not to over-
estimate CT. We also note the fact that the CT contribution is
counterpoise corrected to ensure that no BSSE is artificially as-
cribed to CT.

The most common way to apply an EDA traditionally has been
by applying it to a single structure for each system (most com-
monly the minimum energy geometry) and decomposing that
binding energy. However, for variational EDAs, an alternative
method that has recently been proposed is the adiabatic EDA74.
In it, instead of there being only a single structure, the system ge-
ometry is optimized at each successive level of the EDA: first the
isolated molecules, then the system with only the frozen compo-
nent allowed (this will include dispersion for dispersion corrected
density functionals), next with both the frozen and polarization
terms, and finally also allowing charge transfer, which means op-
timizing the overall energy. This way, the effect of each compo-
nent can be seen on the geometry of the system and, for example,
the charge transfer energy can be defined as the difference in en-
ergy between the optimum structures with and without charge
transfer. This enables attribution of structural changes to the dif-
ferent physical contributions discussed above. In particular, we
can assess the extent to which shortening of the XB distance in
R−X · · ·B is a consequence of CT. This type of analysis has pre-
viously been useful for determining that in the water dimer, CT
is primarily responsible for the red shift in the proton donor OH
stretch, and for more than 0.2 Å shortening of the hydrogen bond
distance75. On the other hand, the linear geometry of the water
dimer hydrogen bond was recovered without either polarization
or CT74.

3 Computational Methods

The energy decomposition analysis (EDA) methods used here are
the SCF absolutely localized molecular orbitals (ALMO) EDA63,73

and its MP2 extension70,71 as described above. The calculations
were performed in a development version of the Q-Chem quan-
tum chemistry program package76. RI-MP2 was used for all cal-
culations with the def2-TZVPP basis set using the rimp2-aug-cc-
pVTZ auxiliary basis set. The def2-TZVPP set includes an ECP
on the iodine atom. For MP2 ALMO-EDA calculations, H func-
tions were removed from the auxiliary basis set because of code
limitations. Energy differences resulting from this change were
negligible. Counterpoise correction was used for all energies. All
geometries were optimized with the same method and basis sets,
with no constraints for the minima and with the I–Y− distance
constrained for the potential energy scan. As analytical gradient
code is not yet available for the MP2 EDA, the adiabatic EDA74

in this paper was done using Powell’s method77 on the internal
coordinates, which does not require derivatives.

4 Results

In halogen bonds between the electron-pair acceptor molecule
CX3I and the donor ion Y−, the trend in binding energy across
different halogen substituents (X=F, Cl, Br, I) has been shown16

to be opposite of that which is predicted by the σ-hole theory. Flu-
orine is the most electronegative atom, and so causes the highest
potential in the σ-hole on the acceptor iodine atom. However,
iodine is the substituent that leads to the strongest binding. This
remains the case with several different halogen ions as the donor
(Y = F−, Cl−, Br−), as well as with other donors. The trend
is also opposed to the permanent electrostatic one. CF3I has a
strong favorable charge-dipole interaction with the ion, while CI4
has none. The different binding energies are shown in Figure 3.
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Fig. 3 Binding energy of CX3I· · ·Y−, for X=F, Cl, Br, I and Y=F, Cl, Br

This shows the previously discovered unexpected trend.
Changing the donor ion changes the strength of the interaction,
but leaves the overall trend nearly the same. Benchmark quality
calculations confirm the trend. Complete basis set limit extrapo-
lated MP2 numbers (with a two point aug-cc-pVQZ/aug-cc-PV5Z
extrapolation) with a def2-QZVPPDΔCCSD(T) correction gives a
CF3I· · ·Cl− binding energy of −116.1 kJ/mol and a CI4· · ·Cl− bind-
ing energy of −145.2 kJ/mol, in fairly close agreement with the
counterpoise corrected def2-TZVPP MP2 numbers. This raises the
question of why the observed trend occurs, given that it contra-
dicts the simple electrostatic prediction and a widely held theory.
EDA will now be used to attempt to answer this question. First,
the binding energies are decomposed into charge transfer in Fig-
ure 4 and frozen+polarization (which includes electrostatic and
Pauli repulsion) in Figure 5. The dispersion interaction is similar
enough in all cases to not affect the overall picture.

The decomposition attributes the substituent trend to increased
charge transfer going down the periodic table. The electrostatic
terms show the opposite trend, but makes less of a difference
to the overall binding energy changes. This is at least partially
because of the weakening dipole moment. On the other hand,
most of the donor ion difference arises from electrostatics. One
interesting point is that Cl− complexes have weaker contributions
from charge transfer than F− complexes do, and have more repul-
sive frozen interactions. The first is odd because a Cl− ion would
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Fig. 4 Charge transfer energy of CX3I· · ·Y−, for X=F, Cl, Br, I and Y=F,
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Fig. 5 Frozen + polarization energy of CX3I· · ·Y−, for X=F, Cl, Br, I and

Y=F, Cl, Br

seem like a better electron donor than F−. The second suggests
the Pauli repulsion plays a role. As this must be resolved before
examining other cases in detail, the EDA must be examined over
other geometries.

The prior work applied the natural energy decomposition anal-
ysis56,78 to these systems. The NEDA and ALMO EDA agree on the
trend in charge transfer (though not the magnitude: NEDA gives
CT energies triple that of ALMO EDA). Philosophical and defini-
tional differences make the two methods problematic to compare
directly, but the NEDA electrostatic trend is in the same direction
as the charge transfer trend, while the ALMO EDA trend is oppo-
site. This is largely due to different definitions of terms: NEDA
includes permanent and induced electrostatics in a single electro-
static term and Pauli repulsion in separate core term, while ALMO
EDA includes permanent electrostatics and Pauli repulsion in the
frozen term and induced electrostatics in the polarization term.
The larger magnitude of NEDA terms also makes direct compari-
son of the numbers difficult. However, the differences in behav-
ior between permanent electrostatics, induced electrostatics, and
Pauli repulsion can be explored in an ALMO EDA framework by
looking at geometries beyond the minimum energy one.

One way of exploring more of the configuration space is to scan
over the potential energy surface. This is done by constraining the
I· · ·Y− separation to various distances and performing a geometry
optimization at each point. From there, the binding energy can be
decomposed for each optimized geometry. The results of this are
shown in Figure 6(a) for CI4· · ·F− and Figure 6(b) for CI4· · ·Cl−.
The total energy curve also includes geometrical distortion, which
is the energy difference between CI4 and its minimum geometry
energy. It is not included in any of the EDA components, but is
too small to be visible in an interesting way on the graphs and so
not shown.

As can be seen, CT is actually significantly greater for Cl− than
for F− over the entire range observed. The difference is factor
of two or three, confirming the common-sense intuition that Cl−

is a better donor for charge transfer. However, this was masked
in the equilibrium structure EDA because of the different I· · ·Y−

distances. The point in each curve that is not at a multiple of 0.5
Å is the minimum energy structure. Because the F− minimum is
over 0.5 Å closer, the CT when compared at the points of equilib-
rium is greater. The reason for the Cl− being significantly farther
out despite stronger charge transfer is the much greater Pauli re-
pulsion. At 2.5 Å, the frozen term for Cl− is over 200 kJ/mol
more repulsive than for F− (and off the plotted axes). Beyond 5
Å or so, the two frozen terms coincide within a few percent, as
the electrostatics of both systems are a −1 ion interacting with
the same dipole. The difference in the close range is due to the
much greater Pauli repulsion resulting from the bulkier nature of
the Cl− ion. Most of the polarization difference is also due to
Pauli repulsion, as it includes a correction to the frozen overesti-
mation of it. In the long range, the two terms are similar because
the main contribution is the charged induced dipole on the CI4
molecule. Dispersion would also favor Cl−, but the difference is
not major. The fact that the equilibrium EDA obscured that Cl−

is a better electron donor than F− shows the importance of EDA
methods that look beyond a single structure.

An alternative approach is the adiabatic EDA74. The results are
shown in table 1. In that framework, the binding energy differ-
ence comes at the (permanent and induced) electrostatic level.
The relative energy of the polarized geometry is −105 kJ/mol for
F−, but only −54 kJ/mol for Cl−. From there, charge transfer
adds 98 kJ/mol for F− and 72 kJ/mol for Cl− when the systems
are relaxed to their full minimum. The adiabatic EDA describes
charge transfer as being stronger with F−. However the two num-
bers are close, which is impressive for Cl− because the interac-
tion occurs at more than 0.5 Å greater distance. Looking at the
adiabatic picture makes the importance of the greater distance
clear because of the focus on the different geometries. There-
fore, the three different ways of applying the EDA give three dif-
ferent pictures. At equilibrium only, the EDA shows CT and pol
being weaker, and frz less repulsive, for Cl− without providing
much insight as to why that is. The potential energy scan EDA
instead shows that CT at any given I· · ·Y− distance is significantly
stronger for Cl−, and the electrostatic parts of frz and pol roughly
the same, but the much greater Pauli repulsion pushes the inter-
action to a larger distance where the interaction is weaker. And
the adiabatic EDA says that the electrostatics alone make Cl− bind
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Fig. 6 (a) EDA for CI4· · ·F
− (b) EDA for CI4· · ·Cl−. The geometry is fully optimized at each I· · ·Y− distance

CI4· · ·F− CI4· · ·Cl−

sep FRZ POL full sep FRZ POL full
E rel 0.000 −30.167 −105.670 −203.835 0.000 −19.675 −53.941 −125.837

GD 0.000 1.572 2.065 12.339 0.000 0.847 1.049 9.776

disp - −4.484 −11.151 −24.427 - −6.650 −11.675 −30.047

frz - −27.255 4.917 173.846 - −13.871 −2.547 138.480

pol - - −101.501 −214.648 - - −40.768 −101.836

CT - - - −150.944 - - - −142.210

r(C–X) (Å) 2.132 2.147 2.151 2.155 2.132 2.143 2.146 2.151
∠(X–C–X) (°) 109.47 111.02 111.24 111.15 109.47 110.60 110.77 110.74

r(C–I) (Å) 2.132 2.102 2.125 2.246 2.132 2.109 2.116 2.239
r(I· · ·Y) (Å) - 2.989 2.506 2.113 - 3.617 3.246 2.637
Dipole (D) 0.000 0.105 0.073 −0.176 0.000 0.056 0.055 −0.172

Table 1 Adiabatic EDA, where the column labels each correspond to the energy function used for geometry optimization: sep refers to infinitely

separated fragments, FRZ is the frozen energy of the complex, POL also includes polarization, and full additionally includes CT. All energies in kJ/mol.

E rel is the energy relative to infinite separation, GD is the geometric distortion energy, evaluated as the energy of the molecular fragment at its

complex geometry minus that at its optimal geometry, and the dipole moment is for the molecular fragment, CI4.

much weaker and farther than F−, but that charge transfer plays
a similarly sized role in both systems despite the larger distance.
The latter two tackle the problem from different directions and
provide complementary insights, but the first alone is not very
enlightening.

With that settled, we can now turn back to the original question
of the trend as substituents change. A similar analysis is necessary
to tell which effects are genuinely weakened from CI4 to CF3I and
which are lower merely due to the greater interaction distances.
To start, the results of the relaxed potential energy scan EDA are
shown in Figure 7(a) for CF3I· · ·F− and Figure 7(b) for CI4· · ·F−

(repeated from Figure 6(a) for ease of comparison).

Comparing, we see that CI4 has the greater charge transfer ev-
erywhere, by about 20 kJ/mol in the equilibrium range. This
is about half the difference between the two binding energies.
Much of the rest of the difference comes from the fact that CI4
binds the fluoride closer, with equilibrium interaction distance of
2.11 Å, vs 2.20 Å for CF3I. This happens because the greater CT
is enough to overcome the frozen repulsion to a greater extent,
even though it is more repulsive for CI4. The large dipole moment
of CF3I shows up in the frozen term and is the main reason that it

is less repulsive. However, the greater charge transfer is enough
to compensate for the increase in the barrier, which is why the
trend in these systems is opposite that predicted by electrostatics.
While the EDA shows polarization as larger than charge transfer,
in the short range the frozen and polarization terms should be
considered together as they both describe the Pauli effect to some
extent. Looking at the difference between the two polarization
terms, we see that polarization is more favorable for CI4 by about
the same amount as charge transfer. This is because CI4 is more
polarizable than CF3I. However, this alone would only be enough
to make the interactions roughly equal in strength. Charge trans-
fer is necessary to account for the CI4 binding being significantly
stronger.

The rest comes from the one body energies (once again, dis-
persion is essentially the same between the two systems). The
CI4 at equilibrium is 12 kJ/mol above its minimum geometry en-
ergy, while for CF3I the number is 20 kJ/mol even though the
interaction is weaker and therefore likely to have less of an ef-
fect on the geometry. This difference is significant on the scale
of the difference between the interactions, suggesting that part of
the stronger interaction with CI4 may be because it is more easily
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Fig. 7 (a) EDA for CF3I· · ·F− (b) EDA for CI4· · ·F
−

able to deform into the ideal geometry for charge transfer.

The same question can also be tackled with the adiabatic EDA,
which can indicate how the different intermolecular forces influ-
ence the geometry of the system and allow the addition of each
force to be considered separately. The CX3I· · ·Y− system is sim-
ple enough that geometries can be specified by four parameters:
C–X bond length, X–C–X bond angle, C–I bond length, and I· · ·Y−

distance. The relative energies and geometry parameters for each
system are shown in table 2. To match the procedure used with
the DFT version of the adiabatic EDA, dispersion is included along
with the frozen interaction.

The adiabatic EDA confirms that charge transfer is significantly
stronger with iodine as the substituent atoms. While the polarized
structures have roughly similar energies, CI4 has 40 kJ/mol more
gain in binding energy with the introduction of charge transfer
than CF3I. Most of the difference in polarization goes to over-
coming the 15 kJ/mol that the frozen interaction favors CF3I by.
The adiabatic EDA confirms that polarization is only enough to
make the two interactions roughly equal in strength, and charge
transfer explains the large difference. Aside from the shrinking
I· · ·F distance, a notable trend is in the C–I bond length. The
frozen geometries have a shorter bond than the isolated geome-
tries, while the fully minimized geometries have a significantly
longer one. As is typical, charge transfer into the acceptor bond
weakens it and increases the length. On the other hand, a shorter
C–I bond apparently leads to more favorable electrostatics, so the
C–I bond length provides a measure of the relative importance of
charge transfer and electrostatics. Interestingly, this leads to op-
posite trends in the dipole moment of the acceptor molecule. For
CF3I, dipole moment increases at every successive stage. With
CI4, this is not the case. The isolated molecule has no dipole
by symmetry, but the presence of the fluoride ion causes the the
molecule to shift to a slightly polar geometry at the frozen level.
However, the polarized geometry reduces this, and the final ge-
ometry reverses it, leading to a moderate dipole moment away
from the ion. This is further evidence that the halogen bond is
not a primarily electrostatic phenomenon.

Incidentally, this means CI4 has a long range favorable frozen

interaction despite being nonpolar. It shows up in the potential
energy scan because each point is an optimization with a con-
strained I· · ·F distance. In the long range, where charge trans-
fer is unimportant, the molecule can deform to be slightly polar
and have a small favorable charge-dipole interaction with the ion.
This supports the conclusion from the adiabatic EDA and explains
it in terms of the dipole moment. Figure 8 shows the dipole mo-
ment for CX3I at each point of the scan.
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Fig. 8 CX3I dipole moment at different constrained I· · ·F distances

In the long range CI4 does have a slight dipole moment for
the reasons described above, and it increases until 4 Å. The CF3I
dipole also increases over this range. But while the CF3I dipole
continues to increase over the whole range, to nearly double its
original value, the CI4 reverses and actually becomes unfavorable
in the interaction region. This mirrors the trend in the adiabatic
EDA. The trends suggest that electrostatic effects are very impor-
tant for the CF3I geometries, as the presense of the ion pushes
the dipole moment significantly higher, but that electrostatics and
charge transfer have opposing roles in determining the CI4 geom-
etry and charge transfer wins out. One of the most important
geometrical parameters is the C–I bond length, which is plotted
at the different points of the scan in Figure 9. The dotted lines
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CF3I· · ·F− CI4· · ·F−

sep FRZ POL full sep FRZ POL full
E rel 0.000 −45.263 −100.768 −165.769 0.000 −30.167 −105.670 −203.835

GD 0.000 5.066 7.007 20.433 0.000 1.572 2.065 12.339

disp - −4.686 −9.599 −20.356 - −4.484 −11.151 −24.427

frz - −45.643 −27.241 77.855 - −27.255 4.917 173.846

pol - - −70.935 −139.678 - - −101.501 −214.648

CT - - - −104.022 - - - −150.944

r(C–X) (Å) 1.327 1.347 1.350 1.361 2.132 2.147 2.151 2.155
∠(X–C–X) (°) 110.57 112.67 112.98 113.78 109.47 111.02 111.24 111.15

r(C–I) (Å) 2.120 2.090 2.107 2.181 2.132 2.102 2.125 2.246
r(I· · ·F) (Å) - 2.935 2.564 2.198 - 2.989 2.506 2.113
Dipole (D) 0.907 1.497 1.561 1.699 0.000 0.105 0.073 −0.176

Table 2 Adiabatic EDA. All energies in kJ/mol. Dipole moment is of CX3I. Numbers for CI4· · ·F
− repeated from table 1 for ease of comparison, all

abbreviations and labels as defined in table 1.
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Fig. 9 Optimum C–I bond length at different constrained I· · ·F distances

are bond lengths at the monomers’ minimum energy geometries,
which are the right asymptotes of the graphs. In both cases, the
bonds are lengthened in the interaction region, though the effect
is larger for CI4 as expected from its greater charge transfer. But
in CI4 the bond lengthening is accompanied by an unfavorable
dipole moment, while in CF3I it is not. This suggests that, at
least in CI4, the C–I bond length can be used as a measure of the
relative importance of electrostatics and charge transfer.

The conclusion supported by both EDA views is that electrostat-
ics and charge transfer both play a role in the two examined halo-
gen bonds. Electrostatics favors CF3I while charge transfer favors
CI4 strongly enough that it is the significantly stronger interac-
tion despite the electrostatics. Furthermore, the analysis seems
to suggest that the CF3I interaction is in some ways electrostati-
cally dominated, with the geometry deforming to one favored by
electrostatics. On the other hand, CI4 seems charge transfer dom-
inated, deforming to geometries against what is electrostatically
favorable.

If those are examples of halogen bonds, one with good electro-
statics but poor charge transfer and one with good charge trans-
fer but poor electrostatics, it is useful to examine a case that is
good on both counts. It is necessary to use a somewhat contrived
example to accomplish this, but the nitro group is more electro-

static than fluorine and about as conducive to charge transfer as
iodine. The molecule C(NO2)3I forms an incredibly strong bond
with F− of about 260 kJ/mol, which is in the range of some co-
valent bonds. A potential energy scan of this system is shown in
Figure 10.
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Fig. 10 EDA for C(NO2)3I· · ·F−

The most noticeable difference on the graph is how much more
favorable the frozen interaction is. At 2.5 Å, it is about 45 kJ/mol
more favorable than even CF3I, largely because of its huge dipole
moment of 3.2 D (compared to 0.91 D). But unlike CF3I which has
a large increase in dipole moment as the ion gets closer, C(NO2)3I
shows more moderate behavior. The dipole moment increases
slightly to a maximum of about 3.4 D at around 3 Å, but it drops
back down to 3.3 D at equilibrium. This suggests that despite the
dipole, the nature of the system is more similar to CI4. Turning to
charge transfer, we see behavior very similar to CI4. In the range
of 2–3 Å, it is about 10% stronger in C(NO2)3I. In the longer
range, the charge transfer appears to be more slowly decaying,
reaching twice the strength of CI4 by 7 Å, but genuine charge
transfer is difficult to distinguish from basis set superposition er-
ror at this distance. It seems that the properties of CI4 that make
it favorable to charge transfer are matched or slightly exceeded
by C(NO2)3I. Finally (ignoring dispersion once again), there is
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polarization. The value for C(NO2)3I falls halfway in between
CF3I and CI4 along the whole curve. While the polarization term
contains some correction to Pauli repulsion in the short range,
the differences between these three are electrostatic in nature, as
all three systems have the same strength of Pauli repulsion. The
charge induced dipole of the acceptor molecule should be much
stronger than the dipole induced dipole on the F− ion, so it is the
main contributor to the polarization term. The polarizability of
C(NO2)3I is in between that of the other two acceptor molecules.
That means these systems provide an example of a case where
the trend in polarizability is different from the trend in charge
transfer. Therefore, a picture of halogen bonding that replaces
charge transfer with polarization would be unable to explain the
strength of the C(NO2)3I· · ·F−. With the dipole moment greater
than in CF3I, but the polarizability lower than in CI4, a purely
electrostatic model should not predict the extremely strong halo-
gen bond observed.

The comparison between CF3I, CI4, and C(NO2)3I shows that
electrostatics and charge transfer act separately as forces in the
halogen bond. They can be present in different strength in differ-
ent systems, and either one alone would be insufficient to under-
standing the interaction. In CF3I there is a favorable dipole mo-
ment, in CI4 there is strong charge transfer, and in C(NO2)3I there
is both. It is important to examine more than just the equilib-
rium geometry when analyzing the interaction as the geometry is
determined by the balance of frozen electrostatics, induced elec-
trostatics, dispersion, and intermolecular charge transfer working
against the wall of Pauli repulsion, so looking only at one geom-
etry conflates the influences of all these forces. All of them are
important for determining the overall interaction (though disper-
sion is very similar across the different systems, and so is not
important for these comparisons), so each needs to be considered
separately.

5 Conclusions

The σ-hole model has been claimed to fully account for halo-
gen bonding,27–35 although other studies have emphasized that
charge transfer (CT) also plays a role in halogen bonding.17–26

One possible piece of evidence for the role of CT is that σ-hole
theory predicts the incorrect trend in strength of halogen bonds
between CX3I and either a halide ion or trimethylamine.16 . It
was suggested that this is because the σ-hole is a purely electro-
static descriptor, and some treatment of charge transfer is neces-
sary to fully describe halogen bonding, as the two do not always
coincide.

Using energy decomposition analysis, we have shown that
charge transfer is indeed the differentiator between these vari-
ous CX3I and halide anion interactions. While the electrostatic
trends are in the direction predicted by the σ-hole strength (and
the dipole moment), the charge transfer trend is in the oppo-
site direction and strong enough to overcome this deficit. The
adiabatic EDA and EDA over the relaxed potential energy scan
showed that looking only at the equilibrium is not enough by
itself to resolve the relative strengths of the different forces, as
the equilibrium geometry is determined by the balance between
electrostatics, Pauli repulsion, charge transfer, and other effects,

which all have different length scales. The analysis implies that
the trend in binding energy is due to iodine substituents making
the molecule a better acceptor for charge transfer. Comparison to
another system showed that electrostatic favorability and charge
transfer can vary separately. Because of this, it seems that no
picture of the halogen bond can be complete without account-
ing for charge transfer and for the Lewis acid’s suitability as an
electron pair acceptor as well as its electrostatic properties. This
has potential implications for the design of suitable descriptors
for predicting the strength of halogen bonds.
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