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Abstract 

Radical organic ions can be stabilized by complexation with neutral organics via interactions 

that can resemble chemical bonds, but with much diminished bond energies. Those 

interactions are a key factor in cluster growth and polymerization reactions in ionizing 

environments such as regions of the interstellar medium and solar nebulae. Such radical 

cation complexes between naphthalene (Naph) and pyridine (Pyr) are characterized using 

mass-selected ion mobility experiments. The measured enthalpy of binding of the 

Naph+•(Pyr) heterodimer (20.9 kcal/mol) exceeds that of the Naph+•(Naph) homodimer (17.8 

kcal/mol). The addition of 1-3 more pyridine molecules to the Naph+•(Pyr) heterodimer gives 

10-11 kcal/mol increments in binding enthalpy. A rich array of Naph+•(Pyr) isomers are 

characterized by electronic structure calculations. The calculated Boltzmann distribution at 

400 K yields an enthalpy of binding in reasonable agreement with experiment. The global 

minimum is a distonic cation formed by Pyr attack on Naph+• at the α-carbon, changing its 

hybridization from sp2 to distorted sp3. The measured collision cross section in helium for the 

Naph+•(Pyr) heterodimer of 84.9±2.5 Å2 at 302 K agrees well with calculated angle-averaged 

cross sections (83.9 – 85.1 Å2 at 302 K) of the lowest energy distonic structures. A 

remarkable 16 kcal/mol increase in the binding energy between Naph+•(Pyr) and Bz+•(Pyr) 

(Bz is benzene) is understood by energy decomposition analysis. A similar increase in 

binding from Naph+•(NH3) to Naph+•(Pyr) (as well as between Bz+•(NH3) and Bz+•(Pyr)) is 

likewise rationalized. 
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INTRODUCTION 

Polycyclic aromatic hydrocarbons (PAHs) and nitrogen heterocycles (PANHs) are 

found in many environments, including under ionizing conditions in radiation chemistry and 

flames.1,2 In space, PAHs and PANHs and their ions contain a large fraction of the organic 

carbon in interstellar clouds.3-5 With low ionization energies and high proton affinities, these 

compounds can be charge and proton sinks, and the corresponding ions can serve as catalysts, 

provide nucleation centers for clusters, dust grains and polymers, and form carbonaceous 

mantles on silicate grains and ices.6-8 Their large π systems can also serve as theoretical 

models for conjugated organic semiconductors and graphene.9,10 The formation of PAHs and 

PANs can also involve ion chemistry, as observed in ionic association and polymerization 

reactions.11-21 

In ionizing environments, PAH+• and PANH+• radical cations can interact with neutral 

PAH and PANH molecules. In fact, their dimers may contribute to interstellar IR bands.5,9 

These adducts entail three different types of structures and interactions: parallel π stacked 

dimers, that allow intermolecular charge transfer resonance and dispersion interactions; 

perpendicular L or T-shaped structures bonded by non-covalent electrostatic interactions; and 

linear twisted propeller-shaped adducts with covalent C-N bonds. Parallel π stacked 

homodimers are formed from benzene (Bz) (i.e. Bz+•(Bz)), naphthalene (Naph) (i.e. 

Naph+•(Naph)) and larger PAHs, with dissociation energies between 16 and 20 kcal/mol, 

including charge transfer resonance contributions of about 7 kcal/mol.22-25 In larger PAHs, 

intramolecular charge delocalization can decrease intermolecular charge transfer, but 

increasing dispersion forces compensate, keeping the bond energy in the range of 16-20 

kcal/mol for homodimers from Bz+•(Bz) to coronene+•(coronene).22-24 Dissociation energies 

of PAH heterodimers may be significantly smaller: for example in the Naph+•(Bz) 

heterodimer, where the difference in the ionization energies of naphthalene and benzene is 

1.1 eV, the binding energy has been recently measured as only 8 ±1 kcal/mol.25  

Little is known about the chemistry and the nature of interaction in ionized 

PAH/PANH cross-adducts where a covalent C-N bond with potentially large dissociation 

energy may form. We have examined the prototype Bz+•(Pyr) and Bz+•(Pyrim) (Pyrim 

denotes pyrimidine) adducts that can form various non-covalent and covalently bonded 

isomers.13,21 The ionization energies of benzene (9.24 eV), pyridine (9.26 eV) and pyrimidine 

(9.30 eV) are nearly equal, suggesting that Bz+•(Pyr) and Bz+•(Pyrim) may form parallel 

charge transfer complexes similar to Bz+•(Bz). However, we instead found that the most 
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stable isomer of Bz+•(Pyr) includes a covalent C–N bond, and has a dissociation enthalpy that 

we determined experimentally as > 33 kcal/mol, and computationally as 34.9 kcal/mol.13 

Very recently, we found that Bz+•(Pyrim) corresponds to two families of covalent and non-

covalent isomers characterized by two ion mobility peaks corresponding to small and large 

collision cross sections in helium (67.7±2.2 Å2 and 76.0±1.8 Å2, respectively) consistent with 

two types of compact covalent and extended non-covalent structures, respectively.21 DFT 

calculations at the M06-2X/6-311++G** level showed the most stable Bz+•(Pyrim) isomer 

contains a covalent C-N bond with a binding energy of 49.7 kcal/mol and a calculated 

collision cross section of 69.2 Å2, in excellent agreement with the value obtained from the 

higher mobility peak observed experimentally.21 Forming the C-N covalent bond displaces a 

hydrogen atom from a C-H bond of the benzene cation which is transferred to the second 

pyrimidine nitrogen atom, thus preserving the pyrimidine π system and yielding the most 

stable Bz+•(Pyrim) isomer. The calculations also show less stable non-covalent 

electrostatically bonded perpendicular isomers of Bz+•(Pyrim) with a binding energy of 19 

kcal/mol and a calculated collision cross section of 74.0 - 75.0 Å2 in excellent agreement with 

the value obtained from the lower mobility peak observed experimentally.21 

The cation complexes Bz+•(Pyr) and Bz+•(Pyrim) formed between benzene radical 

cation and pyridine or pyrimidine are examples of stable distonic radical ions where (i) the 

charge and radical sites are spatially separated, and (ii) they may be formally derived from 

ionization of a neutral zwitterionic species, though such a species itself may not be stable. 

The addition of pyridine to the benzene cation ring yields a sigma complex that is also 

distonic: the closed shell pyridine N carries the charge, while the radical is delocalized 

around 5 sp2 hybridized atoms of the former benzene ring. Remarkably, this complex is 

bound by a lower limit of 33 kcal/mol according to experimental estimates, making it much 

more strongly bound than the benzene radical cation-ammonia complex that has also been 

studied experimentally.26-28 Why is the binding energy so much larger in the benzene-

pyridine radical cation complex? What should be expected if we substitute benzene for 

naphthalene? More generally, what are the driving forces that stabilize these sigma 

complexes? These are some of the questions that we will be concerned with in this paper. 

We address these issues in the context of a combined experimental and computational 

study of a new set of distonic complexes between the naphthalene radical cation and pyridine. 

The experiment utilizes the mass-selected ion mobility to determine the sequential binding 

energies of pyridine molecules to the naphthalene radical cation (i.e. Naph+•(Pyr)n, with n =1-

4) by equilibrium thermochemical measurements as well as the collision cross-section of the 
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Naph+•(Pyr) adduct in helium to obtain structural information on the gas phase conformation 

of the adduct. The calculations indicate that a variety of conformers are in equilibrium with 

each other under the experimental conditions. The experimental and computational results 

suggest a binding energy of over 20 kcal/mol, much stronger than a typical electrostatic ion-

molecule complex. Experimental and computational values are also obtained for the 

coordination of an additional pyridine molecule to the Naph+•(Pyr) adduct. We find that the 

binding energy of the second pyridine is significantly smaller (unlike for example, the 

recently reported case of the Naph+•(Bz) complex, where coordination of a second benzene 

molecule carried the same binding energy as the first).25 Computations suggest that the 

second pyridine in Naph+•(Pyr)2 is not directly bonded to the naphthalene radical cation. 

We also report electronic structure calculations that compare the benzene+•(pyridine) 

and naphthalene+•(pyridine) systems, as well as calculations on the benzene+•(ammonia) and 

the not-yet-experimentally measured naphthalene+•(ammonia) cation. These results show that 

the benzene+•(pyridine) complex is in fact bound by over 40 kcal/mol, and the naphthalene-

ammonia cation complex is bound by only 12 kcal/mol. The C-N bond lengths are similar for 

all complexes, and we are therefore left with a puzzle. What is the origin of the more than 

three-fold range of binding energies that are seen across these four complexes? These results 

were rationalized using energy decomposition analysis (EDA) of the binding energies to 

unravel the remarkable differences between these four complexes. 

 

EXPERIMENTAL SECTION 

The experiments were performed using the VCU mass-selected ion mobility 

spectrometer (Schematic is given in Figure S1, Supporting Information). The details of the 

instrument can be found in several publications15,21,25 and only a brief description of the 

experimental procedure is given here. The essential elements of the apparatus are jet and 

beam chambers coupled to an electron ionization source, a quadrupole mass filter, a drift cell, 

and a second quadrupole mass spectrometer. Mass-selected C10H8
+• ions (generated by 

electron impact ionization of naphthalene vapor) are injected (in 20 –30 µsec pulses) into the 

drift cell containing 1.0 Torr helium and 0.10 - 0.35 Torr of pyridine (C5H5N) vapor. The 

temperature of the drift cell can be controlled to better than ±1K using six temperature 

controllers. The reaction products can be identified by scanning a second quadrupole mass 

filter located coaxially after the drift cell. The injection energies used in the experiments (10–

12 eV laboratory frame, depending on the pressure in the drift cell) are slightly above the 
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minimum energies required to introduce the naphthalene ions against the counter flow of the 

gas escaping from the cell. Most of the ion thermalization occurs outside the cell entrance by 

collisions with the helium atoms and pyridine molecules escaping from the cell entrance 

orifice. At a cell pressure of 0.2 Torr, the number of collisions that the naphthalene ion 

encounters within the 1.5 millisecond residence time inside the cell is about 104 collisions, 

which is sufficient to ensure efficient thermalization of the ions. The ion intensity ratio 

C10H8
+•(C5H5N)/C10H8

+• is measured from the ion intensity peaks as a function of decreasing 

cell drift field corresponding to increasing reaction time, and equilibrium is achieved when a 

constant ratio is obtained. Equilibrium constants are then calculated from K = 

[I(C10H8
+•(C5H5N))/I(C10H8

+•) P(pyridine)] where I is the ion intensity taken from the mass 

spectrum and P(pyridine) is the partial pressure of pyridine in the drift cell. All the 

equilibrium experiments at different temperatures are conducted at correspondingly low drift 

fields and long residence times. The measured equilibrium constant is independent of the 

applied field across the drift cell in the low field region. The equilibrium constant measured 

as a function of temperature yields ΔH° and ΔS° from the van’t Hoff equation [ln K = - 

ΔH°/RT + ΔS°/R].  

For the mobility measurements, the neutral naphthalene and naphthalene-pyridine 

clusters are generated in the source chamber by supersonic pulsed adiabatic expansion.29,30 

During operation, a vapor mixture consisting of 230 Torr pyridine (C5H5N) (Aldrich, 99.9%) 

and 3.9 Torr naphthalene (C10H8) (Aldrich, ≥ 99%) in 5100 Torr helium (ultrahigh purity, 

Airgas 99.99%) is expanded through a conical nozzle (500 µm in diameter) in pulses of 300-

400 µs duration at a repetition rate of 100 Hz. The jet is skimmed and passed into the second 

chamber, which is maintained at 2 x 10
-6

 Torr, where the clusters are ionized by 70 eV 

electrons. The ions are injected into the drift cell containing 1.0 Torr helium at different 

temperatures (200-300 K) using injection energy of 12.8 eV (lab frame). Mobility 

measurements are made by injecting a narrow pulse of ions into the drift cell.29,30 The ion 

gate located just prior to the cell entrance (see Figure S1, Supporting Information) chops the 

pulse to a narrow, 30 to 50 µs wide packet, which enters the drift cell. As the ions are injected 

into the drift cell, the injection energy is dissipated by collisions with the helium buffer gas. 

The injection energies used in all the experiments are slightly above the minimum energies 

required to introduce the ions into the cell against the helium flow. Upon exiting the cell, the 

ions are collected and refocused into the second quadrupole for analysis and detection. The 

signal is collected on a multichannel scalar with the zero time for data acquisition set to the 
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midpoint of the ion gate trigger. The measured mobilities at different temperatures are used to 

calculate average collision cross sections (Ωs) for the ion with the helium buffer gas.29,30  

COMPUTATIONAL SECTION 

For the identification of structural minima, we used a methodology that combines 

quenching ab-initio molecular dynamics (QAIMD) starting from random initial orientations, 

followed by gradient-based local optimizations with density functional theory (DFT) using 

the ωB97X-V exchange-correlation functional31 and the cc-pVTZ basis set.32 This functional 

is known to be quite accurate for intermolecular interactions, as well as bonded interactions.31 

For validation purposes, additional single point energy results have been obtained using the 

B3LYP,33-35 M06-2X,36 and M11 functionals,37 as well as with more advanced wave function 

techniques such as Møller-Plesset perturbation theory (MP2),38 spin-component-scaled MP2 

(SCS-MP2),39 and orbital-optimized opposite spin MP2 (O2).40 Despite a severe 

underestimation of the energy of some of the distonic structures with the popular B3LYP 

functional, all the modern DFT methods provide results that are in good agreement with the 

advanced wave function methods. For this reason, we report only the results obtained with 

the ωB97X-V functional, but we need to stress the need for caution when the popular B3LYP 

functional is used to calculate complex interaction in systems with distonic character. The 

newest version41,42 of the absolutely localized molecular orbital energy decomposition 

analysis (ALMO-EDA)43-46 was used to analyze the components of the bonds using the 

ωB97X-V functional and the pc3 basis set.47,48 This version of the ALMO-EDA is applicable 

to both weak and strong interactions: indeed with an additional term for spin-coupling, it has 

been applied to chemical bonds.49,50 All calculations were performed with the Q-Chem 4 

quantum chemistry code.51 

 

RESULTS AND DISCUSSION 

Experimental Binding Enthalpy and Entropy Changes 

Figure 1(A) displays the mass spectra obtained following the injection of the mass-

selected naphthalene cation (C10H8
+•) into the drift cell pure helium or helium-pyridine 

(C5H5N) gas mixtures. In 0.78 Torr helium at 296 K, the naphthalene+•.water complex is 

formed due to the presence of water vapor impurity in the drift cell. In the presence of 0.09 

Torr C5H5N vapor in the drift cell at 310 K, the naphthalene ion signal disappears as the 

naphthalene+•(pyridine) heterodimer (Naph+•(Pyr) = C10H8
+•(C5H5N))  is formed as shown in 

Fig. 1(A)-b along with a small intensity of the Naph+•(Pyr)2 cluster formed by the second 
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addition of pyridine into the Naph+•(Pyr) adduct. Although no dissociation products of the 

naphthalene ion are observed (Fig. 1(A)) consistent with the low injection energy used, the 

observation of the small ion intensity of the protonated pyridine dimer H+(pyridine)2
 suggests 

direct ionization of a small amount of the pyridine molecules in the cell by the injection 

energy. The pyridine ions are generated at early times followed by proton transfer to the 

neutral pyridine molecules generating protonated pyridine (H+pyridine) which adds a neutral 

molecule to form the observed proton-bound pyridine dimer (H+(pyridine)2). The 

H+(pyridine)2 is not in equilibrium with the Naph+• or the Naph+•(Pyr) ions, and therefore it 

has no effect on the equilibrium between the Naph+• reactant and the Naph+•(Pyr) product.52,53 

As the temperature of the drift cell increases, the ion intensity of the Naph+•(Pyr)2 

cluster decreases and eventually disappears (Fig. 1(A)-c at 378 K) indicating that the second 

pyridine molecule is weakly attached to the Naph+•(Pyr) adduct. As the temperature increases 

further, the intensity of the Naph+•(Pyr) adduct decreases as it dissociates to the naphthalene 

radical cation and neutral pyridine, and at 468 K, the ion intensity ratio of Naph+•(Pyr)/ 

Naph+• decreases to about 0.1. 

Figure 1(B) displays the mass spectra obtained at lower temperatures. As the 

temperature decreases, the equilibrium shifts to higher clusters as further pyridine molecules 

are attached to the Naph+•(Pyr) adduct. At the lowest possible temperature (223 K), the ion 

signal of the Naph+•(Pyr) adduct disappears as up to three pyridine molecules are attached to 

the adduct. At such low temperatures pyridine is also attached to the protonated dimer in a 

different reaction channel forming H+(pyridine)3 as shown in Figs 1(B)-d and 1(B)-e. 
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decreasing the drift cell field corresponding to increasing reaction time, and equilibrium is 

achieved when a constant ratio is obtained.52,53 Equilibrium is also verified by	 observing	

identical	ATDs	of	the	C10H8
+•(C5H5N)n and C10H8

+•(C5H5N)n+1 ions since at equilibrium, the 

ATDs of the reactant	and	product	ions	must	be	identical.52,53 	

The equilibrium constants for reactions (1) and (2) with n = 0-3 measured at different 

temperatures yield the van’t Hoff plots for the formation of the C10H8
+•(C5H5N)n+1 species 

with n+1 = 1-4 as shown in Figure 2. The measured equilibrium constants and van’t Hoff 

plots are duplicated at least three times, and the estimated errors in ΔHo and ΔSo values are 

obtained from standard deviations of van’t Hoff plots and from typical uncertainties in 

thermochemical equilibrium studies.25,52,53 The resulting -ΔHo and -ΔSo values for the 

formation of C10H8
+•(C5H5N)n+1 for n+1 = 1-4 are given in Table 1.  

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. van’t Hoff plots for the C10H8
+•(C5H5N)n + C5H5N  ⇌  C10H8

+•(C5H5N)n+1 reactions for n = 0-3. 
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Table 1. Thermochemistry for the step-wise addition of pyridine to the naphthalene radical cation.  
 

n, n+1 - ΔHo (kcal mol-1) - ΔSo (cal mol-1 K-1) 
0, 1 20.9 ± 0.6 33.9 ± 1.1 
1, 2 11.0 ± 0.5 26.9 ± 1.2 
2, 3 10.9 ± 0.5 31.8 ± 1.3 
3, 4 9.5 ± 0.8 27.3 ± 1.7 

 
 
 

The measured enthalpy of binding of the Naph+•(Pyr) heterodimer (20.9 kcal/mol) is 

significantly larger than that of the Naph+•(Naph) homodimer (17.8 kcal/mol).25 It is also 

significantly smaller than the binding of the Bz+•(Pyr) heterodimer (>33 kcal/mol).13 The 

addition of the second pyridine molecule to the Naph+•(Pyr) heterodimer results in nearly 

50% drop in the sequential binding enthalpy which appears to stay nearly constant at the 10-

11 kcal/mol range with the subsequent addition of up to four pyridine molecules. This 

suggests that the nature of bonding in the Naph+•(Pyr) heterodimer is very different from 

clustering of pyridine molecules around the Naph+•(Pyr) heterodimer.  

The stronger and more ordered structure of the Naph+•(Pyr) heterodimer is also 

evident by the large entropy loss resulting from the formation of the dimer (34 ± 1 cal mol-1 

K-1) which is larger than the corresponding -ΔS° value for addition of the second pyridine 

molecule to the Naph+•(Pyr) adduct (27 ± 1 cal mol-1 K-1). This may suggest that the 

formation of the Naph+•(Pyr) adduct results in a more ordered structure and highly directional 

interaction between the nitrogen lone pair of electrons of pyridine and the positively charged 

naphthalene radical cation. Although the third pyridine addition appears to involve higher 

negative entropy (32 ± 1 cal mol-1 K-1), the limited number of data points and the general 

trend of increasing the uncertainties in the entropy values of higher equilibrium steps prevent 

accurate interpretation of this result. 

To gain insight into the structure and the nature of the interaction in the Naph+•(Pyr) 

heterodimer and to understand the interesting changes in bond strengths compared to these 

related systems, it is essential to characterize the potential energy surface. For this purpose, 

we have carried out DFT calculations as discussed below. 
 

Calculations of the Naphthalene
+•

(Pyridine) Structures 

We identified three main classes of minima for the first encounter complex (FEC), as 

reported in Figure 3. The first class of minima is attributed to an almost parallel face-to-face 
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charge-transfer interaction similar to that in the naphthalene-benzene cation and is a very flat 

portion of the potential energy surface that sits about 8 kcal/mol below the reacting fragments 

(f-isomers). We identified at least six independent minima belonging to this class, differing 

only slightly in their geometry, and with energies and barriers all within 0.5 kcal/mol of each 

other. The second class of isomers is composed of isomers with a side-to-side interaction 

which form T-shaped complexes with an H-bond interaction between the two hydrogen in the 

α positions of the naphthalene cation and the nitrogen atom of pyridine (h-isomers). As for 

the previous class, this class is composed of at least four different minima with small 

differences due to the angle between the planes of the molecules, and all within 1 kcal/mol of 

each other and with very small interconversion barriers, and therefore we will report results 

for the lowest energy isomer, which sits about 12 kcal/mol below the reacting fragments. The 

third class of minima includes two distinct structures where a covalent bond is formed 

between the naphthalene and the pyridine fragments (d-isomers). The preference site for the 

bond formation follows the conventional reactivity of naphthalene for substitutions, with the 

isomer with the pyridine in α (d1) that sits about 35 kcal/mol below the reacting fragments 

and is more stable than the complex with the substituent in β (d2) by about 5 kcal/mol. 

Mulliken population analysis reveals that the positive charge in these structures is mostly 

delocalized between the three carbons located in the ortho- and para- position of the pyridine 

ring in both isomers, while the excess spin is delocalized mostly between two carbon atoms 

in the naphthalene ring.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

	



12	

	

Figure 3. First encounter complexes for the Naph+•(Pyr) system with the (calculated binding energies 
in kcal/mol). 
	

The difference between measured and calculated binding energies can be explained 

by considering the possibility that an ensemble average of several minima is measured in the 

experiment, including d1, d2 and other isomers such as those that are derived from d1 and d2 

via a migration of the proton at the reaction site to other locations in the naphthalene or in the 

pyridine rings. We calculated the thermodynamic correction using harmonic approximations 

for all possible isomers in the system and we collected the main results in Table 2 (the full 

results are reported in the supporting information). The harmonic approximation is 

notoriously inappropriate for the calculation of the contribution to ΔS for weakly bonded 

minima (f- and h-isomers in this case), and therefore we estimated them using two different 

methods: a) by taking the experimental ΔS contribution from the similar 

naphthalene+•(benzene) system that we recently studied (averaging at -19.0 cal/mol K)25, by 

using the harmonic oscillator results and considering the loss of translational degrees of 

freedom in favor of one vibration (averaging at -20.2 cal/mol K). Using either of these two 

estimated values has no effects on the final results of the Boltzmann averaging procedure, so 

we don’t believe this to be a significant source of errors. The thermodynamic corrections 

ΔH[T] at the estimated experimental temperature of 400 K reduce the binding energy of all 

species by a significant amount, bringing the calculated binding enthalpy of d1 at 400 K 

down to 23.9 kcal/mol, a value that is closer to the experimental number. We also calculated 

the values of ΔG at 400 K, and the related composition of the Boltzmann average, and found 

that the ensemble contains at least seven minima with significant populations. 33% of the 

molecules in the ensemble are in the global minimum form d1, but of significant importance 

are also the minima d1.4 and d1.5 where the proton is transferred across the naphthalene ring. 

The barrier height for the d1/d1.4 conversion is calculated (including ZPE) at 20.4 kcal/mol 

over d1 (while the barrier for the d1.4/d1.5 should be of similar height), which suggests that 

this barrier can be overcome at the experimental conditions, and therefore the ensemble 

should be observed. A few other structures related to the d2 isomer are also involved in the 

ensemble, in particular d2.1, d2.5, d2.4 and d2.8, although their formation pathways might be 

more complex. It is interesting to note that d2 is not involved in the ensemble, as well as 

neither of the more weakly bound structures in the h-class and f-class. The Boltzmann 

analysis of the ensemble provides an average ΔH that is 23.4 kcal/mol, a value that is slightly 

higher than the experimental number (20.9 kcal/mol), but in substantial agreement. 
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Where td is the arrival time, K0 is the reduced mobility (cm V-1 s-1), P is the pressure in Torr 

and T is the temperature in Kelvin, l is the drift length (5 cm in our system), td is the 

measured mean arrival time of the drifting ion packet corrected for the non-Gaussian shape of 

the arrival time distribution (ATD) peak,29,30 t0 is the time the ion spends outside the drift cell 

before reaching the detector, and V is the voltage across the drift cell. All the mobility 

measurements were carried out in the low-field limit where the ion’s drift velocity is small 

compared to the thermal velocity and the ion mobility is independent of the field strength 

(E/N < 5.0, where E is the electric field intensity and N is the gas number density and E/N is 

expressed in units of Townsend (Td) where 1 Td = 10-17 V. cm2).29,30 The ATDs and td versus 

P/V plots for the radical cations the naphthalene are displayed in Figures 4(b) and 4 (c), 

respectively. The slope of the linear plot is inversely proportional to the reduced mobility and 

the intercept equals the time spent within the second quadrupole before the detection of the 

ions. 
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According to the kinetic theory of gases, Eq. (4) relates the mobility of an ion to the 

average collision cross- section of the ion with the buffer gas.29,30 
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N is the buffer gas number density, m is the mass of the ion, 
b
m  is the mass of a 

buffer gas atom, z is the number of charges, e is the electron charge, 
B
k  is Boltzmann's 

constant and ( )
avg

,11
Ω  is the average collision integral. The measured mobilities at different 

temperatures are used to calculate average Ωs for the ion in helium using Eq. 4, and the 

resulting values are listed in Table 3 as Ωexp (Å2) for the Naph+•(Pyr) heterodimer. The 

collision cross section of the Naph+•(Pyr) dimer is 84.9±2.5 Å2 at 302 K and increases 

slightly to 87.5±2.3 Å2 at 223 K. Angle-averaged collision cross-sections are computed at 

different temperatures for the four isomers calculated at the M06-2X/cc-pVTZ level of theory 

using the trajectory method.54 The theoretical Ω’s are then compared to the experimentally 

measured values to identify the most likely structures as summarized in Table 3. 

 
 
Table 3. Experimental-based collision cross sections of the Naph+•(Pyr) heterodimer in helium at 
different temperatures as indicated. The calculated cross sections obtained from the trajectory method 
for two covalent (d1 and d2), stacked parallel, and T-shaped structures optimized at M06-2X/cc-
pVTZ level of theory. The bold face values represent the best agreement between the experimental 
and calculated cross sections. 

 
Temp 
(K) 

K0 
(cm V-1 s-1) 

Ω (Å2) 
Exp. 

Ω (Å2) 
Calc. (d1) 

Ω (Å2) 
Calc. (d2) 

Ω (Å2) Calc. 
 Stacked Parallel (f) 

Ω (Å2) Calc. 
T-Shaped (h) 

302 6.32 84.9 ± 2.5 83.9 85.1 79.8 92.0 
273 6.53 86.5 ± 2.5 85.3 86.5 81.1 93.4 
223 7.18 87.5 ± 2.3 88.4 89.6 84.2 96.6 

 
 

 

The measured collision cross sections for the Naph+•(Pyr) heterodimer at 302 K and 

273 K are in good agreement with the calculated values of the covalent structures d1 and d2. 

At 302 and 273 K, the measured collision cross sections, 84.9±2.5 and 86.5±2.5 Å2, are close 

to the calculated values, 83.9 and 85.3 Å2 for the d1 structure and 85.1 and 86.5 Å2 for the d2 

structure, respectively. At 223 K, the measured collision cross section is 87.5±2.3 Å2, which 

is very close to the calculated cross sections of 88.4 and 89.6 Å2 for the d1 and d2 structures, 

respectively. For the stacked parallel structure (f), the calculated collision cross sections are 
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79.8, 81.1, and 82.4 Å2 at 302, 273, and 223 K respectively. At all temperatures, the 

calculated cross sections for the stacked parallel structure are significantly smaller than the 

measured collision cross sections. Alternatively, the calculated collision cross sections for the 

T-shaped h isomer (92.0, 93.4, and 96.6 Å2 at 302, 273, and 223 K, respectively), are about 

10% larger on average than the measured collision cross sections. Based on these 

comparisons, a mixture of covalent distonic structures based on d1 and d2 is likely to be 

present under the experimental conditions. This is consistent with the computational 

predictions discussed in the previous section.  

 
Comparison with the Benzene

+•
(Pyridine)

 
and Benzene

+•
(Ammonia)

 
σ-Complexes 

It is interesting to compare the binding energy of the newly formed C–N σ bond in d1 

to the similar bond in the Bz+•(Pyr) complex.13 In particular, the C–N bond in the distonic 

structure of Bz+•(Pyr) is calculated to be a striking 16 kcal/mol more stable than the 

analogous structure for Naph+•(Pyr). This is surprising considering that the C-N bond lengths 

are identical (1.54 Å in Bz+•(Pyr) vs 1.54 Å in Naph+•(Pyr)), and so no correlation between 

bond strength and bond length is operative. Our new calculations, in fact, suggest that the 

distonic structure of Bz+•(Pyr) has a higher binding energy of 42.3 kcal/mol (ωB97X-V/pc3), 

than previously thought (our previously published result of 26.4 kcal/mol was obtained with 

substantially lower-level B3LYP/6-311G(d,p) calculations). What is the origin of the 

significant difference between binding energies?  

To unravel this puzzle, we also performed calculations on other distonic complexes 

involving benzene and naphthalene. It turns out to be instructive to also consider 

benzene+•(ammonia),26-28 and naphthalene+•(ammonia) complexes, which are shown in 

Figure 5. These ammonia complexes have binding energies which differ by 14 kcal/mol, 

with the benzene complex again more stable. ALMO-EDA41,42 was used to decompose the 

total binding energy into the geometric-distortion (GD), frozen interaction (FRZ), 

polarization (POL), and charge-transfer (CT) components, as shown in Table 4. We will 

examine these components to see whether we can obtain insight into the origin of the 

difference between benzene and naphthalene (benzene complex much more stable), as well as 

between ammonia and pyridine (pyridine complex much more stable). 
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Figure 5. Structures of the four complexes with covalent C–N σ bonds. From left to right, 
benzene+•(pyridine),13 benzene+•(ammonia),26-28 the d1 isomer of naphthalene+•(pyridine) and the 
naphthalene+•(ammonia), respectively.  

 
	

	
Table 4. Energy decomposition analysis (kcal/mol) results for the four complexes with covalent C–N 
σ bond. 

 Benzene+•(pyridine) Naphthalene+•(pyridine) Benzene+•(ammonia) Naphthalene+•(ammonia) 

GD 23.7 29.0 19.4 22.6 

FRZ 153.6 170.0 139.4 156.0 

Elec. -76.8 -79.5 -69.5 -71.1 

Pauli 247.5 267.8 222.2 240.8 

Disp. -17.1 -18.3 -13.3 -13.7 

POL -128.9 -136.3 -91.1 -98.6 

CT -90.7 -89.0 -94.0 -92.1 

TOT -42.3 -26.3 -26.3 -12.2 

 

From the EDA, the major difference between the naphthalene and benzene case 

appears to be in the frozen interaction term. Further separation of this term42 into electronic 

(Elec), Pauli repulsion, and dispersion (Disp) contributions reveals that the lower binding 

energy of the naphthalene system is due to the Pauli repulsion term, which is about 20 

kcal/mol more repulsive than for the benzene case. Geometric distortion also contributes a 

further 5 kcal/mol, while dispersion and charge-transfer are essentially very similar. The 

attractive polarization term stabilizes the more polarizable naphthalene by a substantial 8 

kcal/mol more than the benzene complex, but the overall interaction energy still remains 

about 16 kcal/mol higher for the benzene complex. Evidently bad contacts in the formation of 

the dative CN bond (this character is evident from the fact that CT itself exceeds the bond 

energy) are unavoidably greater with naphthalene than benzene.  

The most likely reason for this difference is the greater delocalization of the positive 

charge in the isolated naphthalene cation relative to benzene cation, which will lead to 
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slightly less orbital contraction (in the frozen wavefunction) at the site attacked by the 

nitrogen lone pair. Subsequent electronic reorganization to localize the positive charge then 

leads to greater energy lowering from polarization in naphthalene complexes. Finally, with 

the charge localized, the energy lowering due to charge transfer from the nitrogen lone pair 

looks similar in both complexes. Strong support for this conclusion comes from the very 

similar differences in the benzene and naphthalene cation complexes with ammonia. 

The origin of the stability difference between the ammonia and pyridine complexes is 

the net result of two principal factors. The fact that pyridine is a bulkier ligand than ammonia 

means that Pauli repulsion is inevitably stronger in its complexes (by about 15 kcal/mol), an 

effect that is not nearly compensated for by a slightly more favorable dispersion interaction. 

However, the Pauli penalty is more than compensated by the fact that pyridine is much more 

polarizable than ammonia, and the polarization energy lowering strongly favors (by about 28 

kcal/mol) the pyridine coordination versus ammonia coordination in the radical cation 

complexes with either benzene or naphthalene.  

 The strengths (both absolute and relative) of the dative bonds in the four C-N 

complexes shown in Figure 5 are controlled by factors that reflect the competition between 

driving forces for stability (polarization, charge transfer, electrostatics, and dispersion), and 

causes of electronic frustration (Pauli repulsion and geometric distortion, which captures loss 

of aromaticity due to rehybridization). Despite being more polarizable, the naphthalene 

complexes are destabilized relative to benzene by Pauli repulsion. On the other hand, far 

greater difference in polarizability of pyridine relative to ammonia makes its complexes more 

stable, despite the inevitably greater Pauli repulsion. 

 
Reaction Reversibility of Benzene

+•
(Pyridine) vs. Naphthalene

+•
(Pyridine)  

In order to explain the reversibility of the reaction to form the Naph+•(Pyr) complex 

and to compare to the Bz+•(Pyr) case, we analyzed the potential energy surface by searching 

for transition barriers using the freezing string method.55 We looked for the H-migration 

barriers within the d-isomers (also including the barriers between d1 and d2, between the f 

and d isomers, and between the h and d isomers). Our results, summarized in Figure 6, show 

that the barriers for the proton migrations within the d-isomers are usually between 10 and 20 

kcal/mol, while the barriers between the other minima are all very small. The covalently 

bound structure d1 is the global minimum for the Naph+•(Pyr) system, while the analogous 

structure is not the global minimum for Bz+•(Pyr). The minimum for the Bz+•(Pyr) system is a 

migration isomer that forms via a two-step reaction that passes through the FEC with d1-like 
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structure which undergoes subsequent proton migration from the benzene to the pyridine 

ring. We calculated the barrier of this reaction at about 30 kcal/mol over the first-encounter-

complex. According to the experimental binding energy, the system has sufficient initial 

energy to find a way to overcome the first barrier and to form the migration isomer, but the 

half-life for reforming the first-encounter-complex at 400 K is larger than 3800 seconds, a 

time that is not compatible with the experimental conditions, therefore explaining why the 

reaction is observed to proceed irreversibly. The situation with the Naph+•(Pyr) system is 

obviously more complex, with a number of different minima involved. The calculated 

barriers all have a half-life compatible with the experimental conditions (e.g., the half-life for 

reforming d1 from d1.4 is only 0.7 ms). This explains why the rearrangements are reversible, 

and supports the hypothesis that several minima are accessible at the experimental conditions. 

 

Figure 6. Reaction diagrams for the formation of the naphthalene+•(pyridine) adduct (the percentage 
population of key isomers in the 400 K ensemble is also indicated) as compared to the 
(benzene.pyridine)+• adduct (left to the energy scale). 
 

 
 

Addition of Further Pyridine Molecules 

The addition of a second pyridine molecule to the Naph+•(Pyr) complex does not 

result in the formation of a new covalent bond. Our AIMD and QAIMD simulations show 

that the second pyridine molecule arranges in a way that forms a network of hydrogen bonds 
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among the three molecules involved in the complex. Starting from the two lowest energy 

isomers identified in the previous section, d1 and d2, we obtain the four lowest-energy 

isomers reported in Figure 7, with the extra pyridine molecule on either the same side (SS) or 

the opposite side (OS) of the naphthalene ring where the first pyridine is attached. By starting 

from other isomers of the heterodimer, we obtain a plethora of minima where the second 

pyridine always arranges to form a hydrogen bond network in the complex, such as for the 

lowest energy isomers in Figure 7. Despite the number of structures in Naph+•(Pyr)2 being 

much higher than in Naph+•(Pyr), the second pyridine interacts with the dimer always in the 

same way, resulting in a small range for the calculated binding energy of the second pyridine, 

calculated at 12 to 13 kcal/mol. Including thermal corrections, the calculated –ΔHº is 12±1 

kcal/mol, a value that is in very good agreement with the measured value of 11.2 kcal/mol. 

From the chemical bonding standpoint, we infer that the incremental charge-transfer 

stabilization associated with covalent linking of a second pyridine molecule to the 

Naph+•(Pyr) is insufficient to compensate further loss of aromaticity and Pauli repulsion. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Lowest-energy isomers for the Naph+•(Pyr)2 complex with (calculated binding energies in 
kcal/mol). 
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We also performed a limited investigation (because of the enormous size of the 

potential energy surface) of the addition of the third and fourth pyridine molecules to the 

complex. The Naph+•(Pyr)3 system shows results that are in line with those for Naph+•(Pyr)2. 

Again, no formation of new covalent bonds is observed, and the third pyridine molecule 

arranges on the same side of the naphthalene ring where the other two pyridine fragments are, 

in a pattern that maximizes the number of hydrogen bond interactions between the N terminal 

of the pyridine and different hydrogen atoms in the system. We identified more than ten 

minima with diverse structures and hydrogen bond patterns, but with energies that differ by 

less than 0.1 kcal/mol between each other, resulting in binding energies of roughly 11–13 

kcal/mol for each structure. The potential energy surface for the addition of the fourth 

pyridine is obviously even flatter, and the yet larger size of the system makes it 

computationally challenging to explore. From our limited number of completed calculations, 

the fourth pyridine attaches to the complex through hydrogen-bond interactions, but the 

preferred side is the empty side of the naphthalene ring. For this reason, the binding energy 

for this fourth addition is calculated as slightly smaller (~8 kcal/mol). These results are also 

in substantial agreement with the experiments, for which additions are observed for up to four 

pyridine molecules, with binding energies that are similar for the second and third addition, 

and slightly lower for the fourth addition. According to very limited pilot calculations on the 

potential energy surfaces of the tetramer and pentamer, a fifth pyridine addition should be 

possible on the less crowded side of the naphthalene, with a calculated binding energy of 

about 4–7 kcal/mol.  

 

CONCLUSIONS 

 Association between radical cations and neutrals gives a wide range of bonding 

motifs and interaction strengths, due to the rich interplay of attraction associated with 

permanent and induced electrostatics and charge transfer, versus repulsions due to Pauli 

repulsions and structural deformations. In this work we have explored experimentally and 

computationally how these factors play out in the complexes formed from the interaction of 

the radical cation of naphthalene with pyridine molecules. 

 The thermodynamics of association of naphthalene+•(pyridine) were characterized 

experimentally, showing ΔHo = -20.9±0.6 kcal/mol (at 400 K) and ΔSo = -33.9±1.1 cal mol-1 

K-1. The enthalpy change is significantly smaller than the lower limit (<-33 kcal/mol) 

reported previously for formation of the radical cation complex between benzene and 

pyridine, (benzene.pyridine)+•. The entropy change is far more negative than the 



23	

	

naphthalene+•(benzene) complex recently reported between the naphthalene radical cation 

and benzene (-19 kcal mol-1 K-1), suggesting a significantly more ordered structure in 

naphthalene+•(pyridine). 

 The origin of these results was explored using electronic structure calculations. The 

global minimum on the radical complex PES is the distonic complex d1 (see Figure 3) 

formed by pyridine attack on naphthalene radical cation at the α-carbon position, resulting in 

a hybridization change from sp2 to distorted sp3 at that position. Indeed this is much more 

ordered structure than the stacking complex calculated to be the preferred form of the 

naphthalene+•(benzene) complex. A rich array of isomers of slightly higher energies arises 

from proton hops to different sites, as well as corresponding derivatives of the analogous d2 

isomer. Boltzmann averaging suggests that a mixture of isomers is present at the 

temperatures considered experimentally. Experimental collision cross-sections obtained from 

ion mobility measurements are consistent with this interpretation. 

 A calculated 16 kcal/mol reduction in the binding energy of naphthalene+•(pyridine) 

relative to (benzene.pyridine)+• was rationalized using energy decomposition analysis (EDA), 

which showed that Pauli repulsion is intrinsically higher for the naphthalene complex, despite 

more favorable polarization. This interpretation was supported by additional calculations 

showing a very similar reduction in enthalpy of association in naphthalene+•(NH3) relative to 

benzene+•(NH3), with analogous changes in EDA terms. The EDA showed conclusively that 

the driving force for complex formation is charge-transfer (CT). Finally, the ammonia 

complexes are weaker than the corresponding pyridine complexes because the polarizability 

enhancement in pyridine more than compensates additional Pauli repulsion, while the CT 

driving force is similar.  
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Pyridine attacks the naphthalene radical cation to form a distonic heterodimer resulting in a 
hybridization change from sp2 to distorted sp3 at the site of the attack. 
 


